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Preface 
 

This volume, Proceedings of The 13th International Symposium on Operations Research, 

called SOR’15, contains papers presented at SOR’15 (http://sor15.fov.uni-mb.si/) that was 

organized by Slovenian Society INFORMATIKA (SDI), Section for Operations Research 

(SOR) and University of Maribor, Faculty of Organizational Sciences, Kranj, Slovenia, held 

in Bled, Slovenia, from September 23 to September 25, 2015. The volume contains blindly 

reviewed papers or abstracts of talks presented at the symposium.  

The opening address at SOR’15 was given by Prof. Dr. L. Zadnik Stirn, President of the 

Slovenian Section of Operations Research, Prof. Dr. Maja Makovec Brenčič, Minister of 

Education, Science and Sport, Prof. Dr. József Györkös, Director of Slovenian Research 

Agency, Mr. Niko Schlamberger, the President of Slovenian Society Informatika, Prof. Dr. 

Marko Ferjan, the Dean of Faculty of Organizational Sciences, Dr. Sarah Fores, The 

Association of European Operational Research Societies (EURO), and 

presidents/representatives of a number of Operations Research Societies from abroad. 

SOR’15 is the scientific event in the area of operations research, another one in the 

traditional series of the biannual international OR conferences, organized in Slovenia by 

SDI-SOR. It is a continuity of twelve previous symposia. The main objective of SOR’15 is to 

advance knowledge, interest and education in OR in Slovenia, in Europe and worldwide in 

order to build the intellectual and social capital that are essential in maintaining the identity 

of OR, especially at a time when interdisciplinary collaboration is proclaimed as 

significantly important in resolving problems facing the current challenging times. Further, 

by joining IFORS and EURO, the SDI-SOR agreed to work together with diverse disciplines, 

i.e. to balance the depth of theoretical knowledge in OR and the understanding of theory, 

methods and problems in other areas within and beyond OR. We believe that SOR’15 

creates the advantage of these objectives, contributes to the quality and reputation of OR by 

presenting and exchanging new developments, opinions, experiences in the OR theory and 

practice.  

SOR’15 was highlighted by a distinguished set of six keynote speakers. The first part of the 

Proceedings SOR’15 comprises invited abstracts, presented by six outstanding scientists: 

Professor Dr. Aharon Ben-Tal, William Davidson Faculty of Industrial Engineering and 

Management, Technion - Israel Institute of Technology, Haifa, Israel, Assoc. Professor Dr. 

Sergio Cabello, University of Ljubljana, Faculty of Mathematics and Physics, Ljubljana, 

Slovenia, Dr. Stefano Cozzini, Centro DEMOCRITOS, Istituto Officina dei Materiali CNR-

IOM, Trieste, Italy, Assist. Professor Dr. Nebojša Gvozdenović, University of Novi Sad, 

Faculty of Economics, Subotica, Serbia, Professor Dr. Gerhard Wilhelm Weber, Middle 

East Technical University, Institute of Applied Mathematics, Ankara, Turkey, and Professor 

Dr. Ou Tang, Linköping University, Department of Management and Engineering, 

Linköping, Sweden. Proceedings includes 93 papers or abstracts written by 191 authors. 

Most of the authors of the contributed papers came from Slovenia (76), then from Croatia 

(42), Slovak Republic (14), Czech Republic (9), Turkey (9), Italy (8), Greece (5), Israel (4), 

Poland (4), Spain (3), Sweden (3), Bulgaria (2), France (2), Hong Kong (2), Iran (2), 

Russian Federation (2), Hungary (1), Ireland (1), Serbia (1) and The Netherlands (1). The 

papers published in the Proceedings are divided into Plenary Lectures (6 abstracts), four 

special sessions: Qualitative Multiple Criteria Decision Making (6 papers), Inventory 

Research (7), Metaheuristic Optimization (7), and Big Data (4), and nine sessions: 

Mathematical Programming and Optimization (7), Graphs and their Applications (5), 

Multiple Criteria Decision Making (5), Econometric Models and Statistics (10), Production 

http://www.drustvo-informatika.si/sekcije/sor/
http://fis.unm.si/en


(7), Finance and Investments (7), Location and Transport (7), Environment and Human 

Resources (9), OR Perspectives (6). 

The Proceedings of the previous twelve International Symposia on Operations Research 

organized by the Slovenian Section of Operations Research are indexed in the following 

secondary and tertiary publications: Current Mathematical Publications, Mathematical 

Review, Zentralblatt fuer Mathematik/Mathematics Abstracts, MATH on STN International 

and CompactMath, INSPEC. The Proceedings SOR’15 are expected to be covered by the 

same bibliographic databases. 
 

The success of the scientific events at SOR’15 and the present proceedings should be seen as 

a result of joint effort. On behalf of the organizers we would like to express our sincere 

thanks to all who have supported us in preparing the event. We would not have succeeded in 

attracting so many distinguished speakers from all over the world without the engagement 

and the advice of active members of the Slovenian Section of Operations Research. Many 

thanks to them. Further, we would like to express our deepest gratitude to prominent keynote 

speakers, to the members of the Program and Organizing Committees, to the referees who 

raised the quality of the SOR’15 by their useful suggestions, section’s chairs, and to all the 

numerous people - far too many to be listed here individually - who helped in carrying out 

The 13th International Symposium on Operations Research SOR’15 and in putting together 

these Proceedings. Last but not least, we appreciate the authors’ efforts in preparing and 

presenting the papers, which made The 13th Symposium on Operations Research SOR’15 

successful. 

 

We would like to express a special gratitude to The Association of European Operational 

Research Societies (EURO) for a financial support.  

 

 

Bled, September 23, 2015 

 

Lidija Zadnik Stirn 

Janez Žerovnik 

Mirjana Kljajić Borštnar 

Samo Drobne 

 (Editors) 
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ROBUST SOLUTIONS OF UNCERTAIN OPTIMIZATION PROBLEMS 

UNDER AMBIGUOUS STOCHASTIC DATA 

Aharon Ben-Tal 

William Davidson Faculty of Industrial Engineering and Management 

Technion - Israel Institute of Technology 

Technion city, 32000 Haifa, Israel 

abental@ie.technion.ac.il 

 

We show how robust optimization (RO) can provide tractable, safe approximation to 

probabilistic constraints (chance constraints) even under partial information (ambiguity) on 

the random parameters. 

In particular, we address the case where the only available information is on means and 

dispersion measures.  Unlike previous attempts where the dispersion measure is the variance, 

here we derive tight approximations when the dispersion measure is the MAD (mean absolute 

deviation).  The theory is applied to problems in portfolio selection, inventory management 

and antenna array design. 
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TWO APPLICATIONS OF GEOMETRIC OPTIMIZATION 

Sergio Cabello 

Faculty of Mathematics and Physics, University of Ljubljana 

Jadranska 19, SI-1000 Ljubljana, Slovenia 

sergio.cabello@fmf.uni-lj.si 

 

In this paper we will encounter two unrelated problems in the area of Geometric Optimization 

and some of the algorithmic ideas leading to their efficient solution. The work reported has 

been done recently with Drago Bokal, David Eppstein, Panos Giannopoulos and Lazar 

Milinkovic. 

Motivated by sensor networks, we will discuss the following minimum separation problem: 

given a set of disks in the plane and two points s and t, not covered by any of the disks, compute 

the minimum number of disks one needs to retain so that any path connecting s to t intersects 

some of the retained disks. 

Motivated by trajectory analysis, we will discuss the following problem: given a sequence of 

points in the plane describing a trajectory, find all maximal subtrajectories with a prescribed 

hereditary property, like for example, having diameter one. 
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HPC AS A KEY-ENABLING TECHNOLOGY   

Stefano Cozzini 

Centro DEMOCRITOS, Istituto Officina dei Materiali CNR-IOM 

c/o Scuola Internazionale Superiore di Studi Avanzati (SISSA) 

Via Bonomea 265, 34136 Trieste, Italy 

stefano.cozzini@sissa.it 

 

High Performance Computing (HPC) has become an enabling-technology for science and 

industry with implication as well on society in general. The new generation of highly 

performance computers, together with the innovative approach of Cloud Computing makes 

now easily available computing resources on demand tailored in any specific need. HPC is 

becoming more and more a pervasive tool allowing industry and academia to develop new 

products, services and research which can enforce positions on the competitive worldwide 

arena. ‘Today, to Out-Compute is to Out-Compete’ best describes the role of HPC. HPC is 

also recognized as crucial in addressing the Grand Societal Challenges.  

In this paper, after briefly presenting the key concepts of HPC and Cloud Computing I will 

illustrate opportunities enabled by such technologies. I will also review some of the 

drawback/difficulties that are being currently addressed by the HPC community. 

 

5



OR TECHNIQUES IN REAL WORLD VEHICLE ROUTING  

Nebojša Gvozdenović 

University of Novi Sad, Faculty of Economics 

Segedinski put 9-11, 24000 Subotica, Serbia 

nebojsa.gvozdenovic@gmail.com 

 

OR solution techniques for vehicle routing problems led to many real world applications 

during the last 25 years. Recently, vehicle routing software industry offered several SaaS 

models. In this presentation, we first give a short survey on vehicle routing theory and practice. 

As a contribution, we present innovative OR techniques that resolve some challenges of the 

SaaS vehicle routing business. In particular, we present the fastest time and distance matrix 

generation technique that relies on global map APIs and opens new perspectives for real time 

routing. Finally, we show our innovative techniques for synchronized planning of production, 

inventory and transport. 
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A NEW CONTRIBUTION TO OPERATIONAL RESEARCH: 

OPTIMAL CONTROL OF STOCHASTIC HYBRID SYSTEMS WITH 

JUMPS - WITH APPLICATIONS IN FINANCE, ECONOMICS, 

ENGINEERING AND BIOSCIENCES 

Gerhard Wilhelm Weber, Emel Savku, Diogo Pinheiro and Nuno Azevedo 

Middle East Technical University, Üniversiteler Mahallesi 

Institute of Applied Mathematics 

Dumlupınar Bulvarı 1, 06800 Çankaya Ankara, Turkey 

gweber@metu.edu.tr 

 

In this paper, we contribute to modern OR by hybrid, e.g., mixed continuous-discrete 

dynamics of stochastic differential equations with jumps and to its optimal control. These 

hybrid systems allow the representation of random regime switches and are of growing 

importance in economics, finance, science and engineering. We introduce two new approaches 

to this area of stochastic optimal control: one is based on the finding of closed-form solutions, 

the other one on a discrete-time numerical approximation scheme. The presentation ends with 

a conclusion and an outlook to future studies. 
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REMANUFACTURING AND CORE ACQUISITION 

Shuoguo Wei and Ou Tang 

Linköping University, Department of Management and Engineering 

Division of Production Economics, 581 83 Linköping, Sweden 

ou.tang@liu.se 

 

Challenges in the core acquisition process mainly result from the uncertainties of: return 

volume and timing, and core quality. Core acquisition management is to actively manage these 

uncertainties though various activities. This presentation aims to provide an overview of core 

acquisition management issues and then present a core quality classification/refund policies 

model for improving the acquisition management. Using quality classification methods, 

refund policies with different numbers of quality classes are studied. Under the assumption of 

uniformly distributed quality, analytical solutions for these refund policies are derived. 

Numerical examples indicate that the customers’ valuation of cores is an important factor 

influencing the return rates and the remanufacturer’s profit. Refund policies with a small 

number of quality classes could already bring major advantages. Credit refund policies 

(without deposits) are included for comparisons. 
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Abstract: A methodological approach to the strategic evaluation of electric energy production 

technologies in Slovenia is presented. The aim of this work is to make a transparent and reproducible 

identification of reliable, rational, and environmentally sound production of electric energy in 

Slovenia by 2050. The approach is based on a qualitative multi-criteria modelling method DEX and 

consists of three stages: (1) assessment of individual technologies for electricity production, (2) 

assessment of mixtures of technologies, and (3) evaluation of scenarios of shutting-down existing old 

power plants and constructing the new ones until 2050. Technology alternatives include both 

conventional and renewable energy sources: coal fired, gas fired, biomass fired, oil fired, nuclear, 

hydro, wind, and photovoltaic. The results indicate that only mixtures of nuclear, hydro, and gas fired 

technologies can meet expected energy needs in a sufficiently reliable and rational way. 
 

Keywords: Electric energy production technology, power plants, decision analysis, multi-criteria 

decision modelling, decision rules, qualitative model, method DEX 

 

1 INTRODUCTION 

 

Electric energy is a strategic resource that plays a vital role in the operation and development 

of every country. Electric energy production is a complex process, which requires strategic 

management and careful planning years ahead. The selection of appropriate technologies for 

electric energy production depends on a number of factors: energy needs of a country, 

availability of fuel and other natural resources, feasibility, efficiency, effectiveness and 

rationality of production, environmental impacts, and many more. Not only that these factors 

are multiple, they are often conflicting and influence the decisions in a variety of ways; thus 

they have to be carefully assessed individually and against each other. 

For this kind of problems, Operations Research provides Multi-Criteria Decision 

Modelling (MCDM) methods [4, 6] that assess decision alternatives using multiple criteria. 

Each alternative is first assessed according to each criterion. These individual assessments 

are then aggregated into an overall evaluation of the alternative, which provides a basis for 

comparison, ranking and analysis of alternatives, and eventual selection of the best one. 

MCDM methods are commonly employed in the assessment of electric energy production 

[8], either in a general setting [10], or considering the specifics of countries, such as Germany 

[5] or Portugal [9]. 

In Slovenia, almost 13 TWh of electricity is consumed annually (net figure for the year 

2014). The electricity is produced by thermal, hydro, and nuclear power plants in 

approximately equal shares. After a recent introduction of a controversial and expensive Unit 

6 of the coal-fired power plant at Šoštanj (TEŠ6), which is expected to produce up to 3.5 

TWh of electricity annually, there are important decisions to be taken for the next decades. 

Slovenia has one nuclear power plant in Krško, which produces around 5 TWh of electricity 

annually, and which will be according to plans closed down in 2023. However, there is an 

option to extend its operation until 2043. Another large power plant, coal-fired unit TEŠ5, 

will be closed down in 2027. There are plans to finalize, by 2025, two hydro power plants on 

the lower Sava river, which is the last Slovenian water resource available for hydro power 
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plants. There are also plans to introduce gas fired plants, and energy production from 

renewable sources: wind, biomass and sun. 

In order to contribute to strategic planning of electrical energy production in Slovenia, a 

project called OVJE [7] was conducted with the aim to make a transparent and reproducible 

identification of reliable, rational, and environmentally sound production of electric energy in 

Slovenia by 2050. Eight electric energy production technologies were considered: hydro, 

coal, oil, gas, nuclear, biomass, photovoltaic (PV), and wind. Hereafter we present the 

methodological approach to this sustainability appraisal and summarize the main results.  

 

2 METHODS 

 

The methodological approach is based on a qualitative MCDM method DEX, which is used 

in three stages, and involves two MCDM models and one simulation model: 

1. Model T: Evaluation of eight individual electric energy production technologies. 

2. Model M: Evaluation of mixtures of technologies, considering the shares of individual 

technologies in the total installed capacity. 

3. Model S: Simulation of possible implementations of technology mixtures in the 

period 2014–2050, taking into account various scenarios of shutting down the existing 

power plants and constructing new ones. 

 

2.1 Qualitative Multi-Attribute Modelling Method DEX 

 

DEX (Decision EXpert) [1] is a multi-criteria decision modelling method. As all other 

MCDM methods, it is aimed at the evaluation and analysis of a set of decision alternatives 

𝐴 = {𝑎1, 𝑎2, … , 𝑎𝑚}. These alternatives are described with a set of variables 𝑋 =
{𝑥1, 𝑥2, … , 𝑥𝑛}, called attributes. Each attribute represents some observed or evaluated 

property of alternatives, such as “price”, “quality”, and “efficiency”. 

DEX is a hierarchical method. This means that the attributes 𝑋 are organized in a 

hierarchy. Observed in the top-down direction, the hierarchy represents a decomposition of 

the decision problem into sub-problems. The bottom-up direction denotes dependence, so 

that higher-level attributes depend on the lower-level, more elementary ones. The most 

elementary attributes, called basic attributes, appear as terminal nodes of the hierarchy and 

represent the basic observable characteristics of alternatives. Higher-level attributes, which 

depend on one or more lower-level ones, are called aggregated attributes; they represent 

evaluations of alternatives. The topmost nodes (usually, there is only one such node) are 

called roots and represent the final evaluation(s) of alternatives.  

Furthermore, DEX is a qualitative method. While most of MCDM methods are 

quantitative and thus use numeric variables, qualitative methods use symbolic ones. In DEX, 

each attribute 𝑥𝑖 ∈ 𝑋 has a value scale 𝐷𝑖 = {𝑣𝑖1, 𝑣𝑖2, … , 𝑣𝑖𝑘𝑖}, where each 𝑣𝑖𝑗 represents 

some ordinary word, such as “low”, “high”, “acceptable”, “excellent”. Scales are usually 

small, containing 2 to 5 values. Also, scales are usually preferentially ordered so that 𝑣𝑖1 ≼
𝑣𝑖2 ≼ ⋯ ≼ 𝑣𝑖𝑘𝑖 (here, 𝑎 ≼ 𝑏 denotes weak preference: the value 𝑏 is preferred equally or 

more than 𝑎). Attributes that have preferentially ordered scales are called criteria [4]. 

Finally, DEX is a rule-based method. The bottom-up aggregation of alternatives’ values is 

defined in terms of decision rules, which are specified by the decision maker and usually 

represented in the form of decision tables. Suppose that 𝑥(0) ∈ 𝑋 is some aggregated attribute 

and that 𝑥(1), 𝑥(2), … , 𝑥(𝑟) ∈ 𝑋 are its immediate descendants in the hierarchy. Then, the 

aggregation function 𝑥(0) = 𝑓(0)(𝑥(1), 𝑥(2), … , 𝑥(𝑟)) is defined with a set of decision rules of 

the form 
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if 𝑥(1) = 𝑣(1) and 𝑥(2) = 𝑣(2) and … and 𝑥(𝑟) = 𝑣(𝑟) then 𝑥(0) = 𝑣(0) 

Here, 𝑣(𝑖) ∈ 𝐷(𝑖), 𝑖 = 0,1, … , 𝑟. 

The method DEX is implemented as DEXi [2], freely available software that supports both 

the development of DEX models and their application for the evaluation and analysis of 

decision alternatives. DEXi checks the quality of decision rules so that its models, when 

properly developed, are guaranteed to be complete (they provide evaluation results for all 

possible combinations of basic attributes’ values) and consistent (defined aggregation 

functions obey the principle of dominance, i.e., they are monotone with respect to all 

preferentially ordered basic criteria). 

For further information of DEX and DEXi, please refer to [1] and [2], respectively. 

 
(a) Model T 

  

(b) Model M 

 
 

 
(c) Decision rules 

 

Figure 1: Hierarchical structure and value scales of (a) Model T and (b) Model M, and (c) example of decision 

rules that aggregate Rationality, Feasibility and Uncertainties into Technology 
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Scales
 
Attribute Scale
 Technology unsuit; weak; suit; good; exc

Rationality inapprop; low; med; high
Contribution to development low; med; high

Economic low; med; high
Societal low; med; high
Economic-Technical advancement low; med; high

Technical level low; med; high
Expected development low; med; high

Economy low; med; high
Financial aspects less_suit; suit; more_suit

Energy price high; med; low
Financing less_suit; suit; more_suit

Financial sources uncertain; less_certain; certain
Financial shares less_suit; suit; more_suit
Long-term liabilities less_suit; suit; more_suit

Efficiency low; med; high
Energy ratio low; med; high
Return period long; med; short

Independence low; med; high
Dependence v_high; high; med; low; none

Land use and pollution unsuit; less_suit; suit; more_suit
Spatial availability less_suit; suit; more_suit

Land availability low; med; high
Energy share provision low; med; high
Resource protection weak; present; effective

Water protection weak; present; effective
Land protection weak; present; effective
Landscape protection weak; present; effective

Pollution high; med; low
Health impact high; med; low

Air pollution high; med; low
Greenhouse gases high; med; low
Other pollutants high; med; low

Public health status low; med; high
Contribution to development low; med; high

Feasibility low; med; high
Technical feasibility low; med; high

Technological complexity less_suit; suit; more_suit
Infrastructure availability low; med; high
Accessibility low; med; high

Fuel availability low; med; high
Fuel accessibility low; med; high

Economic feasibility low; med; high
Investment feasibility low; med; high
Return of investment less_suit; suit; more_suit

Spatial feasibility low; med; high
Societal feasibility low; med; high

Social acceptance low; med; high
Permitting no; yes

Spatial suitability low; med; high
Uncertainties v_high; high; med; low; none

Technological dependence v_high; high; med; low; none
Foreign dependence v_high; high; med; low; none

Construction high; med; low
Licences strong_restr; moder_restr; no restr

Operation high; med; low
Licences strong_restr; moder_restr; no restr

Contracts strong_restr; moder_restr; no restr
Special materials strong_restr; moder_restr; no restr

Weather dependence high; med; low
Fuel supply dependence high; med; low

Political stability no; low; high
Possible changes neg; no; pos

Possible societal changes neg; no; pos
Possible world changes neg; no; pos

Perception of risks v_high; high; med; low; none
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Scales
 
Attribute Scale
 Technology mix unsuit; weak; suit; good; exc

Reasonability unreas; less_reas; reas; desired
Energy demand coverage low; med; good; high

Reliability of supply low; med; high; v_high
Availability low; med; high

Installed capacity unsuit; suit; exceed
Energy produced unsuit; suit; exceed

Base load low; med; high
Peaks no; yes

Uncertaintites v_high; high; med; low
Health impacts high; med; low
Possible changes neg; no; pos

Feasibility and rationality weak; low; med; high
Feasibility low; med; high
Economy low; med; high

Long-term appropriateness low; med; high
Fulfilment of goals and interests low; med; high

Environmental goals low; med; high
Low carbon low; med; high
Rational land use low; med; high
Nature protection low; med; high

National interests low; med; high
Independence low; med; high

Energy users capabilities low; med; high
Energy supply to all low; med; high
Protection of vulnerable groups low; med; high

Lifetime of supply short; med; long
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Decision rules
 
 Rationality Feasibility Uncertainties Technology
  43% 29% 28%  
 1 inapprop * * unsuit
2 <=low <=med v_high unsuit
3 <=med low v_high unsuit
4 >=low low high:med weak
5 >=low high v_high weak
6 >=med >=med v_high weak
7 high low <=med weak
8 high * v_high weak
9 low:med low >=low suit

10 >=low low low suit
11 >=low >=med high suit
12 low >=med >=med good
13 low:med med med:low good
14 >=low >=med med good
15 high low none good
16 >=med >=med none exc
17 >=med high >=low exc
18 high >=med >=low exc
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2.2 Model T: Evaluation of Technologies 

 

The DEX model, used in the first stage of appraisal, is called Model T (‘T’ stands for 

“Technologies”). It is aimed at the evaluation and comparison of individual energy 

production technologies: 𝐴 ={Hydro, Coal, Oil, Gas, Nuclear, Biomass, PV, Wind}. 

Evaluation criteria 𝑋 are organised in a hierarchy shown in Figure 1(a). The hierarchy 

contains 36 basic and 28 aggregated attributes. There are two aggregated attributes that 

appear twice in Figure 1(a), because they affect more than one higher-level attribute: 

Licenses and Contribution to development. Figure 1(a) also shows attributes’ value scales; all 

scales are preferentially ordered increasingly in the direction from left to right. 

Model T consists of three main sub-trees of criteria: Rationality, Feasibility, and 

Uncertainty. Rationality assesses how much a particular technology contributes to the overall 

societal development, the economy, and the prudent use of land with low pollution. Each of 

these aspects is represented by a corresponding attribute and decomposed further. The sub-

tree Land use and pollution, for instance, specifically addresses Spatial availability, 

Pollution, and Health impacts. Similarly, the assessment of Feasibility takes into account 

Technical, Economic and Spatial feasibility. Uncertainty evaluation comprises Technological 

dependence (in terms of foreign, uncontrollable factors, operation of supplier, and political 

stability), Possible changes in society and in the world, and Perception of risks with respect 

to technical advancement of a technology and trust into safety management system. 

Since Model T contains 28 aggregated attributes, there are also 28 corresponding decision 

tables, which were defined by experts and decision analysts in the OVJE project. Here, we 

present only the one that corresponds to the root attribute Technology: Figure 1(c) shows a 

condensed form of decision rules that aggregate intermediate assessments of Rationality, 

Feasibility and Uncertainties into the overall evaluation of Technology. The first rule, for 

instance, says that whenever Rationality is inappropriate, then Technology is considered 

unsuitable, regardless on its Feasibility and Uncertainties (the symbol ‘*’ denotes any value). 

The last rule defines Technology as excellent when its Rationality is high, Feasibility at least 

medium and Uncertainties low or better (the symbols ‘>=’ and ‘<=’ denote weak preference). 

The percentages shown in Figure 1(c) represent the importance of each attribute (determined 

by linear approximation of decision rules, see [2]). As indicated, Rationality is more 

important (43%) than Feasibility and Uncertainties, which are of similar importance (29% 

and 28%, respectively). 

 

2.3 Model M: Evaluation of Technology Mixtures 

 

While Model T evaluates individual technologies, Model M evaluates technology mixtures. A 

technology mixture is defined as a collection of technologies, considering a specific share of 

each technology in the total installed capacity. For example, some technology mixture may 

employ three technologies, nuclear, coal and hydro, with respective relative installed capacity 

shares of 0.3, 0.6 and 0.1; this mixture is denoted {nuclear/0.3, coal/0.6, hydro/0.1}. 

Model M is structured as shown in Figure 1(b). The two top-level attributes, Reasonability 

and Long-term appropriateness, measure the certainty of supply by some mixture, and 

fulfilment of goals and interests: environmental, social, and national. In total, Model M has 

15 basic and 12 aggregated attributes. 

Models T and M are connected and used in succession. When evaluating mixtures with 

Model M, some of its basic attributes receive values from Model T: Health impacts, Possible 

changes, Feasibility, Economy, Low carbon (determined from Greenhouse gasses), Rational 

land use (from Spatial availability), Nature protection (from Resource protection), and 

Independence. The input values of the remaining basic attributes are determined from 
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scenarios (see section 2.4) for each mixture as a whole. The evaluation of mixtures with 

Model M takes into account the relative shares of individual technologies and employs an 

evaluation method based on probabilistic value distributions; see [11] for a detailed 

description of the method. 

 

2.4 Model S: Simulation of Implementation Scenarios 

 

In contrast with the two Models T and M, which are of multi-attribute type, Model S (‘S’ 

stands for “Scenarios”) is a simulation model. It uses Models T and M, and “runs” them 

through the years 2014 to 2050. For each year, Model S evaluates technology mixtures that 

are expected to be in place in Slovenia in that year according to different management 

scenarios. The following management decisions have been considered: 

1. Closing-down of the nuclear power plant (NPP) Krško Unit1 in 2023. 

2. Construction of Unit2 at the NPP Krško by 2025. 

3. Finalisation of the two hydro power plants on the lower Sava river by 2025. 

4. Construction of a gas fired power plant by 2025. 

5. Closing-down of Unit5 of the coal fired power plant at Šoštanj in 2027. 

6. Construction of the chain of hydro power plants on the mid Sava river by 2035. 

Since each of these decisions can be either yes or no, they collectively make 26 = 64 

possible scenarios. The simulation of these scenarios is implemented in an on-line decision 

support system [3]. 

 

3 RESULTS 

 

In the first stage, individual electric energy production technologies were evaluated by Model 

T as shown in Figure 2. In addition to the overall evaluation (second row), Figure 2 displays 

intermediate evaluation results obtained on two lower levels of the Model T hierarchy. Some 

evaluation values are presented as intervals, which are due to uncertainties regarding future 

values of several evaluation criteria. The lower and upper interval bounds correspond to 

pessimistic and optimistic assessment of evaluation criteria, respectively. 

 

 
Figure 2: Evaluation results of individual electric energy production technologies with Model T 

 

These results indicate that there are only three technologies of sufficient suitability for 

Slovenia: Hydro, Gas, and Nuclear. Among these, Hydro is the best. Gas and Nuclear are 

similar, with Nuclear worse in terms of Feasibility and Perception of risks, but better in terms 

of Economic feasibility and Possible changes. Coal and Oil are unsuitable particularly 

because of inappropriate Rationality due to Land use and pollution. All the remaining 

“green” technologies are unsuitable for a number of reasons, including Economy, Land use, 

Economic feasibility and Technological dependence. See [7] for a more detailed justification 

of this assessment and its consequences. 

Results of simulating the 64 scenarios [7, 3] indicate that only the mixtures that include 

extension of operation of Unit1 of NPP Krško, construction and operation of Unit2 of NPP 

DEXi OVJE_Technology_15EN_tree_clanek_small.dxi 6.5.15 Page 1

 
Evaluation results
 
Attribute Hydro Coal Oil Gas Nuclear Bio PV Wind Impor
 Technology suit - exc unsuit unsuit weak - good weak - exc unsuit unsuit unsuit unsuit

Rationality low - high inapprop inapprop high high inapprop inapprop - low inapprop inapprop
Contribution to development med - high high med high high med low - med low low
Economy med - high high low med - high med - high low low low med
Land use and pollution less_suit - more_suit unsuit unsuit more_suit more_suit less_suit unsuit - more_suit unsuit - less_suit less_suit

Feasibility high high high high low - high low - med low low high
Technical feasibility high high high high high med med - high med med
Economic feasibility high med med med high low - med low low high
Spatial feasibility high high high high low - high low - high low - high low - high high

Uncertainties high - none low v_high - low v_high - med v_high - low low v_high v_high med
Technological dependence high - none low v_high - med v_high - med v_high - low med v_high v_high high
Possible changes pos pos no no pos no no no pos
Perception of risks med - none med - low none high - med v_high - low none low none low
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Krško, construction of all planned hydro power plants on the Sava river and construction of 

the gas fired thermal power plant ensure coverage of energy needs by 2050 in Slovenia. 

Renewable energy sources – wind and PV – do not constitute a sustainable choice since they 

are not reliable due to land-use context (almost 40% of the Slovenian territory is under 

Natura2000 protection regime), and are consequently not capable of meeting a substantial 

share of energy demands; they may only constitute an option for covering 8% to 15% of 

energy needs. 

 

4 CONCLUSION 

 

With the aim to contribute to better strategic planning of electrical energy production in 

Slovenia, this work proposes a systematic, transparent and reproducible sustainability 

appraisal of technologies and strategic management scenarios. The approach is based on 

qualitative multi-attribute modelling and simulation, and proceeds in three stages: assessment 

of (1) individual technologies, (2) technology mixtures and (3) management scenarios in the 

period 2014–2050. The method is implemented in an on-line decision support system [3]. 

Evaluation results clearly identify three main technologies that are most suitable for 

Slovenia: Hydro, Gas, and Nuclear. Only a proper mixture of these technologies is reliable 

and rational in the context of meeting expected energy needs. Biomass, wind and 

photovoltaic sources of energy are less sustainable than others and may provide only from 

8% to 15% of energy in Slovenia. 
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Abstract:  
The application of pesticides in agriculture is not always safe for human health and the environment. 

Despite being officialy approved by authorities in terms of ecological risk, they appear in surface and 

ground water in concentrations above the official thresholds. To reduce and eliminate water pollution 

with pesticides, a decision support system (DSS) for ecological risk assessment of pesticide applications 

and ecological risk management, is proposed. The DSS is built by using the framework proposed by 

the US Environmental Protection Agency and  Multi Criteria Decision Analysis (MCDA) implemented 

into the DEX (Decision EXpert) integrative methodology was implemented to build qualitative multi-

attribute decision models by the DEXi modelling tool. A conceptual solution is demonstrated on an 

assessment of a proposed crop management plan for winter wheat, where the herbicide Isoproturon is 

planned to be applied. The DSS identified that the proposed plan is risky, therefore mitigation measures 

that have to be included in the proposed crop management plan are proposed. 
 

Keywords: pesticides, risk assessment, risk management, mitigation measures, qualitative MCDM, 

DEX methodology 

 

1 INTRODUCTION 

 

The use of pesticides in agriculture has to be implemented in accordance with safe and 

environmentally sound agricultural crop management. Their use must be consistent with the 

European water framework directive [1] and the Directive on the sustainable use of plant 

protection products [2] in order to provide the most effective protection of surface and ground 

waters through the implementation of best crop management practices. 

Though the crop management uses active substances previously approved for commercial 

use respecting EU regulations (No 1107/2009) [3] and permitted according to the Commission 

Implementing Regulation (EU) No 540/2011 [4], they can be still found in surface and ground 

water in concentrations above the official thresholds. The main reasons for the pollution of 

waters with pesticides are the inappropriate use and storage of pesticides [5]. 

Each approved and permitted active substance has passed very rigorous ecological risk 

assessment during its registration process. The procedure for preregistration risk assessment is 

described in detail by the respective authorities (e.g., European Food Safety Authority, US 

Environmental Protection Agency).  However, the post-market risk assessment of pesticides 

used in agriculture is not at that level. To make a progress on this issue, the European 

Commission (through the environmental program LIFE) and the European plant protection 

industry association (ECPA) launched the project TOPPS (Train the Operators to Promote best 

management Practices and Sustainability)  [6], which aim is to reduce water pollution due to 
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the improper use of pesticides. The TOPPS project addresses both point and diffuse sources of 

water pollution by pesticides and it tries to diagnose the level of the pollution risk and give 

instructions for mitigation measures that would reduce and prevent the pollution of water with 

pesticides. Though the end-users (agricultural advisers and farmers) benefitted from the 

TOPPS project, its first results are very difficult to use at the field level and the end-users are 

not very flexible in terms of selecting a set of proposed mitigation measures.  

To overcome these problems and to address the problem of water pollution with pesticides 

at the field level, the French agricultural institute ARVALIS – Institut du végétal launched a 

project EVADIFF (EVAluation of existing models and development of new decision-making 

tools to prevent DIFFuse pollution caused by plant protection products), whose purpose is to 

upgrade the approach used in the TOPPS project through a combination of existing expert 

knowledge collected in the framework of the TOPPS project and experiences that ARVALIS 

experts obtained from the application of different crop management practices on the reduction 

and elimination of water pollution with pesticides.  

The aim of this paper is to combine and structure domain knowledge of risk assessors and 

risk managers into a decision support system (DSS) comprised of risk assessment and risk 

management decision modules for pesticides approved for use in the agriculture. The DSS 

should be applicable on the field level and it should give its end-users (e.g., farm advisers) 

flexibility regarding the choice of mitigation measures from the list proposed by the decision 

support system.  

 

2 POST MARKET RISK ASSESSMENT 

 

To propose the methodological solution for post-market assessment of water pollution with 

pesticides, we used the approach proposed by the US Environmental Protection Agency (EPA). 

The methodology evaluates the likelihood that adverse ecological effects may occur or are 

occurring because of an exposure to one or more stressors [7]. The methodology does not rely 

only on deterministic descriptions of the studied system using empirical data, but it takes into 

account also expert knowledge accumulated through empirical systematic observations and 

management experiences.  

To evaluate the potential transfer of applied pesticides to the water and to find the 

appropriate management solutions to reduce or eliminate the pollution if identified in the prior 

step, the EPA methodology proposes to combine risk assessment and risk management 

respectively.  

The risk assessment is performed in the context of what techniques one should use to 

objectively describe and evaluate the pollution risk. The results of risk assessment are primarily 

for providing information and insight to those who make decisions about how that risk should 

be managed.  The process of combining a risk assessment with decisions on how to address 

that risk is a central task of ecological risk management. This includes decisions about whether 

to respond to an assessed level of ecological risk and which of the provided alternatives should 

be selected. As such, both ecological risk assessment and risk management require combining 

the results from decision modelling for either diagnosis (assessment) or mitigation purposes. 

 

3 METHODOLOGY 

 

To achieve the research objectives, we used two complementary approaches which we 

implemented in two methodological modules. The first module deals with the assessment of 

ecological risk of water pollution with pesticides and the second module addresses risk 

management, which analyses and compares various alternative mitigation measures in order to 

prevent water pollution by pesticides used in crop management.  
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To assess the ecological risk, we have focused first on the determination of the prevailing 

water pathways in a field, and on the assessment of their flow intensities, time in and duration 

during the crop growing season. Regarding the water flow types, we focused on surface runoff, 

drainage runoff and infiltration. For individual water pathways we assessed the risk that they 

could pollute surface and ground water with the transfer of pesticides. The results of the 

assessment of ecological risk are used as input data in the second module.  

The second module deals with risk management. Its goal is to analyse and compare the 

various alternative mitigation measures to reduce the pollution risk that is assessed in the first 

module. The result of the risk management module is a list of mitigation measures that the end-

user may use to protect water from pesticides applied in the field for crop management 

purposes.  

To integrate the existing expert knowledge, we used a methodology originally developed 

for Multi Criteria Decision Analysis (MCDA) to generate multi-attribute decision models 

(MADM) of risk assessment and risk management. The approach is based on a hierarchical 

integration of subcomponents (e.g., water pathways, used active substance, applied soil 

management techniques, application time of pesticides, etc.), forming several hierarchical 

levels beginning with the integration of basic attributes at the lowest hierarchical level.  

In general, MADM are built by a quantitative approach using the numeric values of 

attributes [8], while we generate MADM using a DEX (Decision EXpert) integrative 

methodology [9], which is based on attributes with a finite set of qualitative (nominal) values 

instead of attributes with numerical values. The integrative functions in DEX are adjusted for 

qualitative variables and therefore represented with if-then rules, which are given in a tabular 

form compared to the more common weight-based integration functions used in quantitative 

multi-attribute decision modelling. The DEX methodology enables the construction of a 

transparent and comprehensive models and it provides mechanisms for presenting aggregation 

rules in a user friendly way, i.e. in the form of decision trees.  

In addition to the mere evaluation of alternatives, the DEX methodology provides what-if 

examination analysis of alternatives. Both possible applications of the DEX methodology were 

used in our research. The evaluation of alternatives was used for risk assessment (module one), 

while the what-if analyses were used for selection of mitigation measures in the risk 

management module (module 2).  The decision models were built with the software modelling 

tool DEXi, which is based on the DEX methodology. DEXi facilitates the development of 

qualitative MADM [10] and enables an evaluation and analysis of decision options. This is 

particularly useful for complex decision-making problems, where an option that satisfies the 

goals of decision makers has to be selected from a set of possible ones (e.g., mitigation 

measures).  

 

4 THE EXPERT KNOWLEDGE 

 

The expert knowledge that we used to build qualitative multi-criteria decision models for risk 

assessment and risk management was obtained from experts involved in the TOPPS project 

and experts for pesticide use from ARVALIS. The decision models were evaluated on data 

obtained from the experimental station La Jaillière, which is located in western France and 

managed by ARVALIS. The data are collected on 11 fields from 1987 on. Each field is 

described with data about water pathways (duration and water quantity) and the concentrations 

of active substances in water outflows (total 76 active substances). Beside data related to water 

outflows, meteorological data and data about applying soil and crop management measures 

were also collected.  
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5 RESULTS  

 

The decision models for risk assessment and risk management are the central parts of the DSS 

of plant protection products approved for use in agriculture. The conceptual diagram (Fig.1) 

shows the structure of the DSS. The input to the DSS is a proposed crop management plan 

from which several data are extracted and pre-processed for ecological risk assessment. There 

are two types of input data: the first type consists of data describing the soil hydrological 

properties of the assessed field (water pathway, flow/drainage period, soil properties) and the 

second type consists of data describing the crop management plan for that field (crop, pesticide 

application time, active substance, dosage).  

Because the transfer of pesticides to the surface or ground water is made by water flows, 

the central focus of the risk assessment module is on assessing the prevailing water pathways 

in a field. In this study, the surface runoff and infiltration were the two general types of water 

pathways, but due to local soil hydrological specifics, we divided these two categories into a 

few subcategories. Beside infiltration, we took into account also drainage outflows from the 

fields with installed tile drainage system that drains the surplus of soil water from the fields. 

Regarding the surface runoff category, we made a distinction between runoff by saturation, 

simple surface runoff and runoff on capping soil.  

 

 
 

Figure 1: A conceptual diagram of the decision support system for assessing the risk of water pollution 

by pesticides and for proposing a list of mitigation measures if the risk of pollution exists. 
 

According to the data describing the soil hydrological properties of the assessed field, the DSS 

first assesses the prevailing water pathway and its intensity. It selects the water pathways with 

the most intensive flows and in combination with data describing the crop management plan 

(crop, pesticide, planed application time of pesticide and dosage) makes an assessment of the 

pollution risk that the prevailing water pathways might cause with the transfer of the pesticides 

into surface or ground water.  

In case the ecological assessment of the proposed crop management plan does not predict 

any risk for the environment, the management plan can be applied as such. But if the ecological 

assessment predicts a risk of pollution, the management plan is given as input to the risk 

management module of the DSS. Its goal is to find which of the planned management measures 

should be changed in order to avoid the risk of water pollution.  

Usually the end-users have technical and financial constraints regarding the selection of 

mitigation measures. Therefore, they would prefer changes of only a few components of the 

management plan. In our case, the system can propose mitigation measures with a selection 
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and combination of four suitable mitigation measures to avoid the risk of water pollution: 

change of the application time of a pesticide depending on the intensity of water pathways; 

change of dosage; change of the type of active substance; and change of soil management 

(tillage, no tillage). The risk management module iteratively searches for a combination of 

suitable mitigation options that would reduce the level of pollution risk to an acceptable level. 

In order to give the end-users flexibility in terms of their management preferences, the risk 

management module proposes a list of several possible solutions from which the end-users can 

choose the one that best fits their management capacity.  

To demonstrate how the DSS works for a particular case, we demonstrate its use in the case 

of maize production in a field with an installed drainage system (Fig. 2). The proposed 

management plan described in Fig. 2 is assessed as ecologically risky, therefore, the risk 

management part proposes a list of mitigation measures that the end-user may apply on his 

field without any risk of water pollution by pesticides.  

 

 
 

Figure 2: The application of the decision support system to assess the risk of water pollution by isoproturon 

planned to be applied to winter wheat at a dosage of 1200 g/ha during the winter drainage period. The proposed 

management plan is assessed as risky, therefore the risk management module proposes a list of mitigation 

measures. 

 

6 CONCLUSIONS 

 

Since the post market ecological risk assessment of pesticides approved for use in crop 

management is not as developed as pre-registration assessment, the decision support system 

presented in this paper makes an important contribution to this very serious environmental 

issue. The applied MCDA built through the DEX methodology has enabled us to structure the 

existing expert knowledge according to the approach proposed by the EPA. The applied 

methodology facilitated the representation of existing domain knowledge about pesticide use 

and environmental protection crop management measures.  

The results have been recognized as very useful because they address different aspects, 

ranging from the assessment of ecological risk, comparisons of assessed risk under different 

settings of input data, and what-if analyses of mitigation options that generate a list of 

mitigation measures for reduction and elimination of assessed pollution risk by pesticides.  The 

results are applicable at the field level and give large flexibility to end-users in terms of their 

selection of mitigation options.  

Since knowledge and practical experiences accumulate through time, the applied 

methodology enables improvement of the DSS with the latest expert knowledge. The general 

structure of the DSS presented in Figure 1 can potentially be very widely applicable, given 
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enough knowledge about local soil properties and soil hydrology is available. The presented 

DSS could be easily implemented as a web application and put into everyday on-site use by 

advisors.  
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Abstract: High Performance Computing (HPC) services offered in cloud are believed to be one of the 

key competitiveness enablers for companies of all sizes throughout the world. On the EU level several 

measures, like experiments funding, have been taken to boost adoption among SMEs, particularly 

manufacturing. However, HPC adoption is in its early stages, and business models are not yet fully 

explored. In order to support perspective business ideas, and assure transparent and efficient public 

funds spending, there is a need for assessment of the SMEs potential prior to funding the experiments. 

Assessment relies on many criteria and stakeholders. Currently, there are some tools developed for 

selection of the experiments, but they are not complete and rely mostly on individual assessment of 

designated reviewers. The aim of this paper is to propose a qualitative multi-criteria model for SMEs’ 

cloud HPC potential assessment. Using Decision EXpert methodology (DEX), the model is based on 

theoretical and practical knowledge, elicited from experts and use cases. The model will be verified 

on a set of experiments conducted within several EU projects in I4MS initiative. 

 

Keywords: High Performance Computing, Cloud services, Assessment Criteria, Multi-Aattribute 

Modelling, DEXi 

 

1 INTRODUCTION 

 

High Performance Computing (HPC) refers to computing performance needed for solving 

complex computing problems that could not easily (or timely) be computed by typical 

desktop computers. It is generally used for solving large scale problems in science, 

engineering and business [1]. So far HPC was mainly reserved for the large companies and 

research institutes, who could afford high costs that are associated with HPC. From the 

industry perspective the HPC is predominantly used in manufacturing sector with financial 

sector just behind it [2]. 

In recent years cloud computing services has reached high adoption rates among 

companies, also SMEs [3] and so the possibility of hiring HPC services in the cloud became 

immanent [4]. However, moving HPC to cloud services is the one least exploited, especially 

among SMEs [5]. The problem lies not merely in high costs but predominantly in the lack of 

competencies (knowledge, maintenance, proprietary software etc.). One of the promising 

changes is identified in redefining a business model, which consists not only in hiring HPC 

services in the cloud, but includes also other services of modelling, maintenance, 

implementation, and software adaptation. In this way HPC services can become an 

interesting opportunity for other industries, as well as for the SMEs [6].  

Across the EU, there were 21.2 million SMEs (99.8%) in the non-financial business sector 

in 2013 [6]. The number of manufacturing SMEs, its added value and employment is still 
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below that of the year 2008 and is anticipated to shrink in 2015. However, it is still a very 

important sector, employing more than 17 million individuals and generating 21% of SME 

added value in Europe [6]. It is believed that this group particularly can benefit from adopting 

new technologies, such as HPC, and become successful on the global market, and a leading 

sector in EU. 

On the global level governments are investing in boosting the adoption of cloud HPC [7, 

8]. The European initiative ICT Innovation for Manufacturing SMEs (i4MS) is set to support 

the European leadership in manufacturing through the adoption of ICT technologies. In fact, 

Europe's competiveness in this sector depends on its capacity to deliver highly innovative 

products, where the innovation often originates from advances in ICT [9]. Within i4MS 

initiative four areas are supported: robotics, HPC cloud based simulation services, laser based 

applications, and intelligent sensor-based equipment. By developing and supporting new 

business ideas, particularly the use of HPC services in manufacturing SMEs, the initiative 

aims to foster the new economic growth and competitiveness. 

Several projects within i4MS address adoption of HPC cloud services by selecting 

experiments for showcasing the best practices, develop, test and demonstrate the use of 

infrastructure and the business model as a one-stop pay-per-use shop. Experiments include all 

actors (SME, Innovation centres/clusters, experts, code providers) throughout the value chain 

of an innovation ecosystem. One of the important propositions of the initiative is the 

“development of a sustainable business model, which is crucial for the successful adoption of 

these services” [9]. Therefore, general criteria for selection of an experiment are: 

demonstration of HPC needs for new product development in manufacturing industry; should 

be end-user driven, address a real use-case, and demonstrate the use of HPC and high 

potential to benefit from cloud technology [10]. 

The problem addressed in this paper is the selection of appropriate experiments to 

facilitate the early adopters and early majority group in order to boost the competitiveness of 

the European manufacturing SMEs. There are some tools developed, like questionnaires and 

selection criteria, mostly for the purpose of open call proposals evaluation, that are not 

complete and are mostly designed to rank the proposals and decide what to fund or not. 

 

1.1 Related work 

There are several studies focusing on identifying factors influencing adoption of cloud 

services in SMEs, mainly through researching adoption factors business perspective, and 

technology, and security from both vendors and users perspective [11, 12]. There are scarce 

studies on the topic of decision support and cloud computing services, predominantly from 

the viewpoint of web-based decision support systems [13] and decision support on migration 

to the cloud [14, 15].  

To address the problem of assessing the potential of cloud HPC services adoption we 

propose a qualitative multi-attribute decision model based on DEX methodology. The 

proposed methodology belongs to Multi-Attribute Decision Making (MADM), which is 

rooted in the decision theory and utility theory, and well accepted in practice. 

Multi-attribute decision modelling is a process of evaluation in which we develop the 

model that supports the alternative evaluation according to the stated goals and preferences. 

The model is based on a set of criteria, parameters, variables and factors, recognized in the 

process of decision-making. MADM is a formal basis for model development, where the 

basic problem is in integrating individual parameters into a final value. Core of the model is 

based on the methods of expert knowledge modelling of the expert systems, which support 

the transparent evaluation and reasoning [16]. These methods, however, are not 

compensating the human decision-maker, but can contribute to more systematically and 
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organized decision-making. Supported by such models, the decision maker is stimulated to 

understand the problem, to reduce the possibility of error or missing important factors [16]. 

This research contributes to the discussion of how to identify SMEs with best potential, 

engage them in public funding schemes and stimulate the adoption of cloud HPC services. 

Based on literature review on HPC and cloud services adoption, and expert interviews, 

during several iterations, we propose a qualitative multi-attribute decision model, which can 

support both vendors of cloud HPC services and SMEs in this decision-making process.  

 

2 METHODOLOGY 

 

The proposed methodological approach is rooted in Design Science Research [17, 18], which 

dates back as early as 1990 [19, 20] and gained recognition in 2004 by a MISQ paper [17]. Its 

basic philosophy derives from other engineering disciplines – where development of an 

artefact was common. The main driver is developing an IT artefact (construct, model, 

prototype, instantiation) that will demonstrate practical relevance, and is fundamentally 

rooted in problem-solving paradigm. On the other hand, “the practical relevance of the 

research result should be valued equally with the rigor of the research performed to achieve 

the result” [21]. Three basic cycles of DSR are defined [17]: 1) Relevance (definition of 

environment, application domain, problem or challenge), 2) Design (iterative artefact 

building process and evaluation method), and 3) Rigor cycle (theory grounding and 

contribution to theory and practice). 

The IT artefact developed in this study is a model, based on a qualitative multi-criteria 

decision modelling methodology [22, 23]. Figure 1 presents the process of DEX modelling in 

the context of DSR cycles. 

 
Figure 1: Research design 

 

DEX (Decision EXpert) belongs to a qualitative multi-attribute decision modelling 

methodology, based on an integration of multicriteria decision modelling with rule-based 

expert systems [24]. A qualitative multi-attribute model, with which decision alternatives are 

evaluated and analysed, is developed by a team of decision modelling and domain experts. 

The model itself represents a decomposition of the decision problem into smaller, less 

complex sub-problems. The decomposition is represented by a hierarchy of attributes. 

Attribute scales are qualitative; therefore they are easily understood by the decision-makers. 

Basic problem represents the aggregation of individual parameter values to a final value 

(criteria function). Furthermore, the parameter interdependencies, weak determination or 

ability to measure, and changing influence (weight) make the modelling a complex task. 

Domain knowledge is modelled by a combination of hierarchical tree of attributes and 

aggregation based on “if-than” rules. The result is the transparent evaluation, which supports 

the explanation of the evaluation results and the decision-making process itself [16]. 
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In this paper we model the assessment of SMEs readiness to use the HPC services in cloud as 

a complex decision-making problem. Our aim, to develop a multi-attribute decision model, is 

based on the proposition that such a model can be built using DEX methodology and utilized 

on a set of real-world problems. Two assumptions have to be met: 1) ability to observe and 

measure criteria in a real-life environment and 2) transparent assessment of SMEs HPC cloud 

readiness. 

 

3 RESULTS 
 

3.1 Attributes identification 

Attributes were defined on the basis of literature review, experiment call for proposals [9, 

10], current experiments, 15 experiment proposals, and in a set of group interviews with 

domain experts (3 rounds of interviews with experts from the fields of HPC, business model 

innovation, code parallelization). In the first iteration there were 59 attributes identified. In 

the following iterations the total number of attributes was reduced to 33 basic and 22 

aggregate attributes, in total 55 attributes. 
 

3.2 Hierarchical model of decision criteria 

From the reviewed documents and interviews we were able to distinct two basic groups of 

attributes defining the potential of cloud HPC services: Cloud (describing the possibility to 

use the service in the cloud) and HPC (describing the need for high performance computing). 

These two groups were further partitioned into subgroups of attributes to the 5th or 6th level 

Simplified tree of attribute is described in Figure 2. 
 

3.3 Attribute scales 

Qualitative attribute scales were defined by domain experts to reflect various phenomenon 

otherwise difficult to describe numerically (i.e. “Culture”, “BMI”, “trust in HPC provider”). 

Typically the attribute scales have 3 to 4 values, but the scales of “Cloud” and “HPC” 

aggregated attributes range from 1 to 4, with final assessment of Cloud HPC potential on a 5 

values scale. All scales were ordered from “good” to “bad”. 
 

 
Figure 2: Hierarchical tree of attributes and a decision table 

 

3.4 Aggregation rules 

Values of the basic attributes were determined by the experts, whereas the values of the 

aggregated attributes are derived by “if-than” rules that are easily understood. These rules in 
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combination with the hierarchical attribute structure provide transparent evaluation and 

explanation of the evaluation results. A single rule represents a part of domain expert 

knowledge. DEXi provides an approximation of a linearly weighted sum, but this can be 

overruled by an expert. This way we can consider non-linearity in the domain knowledge. An 

example of decision rules, defined by the domain experts, as set in DEXi is presented in 

Figure 2 on the right. 
 

3.5 Validation of the model 

Evaluation of experiments has been conducted in a team of experiment evaluators and 

proposers. The attribute values were derived mostly from the experiment proposals itself; 

some information was further elicited from the proposers. In Figure 3 (left) we present two 

experiments for the purpose of model validation. Results suggest that existing experiments 

(E1, E2) were evaluated as “acceptable” for the Cloud and “medium” and “reassess” for HPC 

respectively. Since both experiments were selected for funding, we further analysed E2 

(Figure 3). E2* was negotiated in the part, where business model is developed. 
 

 
 

Figure 3: Cloud HPC Potential assessment (left); what if analysis of E2 (right) 

 

4 CONCLUSIONS 

 

HPC offers great potential in new product and services development for the manufacturing 

SMEs. However, this requires specialized knowledge, infrastructure and software and is as 

such not available for the SMEs. HPC services offered in the cloud present an important 

possibility for the SMEs, where other actors in the value chain, such as HPC providers, 

researchers and other specialists, have an important role in creating new business models. 

In order to assess the potential of SMEs, or their proposed experiments, to uptake the 

cloud HPC services we developed a qualitative multiple-attribute decision model. Together 

with the domain experts, the attributes were identified, structured in a hierarchical attribute 

tree, attribute scales were defined and aggregation rules were set. The model was validated 

by the existing experiments. Based on findings the model will be refined, and further 

evaluated. Opportunities for using the model in decision and negotiation process were 

explicated. Preliminary results suggest high usability of the decision model as an assessment 

tool and the potential to be used in similar set of problems (i.e. business model innovation). 
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Abstract: DEX is a qualitative multi-criteria decision analysis method. It provides support
to decision makers in evaluating and choosing decision alternatives, using discrete attributes
and rule-based utility functions. This work builds upon our previous attempt of approximating
DEX utility functions with methods UTA and ACUTA, aimed at improving the sensitivity of
qualitative models and providing an interpretation of DEX utility functions. In this work we
empirically compare three methods for approximating qualitative DEX utility functions with
piecewise-linear marginal utility functions: Direct marginals, UTADIS and Conjoint analysis.
The results show that these methods can accurately approximate complete, monotone DEX
utility functions.

Keywords: decision support, multi-criteria decision making, utility function, DEX, UTADIS,
conjoint analysis, direct marginals method

1 INTRODUCTION

Multi criteria decision analysis (MCDA) [7] deals with solving decision problems involving
multiple, possibly conflicting, criteria. It provides a number of methods to create decision
models by using information provided by the decision maker. Provided information can be given
in various forms, using different representations. Converting representations from one form to
another is often highly desirable, as it can bridge the gap between different methodological
approaches and enrich the capabilities of individual ones.

At a general level, this study addresses two types of utility function representations, quali-
tative and quantitative, and investigates how to convert the former to the latter. At a specific
level, we compare three methods of approximating DEX utility functions by piece-wise linear
marginal utility functions: the Direct marginals method, UTADIS and the Conjoint analysis
method. DEX [5] is a qualitative MCDA method, which employs discrete attributes and dis-
crete utility functions defined in a rule-based point-by-point way (see section 2.1). This makes
DEX suitable for classifying decision alternatives into discrete classes. The Direct marginals
method (section 2.3) establishes marginal utility functions by a projection of a DEX utility
function to individual attributes. UTADIS [6] (section 2.4) is a quantitative method that con-
structs numerical additive utility functions from a provided subset of alternatives and assigns
this alternatives to predefined ordered groups. Conjoint analysis [8] (section 2.5) is a method
that constructs numerical additive utility functions through determining attribute importance,
the appropriate importance levels and the effects of combining different attributes on the mea-
sured variable. The three methods were experimentally assessed on a collection of artificially
generated complete monotone DEX utility functions.

All three methods are aimed at providing an approximate quantitative representation of a
qualitative DEX function. This extends the capabilities of DEX and is useful for several reasons.
First, the newly obtained numerical evaluations facilitate an easy ranking and comparison of
decision alternatives, especially those that are assigned the same class by DEX. Consequently,
the sensitivity of evaluation is increased. Second, the sheer form of numerical functions may
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provide additional information about the properties of underlying DEX functions, which is
useful in verification, representation and justification of DEX models. In this study, we focus
on the accuracy of representation.

There have been several previous attempts to approximate DEX utility functions. A linear
approximation method is commonly used in DEX to assess criteria importance [3]. An early
method for ranking of alternatives and improving the sensitivity of evaluation called QQ [12]
has been proposed in [2]. Recently, extensive research has been carried out to approximate DEX
functions with copulas [12]. This paper builds upon our previous work on approximating DEX
utility functions by using methods UTA and ACUTA [11]. The methods used in the present
study were chosen because they do not have convergence issues when approximating discrete
functions as opposed to the methods tried in [11].

2 METHODS

2.1 DEX method

DEX [5] is a qualitative MCDA method for the evaluation and analysis of decision alternatives,
and is implemented in the software DEXi [4]. In DEX, all attributes are qualitative and can
take values represented by words, such as low or excellent. Attributes are generally organised
in a hierarchy. The evaluation of decision alternatives is carried out by utility functions, which
are represented in the form of decision rules.

In the context of this paper, we focus on individual utility functions. For simplicity, we
assume that all attributes are ordinal and preferentially ordered, so that a higher ordinal value
represents a better preference. In this setting, a DEX utility function f is defined over a set of
attributes �x = (x1, x2, . . . , xn) so that

f : X1 ×X2 × · · · ×Xn → Y

Here, Xi, i = 1, 2, . . . , n, denote value scales of the corresponding attributes xi, and Y is the
value scale of the output attribute y:

Xi = {1, 2, . . . , ki}, i = 1, 2, . . . , n and Y = {1, 2, . . . , c}
The function f is represented by a set of decision rules

F = {(�x, y)|�x ∈ X1 ×X2 × · · · ×Xn, y ∈ Y, y = f(�x)}
Each rule (�x, y) ∈ F defines the value of f for some combination of argument values �x. In
this study, we assume that all functions are complete (defined for all combinations of argument
values) and monotone (when argument values increase, the function value increases or remains
constant).

2.2 Approximation of DEX utility functions

All methods assessed in this study are aimed at approximation of some DEX utility function
f with marginal utility functions ui : Xi → R, i = 1, 2, . . . , n. The functions ui are assumed to
take a piece-wise linear form: the numeric value of ui(v) is established from f for each v ∈ Xi,
while its value for v /∈ Xi is linearly interpolated from the closest neighbouring points.

On this basis, f is approximated as a weighted sum of marginal utility functions:

u(x) = u(x1, x2, . . . , xn) =

n∑

i=1

ωiui(xi)

Here, ωi ∈ R, i = 1, 2, . . . , n, are weights of the corresponding attributes, normalised so that∑n
i=1 ωi = 1.
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2.3 Direct marginals method

The direct marginals method establishes the marginal utility function ui(v) as an average value
of target attribute y for decision rule a ∈ F , where xi(a) = v. Let Fi,v ⊂ F denote all decision
rules where xi(a) = v. Then

ui(v) =
1

|Fi,v|
∑

{a∈F | xi(a)=v}
y(a), i = 1, 2, . . . , n, v ∈ X

In the experiments (section 2.6), all functions u(x) were scaled to the [0, 1] interval, therefore
importance weights for attributes were computed as a percentage of total utility range covered
by the range of a particular attribute.

2.4 UTADIS method

The UTADIS method [6] is an extension of UTA (UTilités Additives) method [9] that enables
decision maker to assign alternatives to predefined ordered groups. Thus it is very well suited
to our problem of approximating discrete DEX functions, assuming that each DEX decision
rule a ∈ F defines some (hypothetical) decision alternative. UTADIS approximates ui as:

ui(xi(a)) = ui(x
J
i ) +

xi(a)− xJi
xJ+1
i − xJi

[ui(x
J+1
i )− ui(x

J
i )]

It is assumed that each alternative values are divided to (αi−1) equally sized intervals [gJi , g
J+1
i ].

The alternatives are assigned to groups by using thresholds ti: u(xj) ≥ t1 ⇒ a ∈ C1, t2 ≤
U(gj) < t1 ⇒ a ∈ C2, . . . , U(gj) < tc−1 ⇒ a ∈ Cc.

UTADIS searches for marginal utility functions by solving the linear programming prob-

lem min E =

c∑

k=1

∑
aj∈Ck

σ(a)j
+ + σ(a)j

−

mk
, where σ+, σ− denote errors after violation of up-

per/lower bound of a group Ck and mk denotes a number of alternatives assigned to the group
Ck.

2.5 Conjoint analysis method

Conjoint analysis [8] is designed to explain decision maker’s preferences. It outputs attribute
importance, their interactions and utility functions for each attribute in a decision making
problem. The original decision table is transformed in a binary matrix xb, that encodes the
original attribute values by using a fixed number of bits. This matrix is used to compute a matrix
of deviation scores x = xb − ��

τxb(
1
n). The utility value is computed as b = (xτx)−1 · (xτy),

where y denotes a vector containing deviation scores of the target variable. Attribute importance
is obtained by observing the percentage of total utility range covered by the range of a particular
attribute.

2.6 Experimental procedure

The goal of experiments was to assess and compare the performance of the three methods
– Direct marginals, UTA, and Conjoint analysis – on artificially generated, complete, and
monotone DEX utility functions. For this purpose, we generated all monotone functions for
spaces with dimensions 3× 3 → 4, 3× 4 → 3, 4× 4 → 3 and 5× 6 → 7 (The notation 3× 3 → 4
denotes the space of all utility functions having two three-valued arguments, that map to 4
values). Evaluation was also performed on several randomly generated function sets of different
sizes: 3 × 4 × 3 × 5 → 6, 4 × 5 × 5 → 6, 5 × 6 → 7, 6 × 7 → 7, 8 × 7 → 7 containing 1000
functions, and 3× 5× 3× 4 → 4 containing 100 functions.
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The experimental procedure consisted of predicting the target utility function for all the
generated functions by using three selected methods, and computing evaluation scores for each
method’s resulting utility function. Two measures were used for evaluation: the Area Under the
Curve (AUC) and the Root Mean Squared Error (RMSE). Finally, we computed the average
of AUC and RMSE with corresponding standard deviation for sets of functions with given
dimensions to compare method performance on the whole function set. Since these methods
compute utility values in different ranges, all the functions were scaled to the [0, 1] interval.

All experiments were performed in R programming language by using ’MCDA’ [10], ’con-
joint’ [1] and ’pROC’ [13] R packages. In addition, we implemented Direct marginals method,
the RMSE measure, monotone function generator that generates all monotone functions in
some space with given dimensions, and a random monotone function generator that generates
a number of random monotone functions in a space with given dimensions.

3 RESULTS

In this section we present results of approximating DEX utility functions with methods Direct
marginals, Conjoint analysis and UTADIS. A thorough evaluation can be seen in Table 1.

method space dimension num. avg. AUC avg. RMSE succ.

Direct marginals

3× 3 → 4 979 0.996± 0.015 0.532± 0.246 100%
3× 4 → 3 489 0.998± 0.011 0.404± 0.162 100%
4× 4 → 3 2014 0.995± 0.013 0.416± 0.135 100%
5× 6 → 7 1000 0.981± 0.021 0.981± 0.354 100%
6× 7 → 7 1000 0.978± 0.021 1.0± 0.327 100%
8× 7 → 7 1000 0.975± 0.023 0.980± 0.308 100%

4× 5× 5 → 6 1000 0.945± 0.025 1.056± 0.245 100%
3× 4× 3× 5 → 6 1000 0.921± 0.027 1.145± 0.225 100%

3× 4× 5× 3× 4 → 4 100 0.928± 0.018 0.818± 0.101 100%

Conjoint analysis
3× 3 → 4 979 0.989± 0.026 0.564± 0.236 100%
3× 4 → 3 489 0.990± 0.026 0.416± 0.159 100%
4× 4 → 3 1763 0.987± 0.025 0.423± 0.132 100%
5× 6 → 7 1000 0.971± 0.027 1.014± 0.329 100%
6× 7 → 7 1000 0.967± 0.028 1.023± 0.305 100%
8× 7 → 7 1000 0.964± 0.029 0.996± 0.291 100%

4× 5× 5 → 6 1000 0.925± 0.033 1.056± 0.233 100%
3× 4× 3× 5 → 6 1000 0.896± 0.035 1.142± 0.214 100%

3× 4× 5× 3× 4 → 4 100 0.904± 0.028 0.808± 0.102 100%

UTADIS 3× 3 → 4 979 0.970± 0.063 0.722± 0.293 99.7%
3× 4 → 3 489 0.976± 0.064 0.567± 0.215 99.6%
4× 4 → 3 1763 0.972± 0.069 0.567± 0.212 99.9%
5× 6 → 7 1000 0.931± 0.065 1.569± 0.688 100%
6× 7 → 7 1000 0.924± 0.064 1.574± 0.646 100%
8× 7 → 7 1000 0.916± 0.068 1.545± 0.672 100%

4× 5× 5 → 6 1000 0.898± 0.054 1.299± 0.389 100%
3× 4× 3× 5 → 6 1000 0.880± 0.049 1.292± 0.312 100%

3× 4× 5× 3× 4 → 4 100 0.911± 0.034 0.875± 0.151 100%

Table 1: Comparison results for the Direct marginals, Conjoint analysis and UTADIS method on
various generated DEX monotone utility functions. For each method and space dimensions, the
columns show the number of utility functions (num.), average AUC and RMSE with standard
deviation, and the percentage of successfully approximated functions (succ.).
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The results from Table 1 show that all three methods can approximate the majority of artificially
created complete monotone DEX utility functions; only UTADIS returns errors when faced with
trivial functions (containing equal target value for every alternative), which is likely a problem of
implementation. The Direct marginals method achieved the best evaluation score on all tested
functions in both AUC and RMSE measures and is closely followed by the Conjoint analysis
method. UTADIS method has somewhat lower results and higher standard deviation. The
results indicate that the AUC value decreases with the increase of function domain dimensions
and the cardinality of attribute value set for all tested methods (see Figure 1). Results for the
RMSE measure are little less conclusive. The error rises slowly for the Conjoint analysis and
Direct marginals method but drops for UTADIS method. AUC increase and RMSE decrease on
the last dataset could be caused by a small generated function sample (100 random functions)
and the fact that the target attribute could have only 4 different values.

Figure 1: AUC and RMSE comparison for all three methods. Function sets are presented in
the same order as in Table 1.

4 CONCLUSION

In this work we presented a new method for approximating monotone DEX utility functions,
the Direct marginals method, and compare its performance with two known decision support
methods: UTADIS and Conjoint analysis. The methods were evaluated on several sets of
randomly generated functions with domains of different dimensions and the resulting utility
functions were scaled to the [0, 1] interval, to allow comparative analysis. The overall quality of
approximation is assessed by using multi-class AUC and RMSE measures. The Direct marginals
method outperformed other approaches on all test functions with respect to the AUC method
and on majority of test functions with respect to the RMSE measure. Conjoint analysis follows
very closely. All tested methods give fairly good approximations of monotone DEX utility
functions and give additional insight into decision makers preferences on attribute level, but also
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between different attributes. We believe that such insight might be useful for different decision
problems, for instance, product manufacturers to evaluate their products and locate important
and interesting features that should be improved or changed to satisfy their customers.

In the future work, we would like to address the problem of approximating incompletely
defined DEX functions and DEX functions defined with distribution of classes.
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Abstract: The paper discusses group decision making in the frame of multi criteria decision knowledge 

modelling. Described are pros and cons of group decision making. Special emphasis is given to the 

leveraging of different interests and possibilities of formulating a joint decision. Available methods and 

techniques together with a properly organized group work can make a substantial contribution. 
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1 INTRODUCTION 

 

There is probably no apparent reason for doubting the old proverb »More heads are better than 

one« in decision making. Still, it is useful to understand the advantages of participating in a 

group compared to decisions made by an individual. Clearly, such an approach may also be 

met by certain problems as implies the proverb that »Too many cooks spoil the broth«. 

The purpose of this contribution is to present how people work with one another in a 

decision group through stages of decision knowledge acquisition, processing and use. In other 

words it deals with management of decision knowledge. Special emphasis is on qualitative 

multi criteria decision making and its added value [6], [13]. Group decision making assumes 

participation of different people. It is a process in which two or more people influence one 

another while the decision is being carried out. Usually, the decision in question will affect 

those participating or their representatives at some point in the future. Participation is 

furthermore built around the idea of different interests that need to be integrated into a joint 

decision [8], [17], [18]. 

What is the role of operational research methods and techniques in facilitating decision 

making? Specifically, what can be expected from the information communication technology 

(ICT) that lies at our disposal? During the decision making as a socio-technological process 

we can justly count on the synergy between a human and technology. According to Dreyfus 

[10] neither human nor computer can achieve on their own what they can achieve together. It 

is by far not enough to be aware of existing methods, techniques and technologies. Group 

decision making has to be appropriately organized. The individual and the group have to be 

technologically literate. The aim is to harmonize the work among the members of the decision 

group by using different evaluation and decision making tools [2], [4], [18]. 

 

2 HOW TO MANAGE CONFLICTING INTERESTS? 

 

It is completely natural for people to come to different decisions on the same issues. It is due 

to differences in preferential knowledge what can be attributed to differences in relations to the 

decision situation, values, principles, understanding of circumstances, knowledge and lack 

thereof. A decision regarding a new family car is subject to differences in preferences among 

parents and children, for instance. 
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On the basis of preferential knowledge a preferential relation between alternatives is 

established. This way they are listed according to their desirability – utility. An evaluation 

model can also be used to assess the degree of desirability of a specific alternative, for example 

by assigning scores on a scale from 0 to 10. Children and parents assess different cars in a 

different way.  

How to merge different scores in order to reach a single decision? First we should check if 

different scores are not due to insufficient knowledge regarding goals, alternatives and 

possibilities. Providing arguments for one's different preferences can be helpful. Afterwards 

we face the different interests. 

We differentiate among two basic approaches that are founded on the distinction whether 

different interest groups are willing to cooperate or not in search of a righteous decision or 

choice.  

Those groups that do not wish to consult one another and cooperate can implement one of 

the formal methods, for example voting. Again, every method has its advantages and 

disadvantages. Nobel laureate Arrow (awarded Nobel Prize in 1972) [1] demonstrated and 

proved through the impossibility theorem that an ideal method cannot and does not exist. Still, 

this does not preclude us from group decision making altogether but rather encourages us to 

look for the most appropriate method in a given situation. 

If we decide that each interest group assigns to each alternative its own degree of utility and 

if they are willing to look for a compromise solution, a few other approaches are available [14]. 

Let us take the two already mentioned interest groups, namely parents and children deciding 

on a new family car. Each group assesses each car that matches a point in a system of 

coordinates, for example V1 (value 1 assigned by parents) and V2 (value 2 assigned by 

children) as shown in Figure 1.  

It is sensible to deal with only non-inferior alternatives which lie on the bolded line depicted 

in Figure 1. Cars below this line have clear superior alternatives with a higher score given by 

one group and same or higher score given by the other group. Being aware of this can save us 

quite some further work. 

The remaining question is, which of the alternatives that do not fall among the inferior ones 

should be chosen as a final group decision? If we choose the approach of »equal satisfaction«, 

graphically this means deciding for the intersection of a straight line connecting points where 

V1=V2 with a bolded line in Figure 1. Our imaginary family would thus look for a car that 

would be similarly assessed by both parents and children. Harsanyi [12] proposes to choose 

the alternative that maximizes the sum of individual utilities. It is disputed that what can occur 

are situations in which some groups sacrifice their interest for the common good. Nash 

(awarded Nobel Prize in 1994) proposed leveraging of interests by maximizing the product of 

utilities (individual utilities multiplied) [15]. In other words, we consider not only ourselves 

but also others. It is in the group's best interest not to allow sacrificial lamb. 

Examples of leveraging in Figure 1 depict leveraging of interest based on final utilities 

(scores). Decision knowledge is expressed only with the final utility value. Still, we lack the 

understanding of the origin of the different scores. The final score is only a consequence. 

 

2.1 Multi-attribute group decision making 

 

When we try to leverage the origins of different scores and not only the consequence, that is 

the final score, we can apply the hierarchical multi-attribute models [4], [14], [13]. They are 

structured, have internally devised parameters and are open. This is why they not only produce 

final scores but also enable us to »look inside« and see how and why the scores came about. 

We can address specific parameters, their values and relationships among them. All of the 

evaluation elements are at our hand.  
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Figure 2 shows an example of a tree of criteria constructed to evaluate a car. The basic 

criteria or the tree leaves are the following: Purchase price, Maintenance costs, Number of 

doors, Number of passengers, Luggage space, and Safety. Introduced are also intermediate 

aggregate criteria. Intermediate criterion Price is composed of two sub-criteria, namely 

Purchase price and Maintenance costs, while intermediate criterion Comfort consists of three 

basic criteria: Number of doors, Number of passengers, and Luggage space. Intermediate 

criterion Technical characteristics combines subordinate intermediate criterion Comfort and 

basic criterion Safety. The criteria were assigned discrete value domains, which can be 

observed in Figure 2. For basic criteria were used either descriptive or numerical values 

(Number of doors). Meaning of descriptive values, such as for instance high Price or acceptable 

Safety, also had to be defined simultaneously. 

 

  
 

Figure 1: Comparison of alternatives evaluated  

by two different interest groups 

 

Figure 2: Tree of criteria for car evaluation  

with value domains 
 

Our experiences [11], [3], [6] show that a unified model structure should be used despite 

different preferences that may arise due to different interests. Each interest group can however 

define within this structure its own utility function [16], [13]. The model is then used to 

evaluate the alternatives for each group separately. Usually, we end up with different scores 

for the same alternatives. We are not faced with the diversity only when it comes to final scores 

but can also gain insight into the reasons and origins of the scores provided for specific 

parameters for each alternative. Instead of leveraging (harmonizing) only the final score, we 

can investigate at where the differences stem from and what they are like. An explanation helps 

us realize the key stumbling blocks responsible for disagreements that can serve as a foundation 

for further interest leveraging among groups. 

Figure 3 presents the evaluation score for the alternative Car 3 for parents and children 

according to all the criteria in the tree structure. Final scores 2 and 4 are inherently different. 

The difference stems from how the Price and Comfort are perceived. Even though both parents 

and children consider the Purchase price and Maintenance costs on the same terms, the 

aggregate score for parents is 6 and for children 8. Let us take a look at the utility functions 

which are described in table form in Figure 4 and thus establish the source of differences in the 

scores. Discrepancies are evident in four combinations. Each combination can be interpreted 

also as a logical rule. For the final score of Car 3 row 14 clearly bears importance. Parents 

think that low Purchase price and high Maintenance costs yield the value of aggregate score 6, 

while children think it is 8. Obviously, parents are responsible for financing a car and are far 

more put off by high Maintenance costs than children. Discussion and negotiations then focus 

only on the identified differences. Such differences should be discussed and underlying reasons 
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should be made clear. The aim is to reach a decision that is in favour of the decision maker 

who carries the burden of the discrepancy, in this case the parents providing the financial 

means. 

 

 
 

 

Figure 3: Comparison of different 

evaluation results for alternative Car 3 

 

Figure 4: Utility functions by parents and children for 

aggregate criterion Price 

 

3 CONCLUSION  

 

Group decision making is more demanding when differences in preferences of team members 

are present. Argumentation, why a certain decision was made in a particular way and not the 

other, increases the probability for a good decision or at least diminishes probability of a bad 

one. Group decision is more easily understood and can be better justified as we focus only on 

the differences among team members.  

A clear and well justified decision is crucial for a sensible leveraging of different interests. 

Final score of the alternative is a consequence of numerous factors that appear in the evaluation 

process. Our decision processes can be and need to be transparent all the way from specific 

criteria (measures), to their aggregation and final score assigned to an alternative. 

Various existing approaches, methods and techniques supported with ICT can be applied 

[5], [7], [9]. Let us make use of them. We should strive for open and clear models in order to 

make decision knowledge available to everyone affected. When we are deciding on the most 

suitable alternative, let us not consider only ourselves but also everyone else involved. 
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Abstract: The planning process in agriculture often requires consideration of many conflicting 

criteria and participation of multiple stakeholders with conflicting interests. The multi criteria 

decision method DEX is therefore a viable option for decision support in farm management. This 

study briefly reviews The DEXi-HOP 1.0 model enables an assessment and ranking of individual hop 

hybrids’ and hop varieties’ breeding potentials. The model has 18 attributes, hierarchically grouped 

within four aggregated attributes: Biology, Chemistry, Morphology and Brewing value. Furthermore, 

utility functions in the model were defined by sets of elementary decision rules through the entire 

hierarchy for all aggregated attributes. Four Slovenian hop hybrids, A1/54, A2/104, A3/112, A4/122 

and a reference hop variety Hallertauer Magnum with target characteristics in plant resistance and 

brewing value, were used for the model assessment.  

 

Keywords: multi criteria decision making, DEXi, hop breeding 

 

1 INTRODUCTION  

 

Multi criteria decision analysis can be applied when the evaluation involves several variables 

that cannot be easily transformed into quantitative units, and the assessment process is likely 

to be influenced by multiple competing criteria. Such situation often emerges in agriculture 

and the multi criteria analysis for different kind of assessmets systems has been applied in 

many cases (Pavlovič et al. 2011; Žnidaršič et al. 2008; Bohanec et al. 2008; Mazetto and 

Bonera 2003; Griffits et al. 2008,  Tiwari et al. 2009; Tojnko et al. 2011).  

The most common methods like analytical hierarchical process (AHP) and multi attribute 

utility theory are based on quantitative assessment. For instance AHP has been used for 

variety assessment before (Rozman et al., 2015; Srđevićet al., 2004). On the contrary, the 

method DEXi (Bohanec et al. 2000) is based on discrete values of attributes and utility 

functions in the form of “if…then” decision rules. In particular, some methods, such as DEXi 

(Bohanec and Rajkovič 1990; Bohanec et al. 2000), facilitate the design of qualitative 
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(symbolic) decision models. In contrast to conventional quantitative (numeric) models, 

qualitative models use symbolic variables. These seem to be well-suited for dealing with 

‘soft’ decision problems, that is, less-structured and less-formalized problems that involve a 

great deal of expert judgment and where qualitative scales can be more informative than 

quantitative scores. The DEXi method has already been successfully used in numerous real 

life decision and assessment problems such as for the estimation of tourist farm service 

quality (Rozman et al. 2009) or assessment of multifunctional contributions of “Streuobst” 

stands.  

The aim of this paper is to present the applications of method DEXi in agriculture on real 

world agricultural decision problem, namely hop breeding.  

 

2 ASSESSMENT OF NEW HOP CULTIVARS 

 

The hop model (Pavlovič et al. 2011) was developed in order to assess new potential hop 

hybrids. Within the hop breeding research program carried out at the Slovenian Institute of 

Hop Research and Brewing, thousands of hop hybrids appeared to be perspective according 

to research objectives (Cerenak 2006). In this research the data from four different Slovenian 

hop hybrids A1/54, A2/104, A3/112, A4/122 were compared with a reference German 

variety Hallertauer Magnum, which had the desired characteristics plant resistance and 

brewing value. The assessment was carried out by a qualitative multi-attribute model based 

on the DEX methodology (Bohanec et al. 2000). We first developed the model and then 

applied it to assess the aforementioned perspective hybrids. The model hierarchy is shown in 

figure 1.   

 

 
 

Figure 1: Hop decision model  
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Among over one thousand of hybrid hop plants analyzed and eliminated stepwise through a 

selection procedure, the four Slovenian hop hybrids such as A1/54, A2/104, A3/112, A4/122 

and a reference variety Hallertauer Magnum were involved into a comparative model 

assessment. The hop hybrids had been selected through a hop breeding process among sets of 

seedlings analysed and assessed as highly forthcoming and promising new hop varieties. 

Numerical data of analyses and measurements of hop cones as well as beer sensory 

estimation were used to describe hybrids production and brewing quality parameters. They 

were analyzed and results were additionally discussed. The model enabled a final assessment 

of hybrids based on defined attributes and decision rules within defined utility functions 

figures 2). 

 

 
 

Figure 2: Determination of the DEX-HOP model utility functions for attribute Biology.  

 

Based on breeding experiences and the DEXi-HOP 1.0 model results (figure 3), the overall as 

well as individual (aggregated and derived) attributes assessments were carried out. The 

results are shown on figures A3/112 and A4/122 reached the overall level of reference and 

were thus assessed as appropriate for further breeding. On the contrary, A1/54 and A2/104 

did not meet expectations in their attributes related to the reference variety. A2/104 was in 

overall assessed as WORSE, while A1/54 as NON PERSPECTIVE. Therefore, they were 

considered as hybrids with less breeding potentials. The DEXi model was able to provide 

additional information on 4 hop hybrids that were initially all considered as perspective by 

the breeders. We were able to additionally rank them within the group of previously 

identified hybrids marked as perspective on the basis of breeder’s assessment.   
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Figure 3: DEXi assessment for all four analyzed hop hybrids and the reference 

 

Different kind of analyses can be conducted using DEXi.  For instance figure 4 shows a 

comparison between reference hybrid (Magnum) and hybrid A1/54 that was assessed as 

NON PERSPECTIVE.  

None of the hybrids was able to achieve the same Brewing value as reference cultivar. The 

chart on figure 5 shows scatter chart for the attribute Brewing value.  

 

 
 

Figure 5: Scatter chart for attribute Brewing value  

 

3 CONCLUSION  

 

In this paper, an attempt was made to present multi-criteria method DEXI, based on 

qualitative attribute values and utility functions in the form of decision rules, and its possible 

application in the field of hop breeding.  
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Evaluation results
 
Attribute A1/54 A2/104 A3/112 A4/122 REFERENCE
 HOP  HYBRID ASSESSMENT NON PERSPECTIVE WORSE REFERENCE REFERENCE REFERENCE

BIOLOGY BAD BAD EXCELLENT SUITABLE SUITABLE
PLANT RESISTANCE      SUSCEPTIBLE SUSCEPTIBLE RESISTANT BAD RESISTANT BAD RESISTANT
PLANT OUTLOOK SUITABLE SUITABLE GOOD GOOD SUITABLE

CHEMISTRY GOOD REFERENCE REFERENCE REFERENCE REFERENCE
ESSENTIAL OILS LESS REFERENCE REFERENCE REFERENCE REFERENCE
AGEING GOOD EXCELLENT EXCELLENT GOOD GOOD
BITTERNESS WORSE REFERENCE REFERENCE REFERENCE REFERENCE

alpha-acids LESS MORE REFERENCE MORE REFERENCE
beta-acids LESS LESS LESS LESS REFERENCE
cohumulone               MORE REFERENCE LESS REFERENCE REFERENCE

MORPHOLOGY BAD ACCEPTABLE ACCEPTABLE ACCEPTABLE ACCEPTABLE
SPINDLE SHARE BAD BAD ACCEPTABLE BAD GOOD
SPINDLE LENGTH BAD ACCEPTABLE ACCEPTABLE ACCEPTABLE ACCEPTABLE
WEIGHT OF CONES GOOD GOOD GOOD GOOD GOOD
DENSITY OF CONES BAD BAD BAD BAD BAD
SEEDS BAD BAD BAD BAD ACCEPTABLE

BREWING VALUE BAD BAD GOOD GOOD EXCELLENT
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Despite of the minor deficiencies (such as use of qualitative data only), it was found out 

that the approach has fulfilled most of the breeders’ expectations and revealed considerable 

advantages in comparison with other approaches. The multi attribute model DEX-HOP 1.0 

can therefore be regarded as a useful alternative tool for hop hybrids assessment. We can 

observe that none of the hybrids is fully equal with the reference cultivar.  

This method cannot entirely replace experts, but it can be their additional tool in decision-

making, since decisions based on model testing offered much faster results that validate the 

application of the model for further research. In future, data of new coming hybrids will be 

added and assessed in comparison to experts’ decisions. Furthermore, also new attributes as a 

response to new goals in hop breeding programs will be included into the model.  
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Abstract: In global economy nearly one third of all food produced is lost or wasted. It is estimated 

that majority of these loss which could be managed better is a result of long time delays in global 

supply chains. The urban population in 2014 accounted for 54% of the total global population and 

continues to grow, as reported by World health organization. As we face the problem of feeding over 

9 billion people by the middle of this century, more than half of them living in the cities, being fare 

away from the growing agricultural products,  the methods and technologies are needed for better 

postharvest loss prevention as a critical global food security and sustainability issue for growing 

cities. To meet expected demands, yields will have to more than double, while we have the constant 

natural resources. Therefore we need better understand supply chains of perishables in global 

economic environment. In global cold supply chains (CSC) when more intelligent technologies are 

introduced in transportation modes, like ships, to improve postharvest loss prevention, supply chains 

have to consider the location of sensors in a chain as floating points of the SC graph. This paper 

presents the possibility how to measure the impact of these technologies on the Net Present Value of 

the activities in CSC in case that transportation lines are long and the detection of deterioration by 

sensors  in the transportation node could influence lead time. In the case of longer transportation time 

also the changes in economy can influence the final gains of a chain.  The evaluation of these new 

technologies is proposed through the Net Present Value approach of extended Material Requirements 

Planning (MRP) models, where a volatile economic growth is assumed. 
 

Keywords: Supply Chain; time delay; perishability; Cold Supply Chain; MRP; EMRP; Postharvest 

Loss Prevention 

 

1 INTRODUCTION  

 

As already mentioned in our paper (Kovačić et al, 2014) decision makers in food logistics 

have not many appropriate tools to best decide about CSC logistics and how to control 

CSCs. More distant locations for growing the food and their transportation in multistage 

logistics systems often require very long lead times for transportation, warehousing and 

quarantines for quality control testing, which also take time. Therefore we suggested a model 

for multistage production and distribution of perishable goods when we need to consider 

many interactions of different factors. Their joint impacts on the added value of a global 

supply chain can be better evaluated by using Extended Material Requirement Planning 

models as previously developed by Bogataj et al. (2011) and later by Bogataj and 

Grubbström (2012, 2013). Material Requirements Planning (MRP) is a quite well known 

process modelling among managing production processes, covering both production 

planning and inventory management (Orlicky 1975). It is well established in practice since 

most of the multi-level production systems are operated using MRP’s obvious advantages. 

The strong technical background of the MRP makes it also an exceptionally good basis for 

deeper scientific research, for which the term MRP Theory has been established 

(Grubbström 2007). For the purpose of the scientific observation, structures from the Bill of 

Materials (BOM) can be conveniently captured within a pair of input and output real 

matrices H and G (Grubbström and Bogataj eds. 1997) of dimension nxm where i=1,2,…n 

different group of items are processed on the activity level j=1,2,…,m where the items i from 

the child node i (often we are taking the same notation for items and their activity cell, where 
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they are produced) are sent to activity cell j, where the item j is produced. To these 

structures, lead times have been assigned using the Laplace transform theorems in well-

developed MRP Theory. This allows us to evaluate cash flows with the use of the Net 

Present Value (NPV) calculation also in food industry (Kovačić et al, 2012, 2014). A 

detailed review of the MRP Theory and its background can be found in Grubbström and 

Tang (2000). Recently, MRP Theory has been recognized as a very useful method for studies 

of entire supply chains, covering not only production but also distribution, consumption and 

recycling processes (Grubbström et al. 2007). When transportation delays expressed by 

transportation matrix are included such systems can conveniently be scientifically researched 

using the so-called Extended MRP (EMRP) Theory (Bogataj and Grubbström 2013, Bogataj 

et al 2013). Detailed structures of input and output matrices H and G of such a complex 

system of food and other supply chains in repeated feedback logistics can be found in 

Kovačić and Bogataj (2011, 2015) and Kovačić et al (2014). 
According to the basic MRP theory developed by Grubbström the j-th process is run on 

activity level (node) , the volume of required inputs of item i is  and the volume of 

produced (transformed, or uploaded, unloaded, conserved, detected as changed in quality) 

outputs of item k is kj jg P . The total of all inputs may then be collected into the column 

vector HP, and the total of all outputs into the column vector GP, from which the net 
production is determined as (G - H)P. In general P (and thereby net production) will be a 
time-varying vector-valued function. In MRP systems, lead times are essential ingredients 
and could be studied simultaneously using Laplace Transforms methodology. The lead time 
of a process is the time in advance of completion that the requirements are requested. If 

 is the rate of items j planned to be completed at time t, then the quantity of 

items i need to be available for production (assembly, packaging…) the lead time  in 

advance of time t, i.e. at time . The volume  of item i, previously having been part 

of available inventory, at time  was ear-marked for the specific production or 

manipulation  and thereby moved into work-in-process or logistic process (activities in 

general). At time t, when this activity is completed, the identity of the items type i disappear 
and the newly produced items appear instead. While the item is assumed to be located 

previously at the location it will be available for activity at the location  before the 

activity  starts and it will need  to arrive there.    

 

2 A NEW APPROACH WITH FLOATING POINTS IN GRAPH OF MRP  
 

Now we shall introduce sensors attached to the items with known perishability ij  in the 

flow between  and  as the activity  located on the link between two physical nodes and 

if the change in perishability appears having higher intensity  the sensor there reports on 

these changes in the time delay before coming to the child node . If there are no 

perturbations, than the value of ij  is zero ( ). In order to incorporate the lead times of 

transportation and manipulations in the nodes for the processes, we transform the relevant 
time functions into Laplace transforms in the frequency domain (see Bogataj and 
Grubbström, 2012, 2013). For the case of simplicity we shall consider a linear logistic 

system, for which the components of activity j need to be in place  time units before 

completion (packaging, sorting…) and sent from parent node  to  having a floating point 

of sensor in for additional time delay in advance.   We shall denote by the matrix of 

jP ij jh P

( )jP t ( )ij jh P t

j

( )jt  ij jh P

( )jt 

( )jP t

i
i j j
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i j 'j
*

ij
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0ij 

j

i j
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dynamics of rotting and decay from each parent node to each child node in the graph of the 

logistic chain by as the matrix of perturbed dynamics. We shall also denote the matrix of 

distances between a floating point and its destination node in case of perturbation by matrix 

 having coefficients in the row belonging to the index of the floating point and in the 

column of the index of the child node of each floating point. is zero matrix if there are no 

perturbations in the system.   Let us denote by the matrix of CSC graph which 

include floating points between each parent and child node of activity cells 
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and lead times in activity cells by  
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Applying the time translation theorem like in Grubbström (1998) the input requirements as 
transforms will be here similarly expressed: 
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where is the perturbed generalized transportation-logistics activity  input matrix 

capturing the volumes of requirements as well as their advanced timing, and is 

its unperturbed case. The vector describes in a compact way 

all component volumes that need to be in place for the logistic plan  to be possible and 
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perturbations described by need some feedback control to get a 

solution close to the required one. If a component of the net production vector is negative, 
there is a need either for taking this amount from available inventory or for importing this 
amount into the system and, if it is positive, it may be delivered (sold) to the environment of 
the system or added to available inventory.  

Let  be the vector of deliveries from the system and  its perturbed case. Given 

the plan , available inventory  will develop according to 

 

 *

*
(0) ( , , ) ( ) *( )

( , , )
s s s

s
s

  


R I H β δ P F
R β δ , 

            (4) 

where R(0) collects initial available inventory levels. The division by s represents a time 

integration of the flows represented by the other terms. Also here we can consider cyclical 

processes, repeating themselves in constant time intervals , j = 1, 2, … , m, we may write the 

plan   in the same way as in equation (12) of  the article of Bogataj and Grubbström (2013). 

 

3 THE ECONOMIC RELATIONSHIPS OF THE MODEL  

 
3.1 The economic relationships at constant GDP 
 
Items are assumed to have unit economic values, which could be different in different nodes. 
If in the case that the cargo becomes suddenly highly exposed to the risk of decay and the 
smart devices recognise that, the system could report to near city, which hosts the child node, 
and smart city can organize the transactions for such cargo locally at lower but acceptable 
prices or, in the worst case, the city can organize the  disposal of rotten goods. Therefore, we 
shall write the unperturbed price vector p being a row vector: 

 1 2, ,..., np p pp   
       (5) 
 

Usually at floating points it is , but in case of perturbations the values 

could be lower than   or even negative if immediately a disposal is needed. Therefore, 

there exists a perturbed vector of lower or even negative prices: 
 

1 2

* * ** , ,...,
n

p p p   p            (6) 

 
Following the procedure of Bogataj and Grubbström (2012, 2013) we can write the NPV  of 
an unperturbed CSC. In the case of a stable economy and constant GDP, NPV is:                     

 

        (7) 

 
In case of perturbations in perishability we can write 
 

          (8) 
 

 

Here are ordering costs appearing at each node, also in floating points (could be 
0), collected into the row vector 
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 1 2, ,..., nK K KK  ,  

 
                  (9) 

 
and is continuous interest rate. The formulas (7) – (9) are valid when GDP does not change 

in the time horizon.  
 

3.2 NPV in changing economic growth  

 

We shall introduce the general economic growth into models (4) and therefore in its criterion 

function (7) and (8). When we consider the economic growth 
te which may be obtained by 

increasing productivity in the long term, we can write the following equation: 

 

                       NPV( ) ( ( )) ( ) ( )          p I -H P Kν                           (10) 

 

and in case of long-term perturbations in perishability we have to consider 

 

             1 1 1NPV*( ) *( ( , *, )) ( ) ( )          p I - H β δ P K ν                      (11) 

 
At a given CSC the values NPV*( )   and NPV( )  depends on time delays in the detection 

of deterioration and on proper forecasting of the development of deterioration, which all 
depend on the quality of the smart devices and good cooperation with cities in the 
neighborhood of the nodes in the supply chain.  Therefore, supply chains and cities involved 
in cooperative supply chain need smart devices to control, decide optimally and 
communicate with agglomerations in the surroundings of CSC to sell quickly the products 
which are still of acceptable quality, and to order the goods which do not reach the final 
destination according to the plan earlier, to mitigate the consequences of the risk realization 
regarding postharvest loss prevention and the adequate supply of goods to growing urban 
population.  
 

4 CONCLUSION  
 
The urban population in 2014 accounted for 54% of the total global population and continues 

to grow, as reported by WHO, http://www.who.int). It is estimated that by 2017, even in less 

developed countries, a majority of people will be living in urban areas. As we face the 

problem of feeding over 9 billion people by the middle of this century, more than half of them 

living in the cities (in Europe even 80% of Europeans will live in urban areas), being fare 

away from the growing agricultural products,  the methods and technologies are needed for 

better postharvest loss prevention. To meet expected demands, yields will have to more than 

double, while we have the constant  natural resources. Therefore we need better understand 

supply chains of perishables in global economic environment and cooperation of cities to act 

as buyer of cargo which is exposed to rick if staying in transport. In global CSCs intelligent 

technologies are introduced in transportation modes, to improve postharvest loss prevention. 

Here we presented how extended MRP model can be used as a support for planning and 

control the perishability, when sensors on the transportation roads are consider as floating 

point and economic growth or decline is predicted. Using NPV approach as presented here 

also very robust perturbations can be evaluated. 
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Abstract: Fruit and Vegetable Supply Chain Management (F&V SCM) requires more intelligent 
technology to improve postharvest loss prevention; however, the current technology has to be improved 
to reduce the lead times and perishability dynamics in an intelligent F&V supply chain. This can be 
achieved by developing a more accurate environmental monitoring using advanced measurement 
techniques and by introducing new gold nanoparticle sensors (Au-NP-sensors) which would allow 
direct sensing of rotting or decaying. This paper presents the possibility how to measure the impact of 
these technologies on the management of fruit and vegetable supply chains, i.e. from packaging, 
warehousing to fruit and vegetable distribution, and thus improving the supply chain safety by tracking 
and tracing cargo and its environment. The evaluation of these new technologies is proposed through 
the Net Present Value approach of extended MRP models.  
 

Keywords: supply chain; nanosensors; environment monitoring; time delay; perishability; MRP  
 
1 INTRODUCTION  
 
The fruit and vegetable supply chain (F&V SC) encompasses all the activities involved in the 
sourcing and procurement of fruit and vegetables to the final customer. The subject of this 
paper is planning, management and control of such systems, concerning F&V that enter a 
supply system, being transferred and transformed into finished goods at the final consumer. To 
enable safe transfer through a distribution system, automation can improve F&V SC visibility 
and efficiency and thus yield higher added value. Contemporary technological solutions 
include wireless sensor networks (WSNs), which have great impact on the added values in 
F&V SCM. A WSN is a wireless network consisting of small, spatially allocated devices in a 
supply network where many scattered sensors are controlling environmental and physical 
conditions where the cargo is exposed to perishability.  They measure humidity, temperature, 
vibration and pressure, and how a cargo is transported, changing location and quality. As 
Yonzon et al. mentioned (2005), through the use of smart devices possessing multiple micro-
sensors deployed in large numbers over wide areas covered by supply networks, an 
unprecedented capability exists for monitoring, tracking, and controlling F&V packages, 
pallets or individual items as cargo in transportation or warehousing.  

Nanotechnology is the creation and use of materials or devices at 1 to 100 nanometer (nm) 
scale. At these dimensions, materials exhibit different physical properties and behaviours not 
observed at the microscopic level. These effects at the nanoscale have been used in nano-
devices with new functionalities stemming from unique nanoscale characteristics. 
Surprisingly, in the agriculture and food sector the application of nanotechnology-based 
products is relatively recent and unrevealed compared with their use in other fields. At present, 
two major applications related to nanotechnology are being expected, which are food 
nanosensing and food nanostructured ingredients. In controlling environment conditions, 
nanosensors could measure physico-mechanical properties. Although sensors have a long 
history, the realm of nanosensors is relatively new (Lima and Ramakrishna 2006, Gruere, 
2012). In general, nanosensors convey information about nanoparticles to the macro-world like 
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supply chains. They can be attached to containers, pallets and individual items in cargo to 
function as an active transport tracking devices. As such they can actively monitor the fruit and 
vegetable transportation and warehousing process, control and verify the handling conditions 
of cargo, like temperature or humidity of fresh foods and trigger feedback actions. Also, such 
devices can detect damage of items due to sudden shocks, pressures or changes of temperature 
and other activities which could cause more rapid perishability of fruit or vegetables. 
Therefore, we can expect that the abilities of nanosensors to detect and monitor the changes in 
the environmental (ambiental) conditions can improve the quality of F&V logistics 
substantially (Lu and Bowles, 2013), which in turn lead to a higher net present value of a supply 
chain.  

The aim of this article is to describe the potential for developing Au nanosensors, and 
consider their applicability in the postharvest loss prevention in F&V SCM. We shall also show 
how the precise monitoring and earlier detection of changes in cargo can influence the 
manipulation with cargo and reduce the perishability dynamics, influencing an increase of the 
Net Present Value of logistics in SC by introduction of floating point in MRP Theory. 

 
2 AU NANOPARTICLES IN NANOSENSORS 
 
Nanostructure-engineered chemical sensors could be applied to detect gas and vapour in 
storage containers or environments. The sensing could be based on sensor resistance that is 
decreased in the presence of the gases or volatile molecules to be detected. Due to the large 
surface area, low surface energy barrier and high thermal and mechanical stability, 
nanostructured sensors potentially can offer higher sensitivity, lower power consumption and 
better robustness than the state-of-the-art systems, which make them more attractive for a 
variety of applications. For our needs, i.e. regarding the control of supply chains, gold 
nanoparticles (Au-NPs) are very promising particles for nanosensors. The unique properties of 
gold nanoparticles have already stimulated the increasing interest in their application in 
different areas. Due to their excellent characteristics like biocompatibility, conductivity, 
catalytic properties, high surface-to-volume ratio and high-density, Au-NPs have attracted a 
lot of attention in designing (bio)nanosensors Several methods have been described in the 
literature for the synthesis of Au-NPs of various sizes and shapes. One limitation in using 
nanomaterial-based products is in the limited possibility to be synthesized in sufficient amounts 
and pure, i.e. industrial synthesis. The major challenge, and the reason why beneficial 
properties of Au-NPs have not been introduced to nanosensors up to now, is the high-cost and 
large batch-to-batch variations in Au-NP production by standard procedures, indicating that 
commercially available methods for the production of Au-NPs are not sustainable for their 
large-scale application. The key objective of the cooperation of our research group with the 
industrial partner is in the production / testing of Au-NPs by a conceptually proven Ultrasonic 
Spray Pyrolysis (USP) positioned in a clean room in Zlatarna Celje d.d. (Rudolf et al. 2012, 
2014).  The authors from the University of Ljubljana together with the Zlatarna Celje 
researchers are already testing the biocompatibility of the Au-NPs produced by the industrial 
partner Zlatarna Celje, and the laboratory experiments have proved that they are able to 
improve a biosensor under specific conditions. An important advantage of using gold and not 
other NPs in nanosensors is the possibility to functionalize the Au NPs with a broad variety of 
biomolecules, which is important for standardization and mass production of nanosensors as 
part of smart devices for SC control of perishable goods in general and F&V in particular. 
Depending on the intended use of the synthesized nanoparticles, they can be collected in an 
electrostatic field or suspended in a desired medium. USP as a nanoparticle production method 
is a relatively inexpensive and quite a versatile technique for fine metallic, oxidic and 
composite nanoparticles. New activities were introduced together with the Laboratory of 
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Metrology and Quality of UL-FE-LMK, which is a holder of a primary dew-point generator 
that is now routinely used as a reference for high-end humidity measurements in industry, 
based on its evaluation and comparison (Heinonen et al, 2012, Hudoklin et al, 2008, Evers et 
al, 2007).  
 
3 METHODOLOGICA APPROACH EXTENDED MRP MODELS OF F&V SC 

WITH EMBEDDED NANOSENSORS 
 
Food losses can be forecast through a combination of Au-nanosensors, humidity and 
temperature sensors embedded in the smart device, developed and installed in trucks and 
warehouses. Internet of Things (IoT) enables intelligent control and management of F&V SC. 
IoT might allow us to enhance F&V SC, data and things via devices and sensors. Fruits and 
vegetables are handled and transferred between farmers and suppliers, distribution centres, the 
retailer and the final customer. In flexible supply chains, the destination nodes can change 
rapidly. These many nodes in the supply chain require agile and informed F&V SC. Key to 
fruit and vegetable in-transit visibility are cloud-based GIS, including GPS, smart measurement 
devices linked to different sensors, such as bionanosensors, temperature and humidity sensors, 
which provide the identity, location, quality of cargo, ambient and other tracking information. 
These are the backbone of the IoT as it relates to the supply chain. With the data gathered by 
smart technologies, a detailed visibility of cargo is provided all the way from the fruit and 
vegetable producer to the final user. Data gathered from GIS and smart devices based on sensor 
technologies allow supply chain professionals to automate shipping and delivery by exactly 
predicting the dynamics; they can monitor the perishability of cargo and ambient control which 
impact the quality of fruit and vegetable cargo in-transit. IoT brings all of these tools together 
by putting a smart measurement device in a trailer and combines them in an integrated device, 
enabling the transfer of important data onto the cloud, with the devices being able to identify 
the cargo regarding position, quality, temperature and humidity conditions, as well as traffic 
and the driving pattern influencing lead time in a supply chain. This allows the stakeholders to 
make efficient decisions that influence the sustainability of F&V SC. By enabling devices to 
communicate as required, IoT can help supply chain professionals: (a) ensure temperature and 
humidity stable and adaptive; (b) reduce postharvest loss; (c) save on fuel costs by optimizing 
the routes regarding traffic and the perishability of cargo, and create fleet efficiency; (d) 
monitor and optimally replenish the inventory in warehouses, and (e) enable user insight in the 
quality of food. In general, this technology can reduce time delays in decision-making and 
actions in the supply chain management. A prototype of strategic storage nodes can be designed 
in a collaborative network as an innovation, which in the case of rejected loads in the F&V SC 
will permit some treatments and a re-introduction of these loads in the product value chain, as 
described in the paper by de-la-Fuente and Ros (2010). We can conclude that the F&V SC 
involves the transportation, warehousing, packaging, loading and unloading of temperature 
sensitive products along a SC under thermal and humidity control to protect the integrity of 
these shipments. The question arises, till when and how the cargo handling can be improved in 
order to mitigate the postharvest loss. What should be the conditions and restrictions of a 
dynamic system management so that the final consumer’s need for healthy food will be met? 
Are the static limitations of the perturbations at each moment as good as dynamic restrictions? 
To overview the chain flows and to achieve the optimal control in the procedures of cooling 
and improvements, the input–output approach studied by Grubbström (1996, 1998), Bogataj et 
al. (2005), Bogataj and Bogataj (2007) and the recent papers of Bogataj and Grubbström (2012) 
should give the basic approach. They developed the models which help to evaluate the 
influence of SC parameters and their perturbations on the chain performances, especially on 
the net present value of the supply chain operations, named the extended material requirements 
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planning (EMRP) model, which uses the input–output approach in packaging, warehousing 
and transportation formalization of a supply chain. For a certain time unit we can write:  
 

                                           ( ) ( ( , )) ( ) ( )S t I H t P t F t                                                             (1) 
 

Here we denote: the inventory per time unit is S, the net output from the system per time unit 
is ( )I H P , where P is the intensity of activities in nodes, the internal demand per time unit is 
HP, and the delivery per time unit is F. There exist lead times between the activity cells in the 
matrix ( , )H t  which could be perturbed and controlled, and such events could be better studied 
after the transformation of this presentation of flows in frequency domain. Let us denote the 
perturbed matrix with ( *)H  . The results of F&V supply chain management (F&V SCM) are 
finally expressed and evaluated as the net present value (NPV) of the final delivery reduced by 
the costs of production, distribution, additional cooling and deterioration of goods. How more 
precise measurement and feedback control increases the NPV of all activities of a supply chain 
can be expressed through the following formalization: 

The F&V in a supply chain is transported altogether through n stages (k = 1; 2; ... ; n), where 
the set of stages includes all activity cells (warehouses, loading and unloading points including 
packaging activities and others) and also all artificial nodes, one at each branch between two 
nodes where sensors are located. The artificial node is located between a parent node and a 
child node in a random distance from the parent node. It presents the location where the 
perishability dynamics is changed, detected and reported through the smart device. Having in 
mind this artificial supply chain points of unknown time delay k , the results of F&V supply 

chain management (F&V SCM) are finally expressed and valuated as the NPV of the final 
delivery reduced by the costs of production, distribution, additional cooling and deterioration 
of goods. How more precise measurement and feedback control increase the Net Present Value 
of all activities of a supply chain can be expressed through the following formalization, where 
at any of n stages (k = 1; 2; … ; n), the development of the unperturbed state of the system is 
described by a set of first-order linear differential-delay equations (DDE): 

 

                         ( )
( ) ( )k

k k k k k

d x t
A x t B x t

dt



 

    ,       1,2,...,k n                                         (2) 

 

with the initial condition: 
0 ( ) ( )kx   

 ,     0k                                      (3) 

Here we have 2( )kx t 
  , where 

1, ( )kx t
 , is the quantity of good products at time t at stage k  and 

2,kx  presents the deteriorated quantity of products. The matrix  * 2 2( , )
k k kA A A L       describes 

the intensity of deterioration of goods at stage k of the warehousing, packaging or distribution 
part of the supply chain, where kA is assumed to be detected by Au nano-biosensors. Here 

2 2( , )L    denotes the real Banach space of all continuous linear maps:  : m m   . The matrix 
* 2 2( , )
k k k

B B B L       presents the conservation effect which is activated with delay  k , which 

could be perturbed and therefore written as *
k  and depends on the state of the items in the 

system and the quality of sensors as well as the total feedback procedure which can have an 
additional time delay. Combining the basic input–output Eq. (1), developed for dynamic 
consideration of MRP in Grubbström (1998), and Bogataj, Grubbström (2012), with Eq. (2), 
the following procedures as explained in Bogataj et al. (2005) can be written, where the initial 
value at stage k is assumed to be equal to the final value at stage 1k  : 

0 1( ) ( )k k fx x 
   , 0k     
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At any stage the total quantity of items is the sum of deteriorated or higher exposed to 
deterioration quantity (depending on the criteria defined in advance) and the good quantity of  

items                11
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DDE (4) has the following compact presentation (4a, 5a) and conditions (5b,c): 
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                                  (4a)

                                  (5a)

                                  (5b)

                                  (5c)

Let us write the dynamics (4.a) as ( ) ( )S t X t
   and control as explained in (4): 

* *( ) ( ) ( , )U t B B X t   
  .  When we consider the net present value of revenues achieved when the 

good part of products is sold, reduced by the costs of cooling and other costs in the supply 
chain, distributed on the time horizon, when the interest rate of costs and revenues is 
substantial, the approach in the Laplace transformed space gives more straightforward 
solutions than the solutions in time domain. From the basic knowledge about the Laplace 
transformed expressions: 

     
0

0 0

£( ( ) ( ) ( ) ; £ ( ) ( ) (0)

( )
£ ( ) ( ) / ; £ ( , ) ( ) £ ( ) ( )

st

t t

d
X t X s e X t dt X t sX s X

dt

S s
S d S s s X t s S d s

s
      

       
 

   



 

      

       
                 (6) 

Similar as explained in Bogataj et al. (2005), also for the case of floating each second node 
Laplace transformed Eq. (4) in this space has the similar expression, while in case some 
floating nodes coincide with the child node on the branches of the graph the lead time there is 

zero. We can write  *
*( ) (0) ( , ) ( ) ( )

A B
S s I X I H s P s F s

s

 
             

                        (7) 
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Using the Laplace transform of extended Eq. (6) in the same way as the transform of the basic 
Eq. (4), the perturbations can be studied in frequency space, where the influence of delays can 
be presented explicitly. The appropriate criterion function could be the net present value of 
the system described by (7): 

                      *

0
( ) ( ) ( , ) ( , )st

A B F FJ NPV e C A A C B B S t C M S t D t C D t dt 
 


          

                 (8) 

AC


 in (8) is the vector of deterioration costs evaluated by smart devices, BC


 is the vector of 

cooling costs, also evaluated by smart devices, *
FC


 is delivery revenue, FC


 is the cost of 

shortage, and M  is the matrix having 1 in the rows 3 1k   and column 3 1k   and 0 otherwise, 
where k are the stages where demand appears or cargo is deteriorated so that it should not be 
transported further if we follow the optimal policy. In the case where demand appears only at 

the end of the supply chain, 1 is placed only at (3 1,3 1)n n  . ( , )D t 


is the demand which 

will not be satisfied by probability  . For Eq. (7) above we can write: 
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(9) 

and 


 is the diagonal matrix, having values ise    instead of ise   on the diag.  The control 
U has to be determined and registered in cloud which appears with a delay, so that the 
deterioration process will stay stable. It follows: 

                          *( ) ( )
( ) (0) ( ) ( ) ( )

S s S s
U B B S s A A X I H P s F s

s s
           

           (10) 

The optimization problem max( )NPV  of (8) under constraints (10) and (5a–5c) can be solved, 

using one of the known mathematical programming approaches. In case of the constant 

( )P t P
 

 and ( )F t F


, the parametric linear programming approach gives us the proper 

evaluation of perturbations and the control needed. 
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5 CONCLUSION 
 
Finally, we can conclude that F&V SC is thus a science, a technology and a process. It is a 
science since it requires the understanding of the chemical and biological processes linked to 
perishability and the systems theory which allows for developing a theoretical framework for 
control of systems with perturbed time-lags. Secondly, it is a technology developed in 
engineering since it relies on the physical means to assure appropriate temperature conditions 
along the F&V SC and, thirdly, it is also a process since a series of tasks must be performed to 
prepare, store, transport, monitor temperature and humidity sensitive cargo as well as to give a 
proper feedback control. Therefore, we have to break the silos of separated knowledge to build 
an interdisciplinary and multidisciplinary science of postharvest loss prevention. Considering 
the sensors as floating activity cells as nodes in a graph of such a system, an extended MRP 
theory can be applied to determine the optimal feedback control. 
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Abstract: A cash flow is generated by discrete payments along a continuous time axis. Each payment 

has a stochastic amplitude and two consecutive payments are separated in time by a stochastic interval. 

The amplitudes are assumed to be stochastically independent and taken from the same given 

distribution, and similarly, the intervals are stochastically independent and taken from a second 

distribution.  
 

This paper analyses properties of the distribution of the Net Present Value (NPV) of the cash flow, 

given a continuous interest rate used for discounting. Whereas the moments of the NPV distribution are 

easily obtained from the properties of the amplitude and interval distributions, the NPV distribution is 

not easily found even in the simplest cases. Accepting the axioms of standard risk-preference theory, 

alternative cash flows belonging to the class treated may be compared coherently by determining their 

certainty equivalent NPV value.  
 

Keywords: Renewal process, stochastic cash flow, net present value, NPV, risk preference function. 

 

1 INTRODUCTION 

 

Although the closed form formula for the Net Present Value (NPV) of a deterministic sequence 

of constant payments has been known for more than 200 years,  
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(1) 

where a is the amount of each discrete payment, n the number of payments, and r the simple 

interest rate corresponding to the length of the intervals between consecutive payments, its 

stochastic extension has only been touched upon in the literature for about 70 years. The 

corresponding NPV of a constant continuous payment flow of b monetary units per time unit 

follows the similar formula 
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(2) 

where T is the duration of the stream and   the continuous interest rate. The simple interest 

rate and the continuous interest rate are related by 

1r e  , 
 ln 1 r





 , 

 
 
 
 

(3) 

where   is the time interval on which r is based.  

In this paper we study properties of the distribution of the NPV of a sequence of n discrete 

stochastic payments 
1 1, , ,n nA A A  separated by stochastic time intervals 

1 1, , ,n nτ τ τ . The 

reverse numbering is chosen for algebraic purposes in the next section. The first payment in 

time nA  thus takes place at time nτ , the second 1nA  at 1n nτ τ , and so on, and the last nth 

payment 1A  at 
1

n

i

i

 τ . The payments are assumed to be stochastically independent and taken 
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from the same distribution  F A
A , and similarly for the time intervals having the common 

distribution  F τ , These two sets of distributions are assumed to be stochastically 

independent. Although n is given, we may view the sequence of payments as a compound 

renewal process. We thus attempt to study properties of the distribution of a stochastic NPV: 

1

1

NPV

i n

j j

j n j i

n

i i

i n i

e e
 

 

 

 

 
  

τ τ

A A . 

   
 
     

 (4) 

We make use of the Laplace transform as a moment-generating function for non-negative 

probability density functions (pdfs) 

 
 

0
1 lim , 0,1, ...

m
m

m ms

d f s
m

ds



   ,  

         

 (5) 

where m  is the mth moment (about zero),  f s  is the Laplace transform 

    
0

£ ( ) sx

x

f s f x f x e dx







    of a probability density ( )f x  and s the compex Laplace 

frequency. The moments and central moments (moments about the mean) written 

, 0,1,...m m   are related by  

 
0

m
m j

m j

j

m

j
  





 
   

 
 , 

0

m
m j

m j

j

m

j
  



 
  

 
 ,   

         

 (6) 

where 1   is the mean and 
2  the variance ( 2 ). We always have 

0 0 1     and  

1 0  .  

Among the selected references below are listed papers related to the problem treated here 

and to methodology applied. In this current paper, space is not offered for discussing and 

comparing with the various contributions.  

 

2 THE MOMENTS OF THE DISTRIBUTION OF THE NPV 

 

Let 
nY  be the NPV with n payments according to (4), then  

   1 1

1

i

j

j n n

n

n i n n n n n

i

e e







 




    

τ
τ

Y A A Y X A Y ,  

     
     

 (7) 

where n

n e



τ

X  is the discount factor. The three expressions in the right-hand member are 

obviously independent. Therefore the mth moment of
nY  may be written 

    , 1=E E
n

mm

m n n n n 
     

   Y
Y X A Y

     
11 , , ,

0 0

E E
n

m m
m m j j

n n n m m j j

j j

m m

j j
  





 

 

    
       

    
 X A Y

X A Y .  

       
 
 
 

 
 
 
 
 
 

 
 
   

 (8) 

Since all nX  and all nA  have the same respective distribution, we have dropped the 

subscripts of X and A in the right-hand member. Eq.(8) may thus be written in matrix-vector 

form as  

1n n
 Y X A Yμ μ ,  

 

(9) 

or, 
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(10) 

where 
nYμ  and 

1nYμ  are (m+1)-dimensional column vectors with elements being the moments 

, , 0,1,...
nY j j m   (similarly for 

1nYμ ), X
 a diagonal matrix with 

, jX
 as its (j+1)st diagonal 

element, and A  a triangular matrix with non-zero elements only on and below its main 

diagonal and with ,m j

m

j
 

 
 
 

A
 as its element in row (m – j + 1) and column (j + 1). For n = 1 

(only one payment), we have 
1 1=Y X . Since X

 and A  are constant matrices (independent 

of n), (9) may be written 

 
1

n

n
  Y X A Xμ μ ,  

 
 

(11) 

Eqs (8)–(11) therefore provide a relatively simple formula for obtaining all moments of the 

NPV distribution for every n > 0, when the moments of the payments A and the moments of 

the individual discount factor e  τ
X  are known (where the subscript of τ  has been omitted). 

For the very special case of all =1iA , A  becomes Pascal's triangle.  

In the stationary limit of n  , we would have 
1n n

Y Yμ μ , so the moments then form an 

Eigen-vector of the matrix  X AI , where I is the identity matrix. Solving (10) for the 

stationary 
,iY

, i.e. an infinite sequence of payments, the first few elements are the following:  

,0

,1

,2 2

,2 ,2

,2

,3 ,2 2

,3 ,2 ,2 ,3

,3 ,2

1,

,
1

2 ,
1 1

3 3 2 .
1 1 1 1




 



 
  

 

  
      

   



  
 
         

   

                
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X
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X

X X
Y A A

X X

X XX X
Y A A A A A A

X X X X

 

 
 
 
 

 
 
 
 
 
 

 
 
 
 
 
 

 
 
 
 
 
 

 
 
 
 
 
 

 
 
 
 
 
 

 
 
 
 
 
 

 
 
 
 
 
 

 

(12) 

A closed-form general expression is probably relatively easily developed. 

Using (6), the variance of the infinite sequence in terms of the means and variances of the 

payments and discount factor will be:  
2

2 2 2 2
2 2 2

2 2 2 2

1

1 11 1

     
  

    

      
      
                

X X X X X X
Y A A

X XX X X X

.  

 
 

 
 
 
 

(13) 

This expression is more complex than one would expect.  
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3 THE DISTRIBUTION OF THE DISCOUNT FACTOR 

 

The distribution of the individual discount factor e  τ
X  is a consequence straight from the 

distribution of the time interval τ .  

The probability that X is on or below x, 0x  , i.e.      Pr Prx e x F x   τ

XX , 

which is the distribution function of X. So if the pdf of τ ,  f 
τ , is continuous, we have  

 
  1 ln / , 1,

1, 1,

F x x
F x

x

   
 



τ

X ,  
    ln / / , 1,

0, 1.

f x x x
f x

x

   
 



τ

X  

       
 

 
 
 
 
 

(14) 

Three examples of distributions of τ  are listed in Table 1 together with the corresponding 

 f x
X  and moments.  

 
Table 1: Three examples of time interval distributions and consequences for the pdf of the discount factor and 

its moments. The symbol δ refers to Dirac’s delta function.  

 

 Exponential (Poisson) Rectangular Deterministic 

 f 
τ  e   , 0    

1

2 1
ˆ ˆ 


 , 1 2

ˆ ˆ0        ˆ   , ˆ 0   

 f s
τ   / s        2 1ˆ ˆ

2 1
ˆ ˆ/

s s
e e s

    
   ˆse  , ˆ 0   

 f x
X     / 1

/ , 1x x
 

 


     2 1
1 ˆ ˆ

2 1
ˆ ˆ ,x e x e

   
  

     ˆx e    

,mX
  / m        1 2ˆ ˆ

2 1
ˆ ˆ/

m m
e e m

     
   ˆme   

,1 X X
  /        1 2ˆ ˆ

2 1
ˆ ˆ/e e

     
   ˆ

e   

2

,2 
X X  

 

     
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  

   
   



 0 

 

Alternatively, one may find all moments directly from the transform  f s
τ : 

     
0

E E
m

m me e f e d f m  



  


  



         
τ τ

τ τ
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(15) 

 

4 THE DISTRIBUTION OF THE NPV 

 

Knowing all moments of a distribution is close to knowing the distribution itself. A Maclaurin 

expansion of the Laplace transform of the pdf  
n

f y
Y

 yields  

     
 

00 0
!n n n

i

sy

iy y

sy
f s f y e dy f y dy

i

 


 


   Y Y Y

 

 
 

 ,

0 00

1

! !

n

n

ii i

ii

i iy

ss
f y y dy

i i

 

 


  
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(16) 

So the ith Maclaurin coefficient of  
n

f s
Y  is the ith moment ,n iY

 multiplied by  1 / !
i

i  

proving Eq.(5), and for a wide class of distributions the moments will define the distribution 

uniquely [3, p.230]. Here (and below), we have limited our treatment to cases when 
nY  is non-

negative, although generally the 
iA  might be of either sign. Generalisations in this respect are 

left to future research.  
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From (7), knowing that 
1 1 1Y A X , we have  

1 1

jn

n j i

j i 

 Y A X ,  

         

(17) 

so the general form of the distribution of 
nY  would be given by 

     

1 1

1 1 1 1 1 1

Pr
n j i

jn

j i

j i

j jn n nn

j i j X i l k

j i j j l k
a x y

F y y f a f x da dx

 

     


 
   

 
 

      Y AA X .  

         

(18) 

 

5 RISK PREFERENCE CONSIDERATIONS 

 

In risk preference theory (decision theory), one considers a basic lottery ticket with one major 

positive and one major negative outcome, say Z  and Z . The probability for receiving Z  is   

and for receiving Z  therefore  1  . A rational person prefers to own a ticket with a higher 

value of   and has the ability to find a value of   making the ticket equally preferable to any 

given other certain outcome Z, with Z Z Z  . So equating the preference of a ticket   with 

any relevant value of Z, a continuous and monotonically increasing risk preference (utility) 

function  Z  is defined. If  Z  is strictly concave in a certain region of Z, this defines risk 

aversion, in a strictly convex region the person is a risk taker, and in a linear region the person 

is risk neutral. A typical assumption is that  Z  is concave for lower values of Z and convex 

for higher.  

We assume a risky project with several stochastic outcomes 1 2, ,..., Nz z z , the probabilities 

of which are known to be 
1 2, ,..., Np p p . Owning this project would be equally preferred to 

receiving lottery tickets      1 2, ,..., Nz z z    with the same probabilities, in which case the 

overall probability for receiving Z  would be  
1

n

i i

i

p z


  and for receiving Z  would be 

 
1

1
n

i i

i

p z


 . But this corresponds to a certainty equivalent outcome  1

1

n

i i

i

p z 



 
 
 
 , 

where 1   is the inverse of the risk preference function. The Arrow-Pratt measure of absolute 

risk aversion [1, 14] is defined as  
   2

2

d z d z
z

dz dz

 
   . A person with constant absolute 

risk aversion will thus have the risk preference function   /zz e     , where   and   

are constants of integration and the inverse risk preference function 

    1 ln /p p        , for any 0 1p  .  

Applying this reasoning to the NPV of a sequence of stochastic payments the certainty 

equivalent of 
nY  as defined above will be: 

   1

certainty equivalentNPV
n

y

f y y dy 






 
  

 
 
 Y

.  

         

(19) 

Comparing certainty equivalents for different stochastic payment sequences will thus provide 

a coherent procedure for their evaluation. 

By way of example, assuming a simple risk preference function with constant absolute risk 

aversion   1 zz e    , i.e. ln   and 1  , and that y in (19) is non-negative, we have 
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    1 ln 1 /p p      and         
0 0

1 1
n n n

y

y y
f y y dy f y e dy f 

 


 
    Y Y Y

. 

Thus  

  
certainty equivalent

ln
NPV

n
f 


 

Y
.  

     
     

(20) 

In (16) the transform  
n

f s
Y is given by its moments, so the right-hand member of (20) is 

evaluated exchanging s for   in (16) and taking the moments from (8)–(11). Eq. (20) is easily 

shown to hold for any risk preference function with constant absolute risk aversion. 
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Abstract: We model a periodic review inventory system with a stationary stochastic demand,
in which a manufacturer is procuring a component from two available supply sources. The
faster supply source is assumed to be stochastic capacitated with immediate delivery, while the
slower supply source is modelled as uncapacitated with a longer fixed lead time. The objective
of a manufacturer is to choose how the order should be split between the two supply sources
in each period, where the slower supply source is used to compensate for the supply capac-
ity unavailability of the faster supply source. We derive the optimal dynamic programming
formulation that minimizes the total expected inventory holding and backorder costs over a
finite planning horizon. We show that the optimal policy is relatively complex, therefore we
study the myopic policy, which can be characterized as the two-level base-stock policy. We
derive some additional properties of the myopic policy and show that it provides a near-perfect
estimate of the optimal costs. More specifically, we shows that the accuracy is lower when both
the demand uncertainty and the supply capacity uncertainty are high, as expected.

Keywords: inventory, dual sourcing, stochastic models, myopic policy, uncertain capacity.

1. INTRODUCTION

In the age of agile supply chains the two main determinants of the customer service level are the
speed of replenishment and its reliability. To guarantee the customer satisfaction the companies
are seeking for a supply base that would enable them to pursue these two goals. It is often the
case, that a supplier might offer fast delivery while its reliability will suffer occasionally. This
has forced the companies to search for alternative supply channels, through which they would
improve the supply process reliability, where often more reliable supply comes with the price,
either in higher purchasing costs per unit of a product or longer replenishment lead time.

A number of procurement options nowadays is growing, particularly due to increased pro-
duction outsourcing, but these may differ substantially in terms of flexibility, availability and
reliability. While the companies can now rely on a spot market for flexibility and possibly
favourable market price, the risk of insufficient product availability is too high and it needs
to be compensated through utilization of a more reliable supply channel. To hedge this risk
companies can rely to long term contractual agreements with their alternative suppliers, which
can guarantee a reliable delivery.

In this paper we address the problem of a manufacturer procuring a component used for
production of a finished product, where the two sourcing options are considered: a fast ca-
pacitated supplier and a reliable supplier with the longer lead time. When the manufacturer
anticipates the supply shortage at the faster supplier, the decision has to be made to what
extent the slower supplier should be utilized. In each period the manufacturer has to decide
about the quantities to procure from the two supply channels. Due to the production delay
both decisions are made before the demand for the finished product is realized, thus the de-
cision maker is faced with both, the uncertain replenishment from the faster supplier and the
uncertainty of demand.

We proceed with a review of the relevant literature. The supply process of the faster supplier
is modelled as in [2, 8, 5, 6] and [7], where the random supply/production capacity determines
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a random upper bound on the supply availability in each period. For a finite horizon stationary
inventory model it holds that the optimal policy is of base-stock type, where the optimal base-
stock level is increased to account for possible, albeit uncertain, capacity shortfalls in future
periods.

The search for the best dual-sourcing strategy in the literature revolves around the dilemma
of when to use a faster and necessarily more expensive supplier to compensate for a slow
response by a cheaper supplier. Several papers discuss the setting in which the lead times of
the two suppliers differ by a fixed number of periods [4, 1, 9]. More specifically, [4] shows
the optimality of the two-level base-stock policy for the case where the two suppliers’ lead
times differ by one period (so-called consecutive lead times). The policy instructs that first the
order with the fast supply source is placed so that the inventory position is raised to the first
base-stock level, and then the slow supply source is used to raise the inventory position to the
second base-stock level. For general, nonconsecutive, lead times, [9] found the optimal policy
to be quite complex and lacking structure.

The dual sourcing papers that assume either one or both suppliers are capacitated all limit
themselves to having fixed capacity limits on an individual order or on cumulative order with
the supplier [3, 12, 10, 11]. They generally show that the two-level base-stock policy is optimal
when leadtimes differ for one period. While the modeling perspective of the papers referred
to above is similar to ours, they all still primarily focus on exploring the trade-off between the
price difference and responsiveness. To our knowledge we are the first to study the trade-off
between stochastic supply capacity availability and responsiveness.

The remainder of the paper is organized as follows. We present the model formulation and
derive the optimal cost formulation in Section 2. In Section 3, the myopic dual sourcing policy
is introduced, the structure of the policy is given and the analysis of the differences between
the optimal and myopic policy is presented. We summarize our findings in Section 4.

2. MODEL FORMULATION

In this section, we give the notation and the model description. The faster, zero-lead-time,
supply source is stochastic capacitated where the supply capacity is exogenous to the manu-
facturer and the actual capacity realization is only revealed upon replenishment. The slower
supply source is modeled as uncapacitated with a fixed one period lead time. The demand and
supply capacity of the faster supply source are assumed to be stochastic non-stationary with
known distributions in each time period, although independent from period to period. In each
period, the customer places an order with either an unreliable, or a reliable supply mode, or
both.

Presuming that unmet demand is fully backordered, the goal is to find the optimal policy
that would minimize the inventory holding costs and backorder costs over finite planning hori-
zon T . We intentionally do not consider any product unit price difference and fixed ordering
costs as we are chiefly interested in studying the trade-off between the capacity uncertainty
associated with ordering from a faster supply source and the delay in the replenishment from
a slower source. The notation used throughout the paper is summarized in Table 1 and some
is introduced when needed.

We assume the following sequence of events. (1) At the start of the period, the manager
reviews the inventory position before ordering xt, where xt = x̃t + vt−1 is the sum of the on-
hand stock x̃t and the order vt−1 to a slower supply source made in the previous period. (2)
Order zt to a faster supply source and order vt to a slower supply source are placed. For the
purpose of the subsequent analysis, we define two inventory positions after the order placement.
First, after placing order zt the inventory position is raised to yt, yt = xt + zt, and order vt
is placed to wt, wt = xt + zt + vt. Observe that it makes no difference in which sequence the
orders are actually placed as long as both are placed before the current period’s capacity of
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Table 1: Summary of the notation.

T : number of periods in the finite planning horizon
ch : inventory holding cost per unit per period
cb : backorder cost per unit per period
α : discount factor (0 ≤ α ≤ 1)
x̃t : on-hand inventory before ordering in period t
xt : inventory position before ordering in period t
yt : inventory position after ordering from a faster capacitated supply source in period t
wt : inventory position after ordering from a slower uncapacitated supply source in period t
zt : order placed with the faster supply source in period t
vt : order placed with the slower supply source in period t
dt, Dt : actual realization and random variable denoting demand in period t
qt, Qt : actual realization and random variable denoting the available supply capacity

of the faster capacitated supply source in period t

the fast supply source q− t and demand dt are revealed. (3) The order with the slower supply
source from the previous period vt−1 and the current period’s order zt are replenished. The
inventory position can now be corrected according to the actual supply capacity realization
wt − (zt − qt)

+ = xt + min(zt, qt) + vt, where (zt − qt)
+ = max(zt − qt, 0). (4) At the end

of the period, demand dt is observed and satisfied through on-hand inventory; otherwise, it is
backordered. Inventory holding and backorder costs are incurred based on the end-of-period
on-hand inventory, x̃t+1 = yt − (zt − qt)

+ − dt. Correspondingly, the expected single-period
cost function is defined as Ct(yt, zt) = αEQt,DtC̃t(x̃t+1) = αEQt,DtC̃t(yt − (zt − Qt)

+ − Dt),
where C̃t(x̃t+1) = ch(x̃t+1)

+ + cb(−x̃t+1)
+. The minimal discounted expected cost function

that optimizes the cost over a finite planning horizon T from period t onward, starting in the
initial state xt, can be written as:

ft(xt) = min
xt≤yt≤wt

{
Ct(yt, zt) + αEQt,Dtft+1(wt − (zt −Qt)

+ −Dt)
}
, for 1 ≤ t ≤ T (1)

and the ending condition is defined as fT+1(·) ≡ 0.

3. NEAR-OPTIMAL MYOPIC POLICY

In this section, we review the characteristics of the optimal policy, where the order with the
faster supply source depends on the inventory position before ordering, while the order with
the slower supply source is placed up to a state-dependent base-stock level. We continue by
introducing the myopic policy where the optimal orders are the solutions to the extended single
period problem, and show the properties of the two myopic base-stock levels. We conduct the
numerical analysis to show that the costs of the myopic policy provide a very accurate estimate
of the optimal costs.

As single-period costs Ct in period t are not influenced by order vt, we can rewrite (1) in
the following way:

ft(xt) = min
xt≤yt

{
Ct(yt, zt) + min

yt≤wt

αEQt,Dtft+1(wt − (zt −Qt)
+ −Dt)

}
, for 1 ≤ t ≤ T , (2)

which now enables us to introduce auxiliary cost functions Jt(yt, zt) and Ht(wt, zt):

Jt(yt, zt) = Ct(yt, zt) + min
yt≤wt

αEQt,Dtft+1(wt − (zt −Qt)
+ −Dt), for 1 ≤ t ≤ T (3)

Ht(wt, zt) = αEQt,Dtft+1(wt − (zt −Qt)
+ −Dt), for 1 ≤ t ≤ T (4)
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In the literature review, we refer to a series of papers studying the dual sourcing inven-
tory problem with consecutive lead times. The two-level base-stock policy characterizes the
structure of the optimal policy in all of them, both in the case of uncapacitated supply sources
and in the case where one or both supply source exhibit the fixed capacity limit. However, by
studying the convexity properties of the cost functions given in (2), (3) and (4), it can be shown
that these are not convex in general. The optimal inventory position after ordering with the
faster supplier is not independent of the inventory position before ordering xt, and therefore
cannot be characterized as the optimal base-stock level.

Next, we introduce the notion of the myopic policy, which optimizes the so-called extended
single period problem in every period. As the model under consideration assumes different
lead times for the faster and the slower supplier, the extended period covers the time interval
in which both ordering decisions are made that directly influence the single period costs Ct in
period t. It effectively starts by placing an order vt−1 with the slower supplier in period t− 1,
followed by placing an order zt with the faster supplier in period t. The ability to cover the
demand Dt at the end of period t depends on the replenishment of the two orders and the
realization of the demand. Observe also that with the order vt we cannot influence the costs
in period t.

The myopic equivalent to the optimal cost function as given in (2) can therefore be written
in the following way:

fM
t (xt) = min

xt≤yt
Ct(yt, zt) + min

yt≤wt

αEQt,Dtft+1(wt − (zt −Qt)
+ −Dt), for 1 ≤ t ≤ T , (5)

where the search for the optimal yt resorts to minimizing the single period cost function Ct.
In the following proposition, we show that the myopic policy can be characterized as the

two-level base-stock policy, where the optimal order ẑt is placed up to the first base-stock level
ŷM , and the optimal order v̂t is placed up to the second, state-dependent, base-stock level ŵ(ẑ).
For clarity reasons we omit the subscript t in parts of the following text.

Proposition 3.1 Under stationary stochastic demand and supply capacity, the following re-
sults hold for all t:

1. fM
t (xt) is convex in xt.

2. The optimal myopic policy is the two-level base-stock policy with the constant base-stock
levels ŷM and ŵM (ẑ), where:

3. ŷM = ŷt
M is the solution to minxt≤yt Ct(yt, zt): ŷM = G−1

(
cb

cb+ch

)
, and

4. ŵM (ẑ) = ˆwt−1
M (ẑt−1) is the solution to minyt−1≤wt−1 αEQt−1,Dt−1 minxt≤yt Ct(yt, zt).

Proof. We prove Part 1 by regular inductive argument on t. It is clear that Part 1 holds for
T +1 due to fT+1(·) ≡ 0. Suppose that Part 1 also holds for t+1. We need to show that it also
holds for t. We need to show that both parts of (5) are convex. Note that the single-period
cost function Ct(yt, zt) is convex in yt and quasiconvex in zt for any t as shown in [2]. Partially
differentiating Ct with respect to zt and setting it to zero proves Part 3. The second partial
derivative of Ct with respect to yt evaluated at the optimal ŷM is nonnegative, which proves the
convexity. The second part of (5) holds due to the fact that taking expectations over Qt and Dt

preserves the convexity of ft+1, and evaluating the second partial derivative of Ht(wt, zt) with
respect to wt and applying the first-order optimality condition for wt, shows that minimization
over wt also preserves convexity. Part 4 comes directly from the definition of the myopic dual
sourcing policy.

To prove Part 2, we need to show that the myopic policy behaves as a two-level base-stock
policy. By differentiating the first-order optimality condition for Ht(wt, zt) with respect to yt,
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we see that dŵt(zt)/dyt = 0 satisfies the equation, which is a definition of the base-stock policy.
Similarly, differentiating the first-order optimality condition for Jt(yt, zt) with respect to xt, we
see that dẑt/dxt = −1 needs to hold, which proves Part 2. �

For the capacitated single supplier model, [2] show that while ŷM optimizes a single period
problem, it is far from optimal in a multiperiod setting. However, we show that in the dual
sourcing model under consideration the appropriate combination of the two myopic base-stock
levels provides a very good substitute for the optimal base-stock levels. In Table 2, we present
the optimal and the myopic inventory positions. Numbers in bold are used to denote cases,
where the myopic inventory positions and orders differ from the optimal ones. The results
for ŷ(x) confirm that ŷ is a function of x, therefore the optimal order ẑ is not placed in the
manner of a base-stock policy. We see that with increasing x, ŷ(x) is increasing, approaching
the myopic ŷM . For lower x, the optimal policy suggests that it is not optimal to constantly
increase ẑ by ordering up ŷM . This can be attributed to the increased uncertainty about the
replenishment of ẑ. To compensate for this, the decision maker should rely more on the order
to the slower supplier by increasing v̂ above v̂M .

Table 2: The optimal and the myopic inventory positions and orders.

x 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23

ŷ(x) 14 14 14 14 15 15 15 15 15 15 15 15 15 16 16 16 16
ŷM 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16
ẑ 14 13 12 11 11 10 9 8 7 6 5 4 3 3 2 1 0
ẑM 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

ŵ(ẑ) 29 28 27 27 27 26 25 25 25 24 24 24 23 23 23 23 23 23 23 23 23 23 23 23
ŵM (ẑM ) 31 30 29 28 27 27 26 25 25 25 24 24 24 23 23 23 23 23 23 23 23 23 23 23
v̂(ẑ) 15 14 13 13 12 11 10 10 10 9 9 9 8 7 7 7 7 6 5 4 3 2 1 0
v̂M (ẑM ) 15 14 13 12 11 11 10 9 9 9 8 8 8 7 7 7 7 6 5 4 3 2 1 0

Despite the fact that the myopic base-stock levels generally differ from the optimal inventory
positions, we now proceed to show that the costs of the myopic policy provide a nearly perfect
estimate of the optimal costs. In Figure 1, we provide the histogram of the relative differences
in costs of the optimal and myopic policy. The accuracy of the myopic policy is tested on
300 scenarios, where in almost 60% of the scenarios the costs of the myopic policy are equal
to the optimal costs. Only in 4 cases, myopic costs differed for around 0.3%, which is also
the highest cost difference observed. A careful study of suboptimal scenarios has not revealed
a clear pattern that would point out the characteristics of these scenarios. In general, the
accuracy is lower when both the demand uncertainty and the supply capacity uncertainty are
high, which is not unexpected.

4. CONCLUSIONS

In this paper, we analyze a sourcing situation in which both a faster stochastic capacitated
supply source and a reliable slower supply source may be used. Accordingly, we model a finite
horizon dual-sourcing inventory model with a stochastic capacitated, zero-lead-time supplier
and an uncapacitated supplier with the lead time of one period. We derive the dynamic
programming formulation for the optimal inventory holding and backorder costs, where we
show that the structure of the optimal inventory policy is relatively complex as the optimal
cost function is not convex in general. Thus, the optimal inventory position after ordering
with the faster supplier is a function of the inventory position before ordering and thus the
policy does not behave as a base-stock policy. We study the myopic policy, where the optimal
inventory position after ordering with the faster supplier corresponds to the solution to a single
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Figure 1: The relative difference in costs between the optimal and the myopic policy.

period uncapacitated inventory problem. We show that by carefully balancing the two base-
stock levels, the costs of the myopic policy provide a very good approximation for the optimal
costs.
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Abstract: This work proposes a multi-period deterministic and a dynamical predictive model as new 

decision support tools for Inventory in process Routing and Control in the distribution of industrial 

gases via truck deliveries. The first is a mixed integer linear model and describes the problem of the 

optimal selection of the customer replenishment schedule giving priority to the minimization of the 

fleet size, and backhauling of empty gas tanks. The dynamic version is a mixed integer model with an 

exact linearization of the non-linear objective function terms, suitable for a predictive approach of the 

inventory control problem. 

 

Keywords: Inventory Routing, Industrial Gas Distribution, Mathematical Modelling, Inventory 

Control, Mixed Integer Programming, Model Predictive Control 

 

1 INTRODUCTION 

 

The complete life cycle of a product includes scheduling, production planning, manufacturing, 

inventory management and distribution planning. The latter two prove to be of particular 

importance due to the economic benefits they offer to the overall process. The integration of 

forward and reverse flows of products and materials offers additional profit. Reverse logistics 

deal with the management of return flows of products and materials in commercial and 

industrial processes and offer economic and environmental benefits. In Vendor managed 

resupply the supplier manages the inventory replenishment of the customers. Using inventory 

routing [3], vendors can offer attractive discounts by saving on distribution cost and are able 

to better coordinate deliveries to different customers. Supply chain managers also wish to 

balance profit maximization with risk minimization. One way to minimize risk is to hold some 

buffer stock so that the supply chain can respond to rush orders or demand spikes. This work 

first presents a multi-period deterministic model for the distribution of industrial gas with small 

tanks that captures all attributes of reverse logistics and inventory routing. The single period 

version of the deterministic model of has been presented in [4, 5] and it contained continuous 

variables for the truck loads. In this work the problem is expanded to multiple periods 

scheduling, where the truck loads are represented by integer variables. Also more effective 

sub-tour elimination constraints replace the ones in the single period models [4, 5], by 

demanding smooth flow of commodities between nodes and consistency with the vehicle 

capacity. The system is modelled in Section 2 as a multi-period Inventory Routing problem 

with Simultaneous Pick-up and Delivery (IRPSPD) to account for the reverse logistics of 

empty gas tanks and multiple period scheduling. Section 3 describes the discrete time 

dynamical version of the model, which is utilized by the MPC strategy proposed for solving 

the inventory control problem, where future demands are considered as the disturbance to the 

system. The dynamical model balances profit maximization versus risk minimization. Section 

4 illustrates the methodology using an example of stabilizing an inventory routing system via 
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the proposed predictive strategy. The paper concludes with a discussion of the results and 

directions for future research.  

 

2 DEFINITION OF THE MULTI-PERIOD IRPSPD 

 

In the multi-period IRPSPD a homogeneous fleet V with Kavl = V  available vehicles of equal 

capacity Q must be serve a set N of n customers, N = {1, 2…, n}. The planning horizon 

considers T periods, t = 1, …, T. There is a demand di,t for every customer iN. Each customer 

i maintains its own inventory up to capacity Ci and incurs inventory carrying cost of hi per 

period per unit. The complete directed graph induced by the customers is G = (N+, A), where 

N+ = N  {0, n+1} is the set of vertices. The depot is represented by vertex 0 and n + 1. A is 

the set of arcs connecting any pair of vertices, while no arc terminates in vertex 0, and no arc 

originates from vertex n+1. A travelling cost ci,j  is assigned to each arc (i, j)Aand 

 max ,max i jc c . Zero delivery demands and pickup demands are assigned to nodes {0, n+1}, 

that is, d0 = dn+1 = p0 = pn+1 = 0. The primary objective is the minimization of the required 

number of vehicles. The secondary objective is to minimize the overall transportation and 

inventory carrying cost incurred over a specific planning horizon. Each customer is serviced at 

most once in each period t, ( ,i ip d Q ,  iN), no split delivery is permitted, capacity 

constraints must be satisfied, and no backlogging is permitted.  

 

2.1 Mixed Integer Programming formulation for the multi-period IRPSPD 

 

The next four sets of variables are considered in the problem: 

zk,i,,j,t = 
1 if vehicle drives from to in period

0

     

 otherwise

k i j t



,     (i,j)A, k V and t = 1, ..., T 

Yk,i,j,t and Pk,i,j,t are the vehicle loads of full and empty tanks on that trip respectively, and Ii,t and 

EIi,t are the inventory of full and empty tanks at customer i, at the end of period t respectively. 

The IRPSPD can then be formally described as the following multi-period commodity network 

flow model with capacity constraints: 

                   

                

(1)  

 

s.t.                
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{ 1} {0}
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, , , , , , , , , , ,{0, 1} , , , , , ( , ) , , 1,...,k i j t k i j t k i j t i t i tz Y P I EI Z i j A k V t T                (15) 

 

The objective function (1) minimizes the number of vehicles, the inventory and the 

transportation costs, giving priority to the attainment of the first goal, where:  

  -1 -1

max max av max* arg min 10 , 10 , , (  )a a

a

a C a Z C K n c                (16) 

Constraints set (2) states that a vehicle will visit a location no more than once in a time period, 

and constraints set (3) ensure route continuity. Constraints (4, 6) ensure that the amount 

transported between two locations will always be zero whenever there is no vehicle moving 

between these locations, and that the amount transported is less than or equal to the vehicle’s 

capacity. Constraint sets (5, 7) along with the other elements of the model ensure that efficient 

solutions will not contain sub-tours. Constraint sets (8, 9) are the balances of full and empty 

tanks at customer i at the end of period t. According to the capacity constraint set (10), when a 

vehicle leaves a customer, the total load must not exceed the capacity Q. Constraint set (11) 

ensures that the amount of tanks (empty and full) at a customer cannot exceed its’ capacity to 

hold inventory Ci.  

 

3 PREDICTIVE INVENTORY CONTROL APPROACH 

 

In this work, the MPC strategy described in [2] is adjusted to the inventory routing and control 

problem. As shown in Figure 1 the future outputs for the prediction horizon Np, are predicted 

at each instant t using the process model (2-15). The set of future control signals is calculated 

by optimizing a balanced set-point tracking criterion (quadratic function) and the economic 

cost criterion of equation (1). The control signal u(t|t) (deliveries) is sent to the process whilst 

the future calculated deliveries are rejected, because at the next sampling instant y(t+1) is 

already known and step 1 is repeated with this new value and all the sequences are brought up 

to date. Thus the u(t+1|t+1) is calculated using the receding horizon concept. The basic 

structure of the adopted strategy is shown in Figure 2. Model (2-15) is used to predict the future 

inventories, based on past and current values and on the proposed optimal future delivery 

actions. These actions are calculated by the optimizer taking into account the constraints and 

the cost function (where the future tracking and the economic cost error are balanced). We use 

a state space representation of the system: 
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dx Ax Bu B d                                                                      (17) 

 

 
Figure 1: The Model Predictive Control strategy 

 

in which 
Nx Z is the system state i.e. the inventory at customers  1 2 ... NI I I  ;  , ,i t i tx I , 

Nu Z is the manipulated input, i.e. the delivered quantities  1 2 ... Nu u u  , where
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Nd R  is the disturbance to the system i.e. the demand of 

customers  1 2 ... Nd d d  . The outputs are the states themselves y   x. For the nominal 

disturbance (demand) ds, assuming stability of the system [1], we adopt the model of the online 

terminal constraint MPC problem (18). With   , , , ,
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formalize the transportation and inventory cost, while the minimization of the number of 

vehicles is not considered now as a primary objective, and      
'

, ,

1
( )

2

tr

t t s t j sg x t x x P x x    

is the tracking cost, with matrix P for the cost of tracking the safety stock xs. Coefficients a and 

(1 - a), where a ∈ [0, 1], are relative weightings assigned to the economic and the tracking 

costs respectively.  
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A, B and Bd derive from (8) and with respect to (2-15) for period t = 1,..., Np. The non-linear 

term    
'

, ,

1

2
t t s t j sx x P x x  , can be replaced by  2 2
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diag P x x x x
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since P is diagonal. By substituting 2

1,t tq x  2,t tq x  it becomes  

Current 
deliveries (input) 

 u(t) 

 
 

Current 

output 

y(t) 

Past Future 
Set Point 

Predicted Inventory 

levels (outputs)  

y’(t + k | t) 

Deliveries (future input) 

 u(t + k | t) 

 

Control Horizon (Nc) 

Prediction Horizon (Np) 

t+Np t+Nc t+3 t+2 t+1 t-1        t 

Present 

75



   

 

2

, 1, , 2, , , ,

1

1, 1, 2, 20,

2, 1, 2, 20,

20

, ,

1

1
( ) ( ) 2

2

also let    4 ... 400 and

2 ... 20 ( 20)

1, 0,1

N
tr

j t j t j t j s j s

j

t t t t

t t t t t

k t k t

k

g x t diag P q q x x

q y y y

q y y y x

y y






     


    


     

 






               (19) 

 

Model (18) with the linearization constraints of (19) is a mixed integer linear model, which can 

be solved to optimality within reasonable computational times for moderate instances. 
 

 
Figure 2: Structure of the Model Predictive strategy for the Inventory Control problem  

 

4 AN ILLUSTRATIVE EXAMPLE 

 

To illustrate the methodology a distribution system of 1 supplier, 3 customers, and 3 vehicles 

is considered. The vehicles’ capacity is Q = 20. The nominal demand of the customers is ds = 

[10 7 13]. The initial inventories of full and empty tanks are I0 = [2 15 20] and P0 = [11 5 2] 

respectively and the unit inventory cost is h = 1. The scheduling horizon spans 12 time periods. 

The unit transportation costs of node pairs are: c0, 1 = 15, c0, 2 = 18, c0, 3 = 22, c1, 2 = 32, c1, 3 = 

14, c2, 3 = 34 and the cost table is symmetric.  

The optimal schedule for the multi-period steady state case at the nominal demand is presented 

in Table 1. Rows and columns correspond to customer nodes and periods respectively.  
 

Table 1: Multi-period steady state schedule 
 

 Periods 
Customers 1 2 3 4 5 6 

1 (3, 0, 8, 10) (-, -, 0, 0) (3, 0, 20, 10) (-, -, 0, 0) (3, 0, 13, 3) (1, 0, 20, 13) 

2 (-, -, 0, 8) (-, -, 0, 1) (2, 0, 20, 14) (-, -, 0, 7) (-, -, 0, 0) (2, 0, 14, 7) 

3 (-, -, 0, 7) (2, 0, 19, 13) (-, -, 0, 0) (3, 0, 20, 7) (1, 0, 19, 13) (-, -, 0, 0) 

 Periods 
 7 8 9 10 11 12 

1 (1, 0, 7, 10) (-, -, 0, 0) (1, 0, 13, 3) (1, 3, 7, 0) (3, 0, 10, 0) (1, 0, 20, 0) 

2 (-, -, 0, 0) (2, 0, 14, 7) (-, -, 0, 0) (2, 0, 8, 1) (2, 0, 20, 14) (-, -, 0, 7) 

3 (1, 1, 13, 0) (3, 0, 19, 6) (1, 1, 7, 0) (1, 0, 13, 0) (1, 0, 19, 6) (2, 0, 20, 13) 
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The quadruplet entries of the table represent: (vehicle, previous node, delivery, and inventory 

at the end of each period).The total cost is 967 units and it is consisted of 777 units for 

transportation and 190 units for inventory. For the disturbance predictions of the dynamic 

system, we make a demand forecast d. We assume that we have perfect demand information 

for one period, thus we select Nc = 1, (Np = 12). For the remainder of the horizon, the demand 

forecast is set to the nominal demand ds. 

 

The Np-horizon dynamic case 

The targeted safety stock is the solution of ( 1) ( ) ( ) ( )dx t Ax t Bu t B d t    for one period 

delivery delay: xs = [10 7 13]. The targeting cost of the safety stock is a diagonal matrix P, 

where Pi,j = 2 for i = j. We assume that the customer demand is normally distributed around 

the nominal demand. The variance of the demand is 0.5. Table 2 contains the actual demand. 

Figure 3, presents the response of the inventories with α varying from 0 (i.e. strategy for 

shortage risk aversion) to α = 1 (i.e. opt for economic criterion). Results show the safety stock 

is reached and maintained promptly in the first case. For example, for a = 0.2, Figure 3 shows 

that the response of the closed-loop system, quickly settles to the safety steady state. Table 3 

reports the distribution of costs with varying a, which shows that balanced decisions can be 

made based on the change of a single parameter (a) and the desired inventory tracking can be 

matched with the best possible routing schedules. 
 

Table 2: Actual demand for 12 periods 
 

 Periods 
Cust 1 2 3 4 5 6 7 8 9 10 11 12 

1 9 9 10 11 10 10 9 9 10 11 10 10 

2 7 8 6 7 7 8 7 8 6 7 7 8 

3 14 13 12 13 12 14 14 13 12 13 12 14 

 
Table 3: Cost distribution with varying a 

 

a 0  0.2 0.3 0.4 0.5 0.8 0.9 0.95 1 

Total cost 1651 1606 1527 1451 1338 1246 1145 1053 1044 

Transportation cost 1291 1248 1173 1099 992 917 886 851 814 

Inventory cost 360 358 354 352 346 329 259 202 230 

Tracking cost 0 6 26 86 210 577 1005 1560 1510 

 

Conclusions 

The paper presents a linear deterministic model for the multi-period IRPSPD and a dynamical 

predictive inventory control strategy for the industrial gas distribution business. It is shown 

that by using the proposed MPC strategy, the supply chain can be stabilized. The method offers 

a useful tool for producing balanced decisions between costs and tracking of the safety 

inventory. Future research may consider the presence of time windows for the customer 

service, which is a realistic approach to the actual problem. Also the development of custom 

algorithms for the solution of instances of higher cardinality will be required since the problem 

is NP-hard.  
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Abstract: When different demand classes must be served from the same inventory, stock is
allocated following a rationing policy. Under rationing, low priority demand is filled as long as
the inventory is above a critical level. When inventory decreases below the critical level, parts
are reserved for future high priority demand. In this paper, we develop a dynamic rationing
policy that changes the critical level as the next delivery is approaching.
Simulations have been run to compare the effect of dynamic versus static critical levels on
service level. Results show that the dynamic critical levels lead to a higher service level.

Keywords: inventory management, allocation strategies, rationing policies, dynamic critical
levels

1 INTRODUCTION

Inventory systems often face various classes of orders (for a given item) with different priorities.
For instance, in an automotive spare parts warehouse, the same item can be requested to repair
a vehicle out of road (VOR order) or as regular restocking order from the retailer. In such
a case, the company may want not to fill a demand with a low priority and reserve stock for
potential VOR future demand.
In the literature, this problem is known as inventory rationing problem. Inventory rationing
deals with finding a critical level such that, when inventory-on-hand falls below it, low prior-
ity orders are back-ordered and parts are reserved for future high priority demand. Critical
levels can be constant (static inventory rationing) or can change in time (dynamic inventory
rationing). The majority of the literature contributions analyses systems with static inventory
rationing. In particular, optimal critical levels are computed minimizing expected cost [2, 3, 1]
or fixing expected service level for each demand class [10, 9]. A comprehensive and accurate
review on static critical levels literature can be found in [11] and [7].
The literature about dynamic rationing is relatively scarce, although one of the first papers
dates back to 1968 [12]. Differently from static approaches, the main idea of the dynamic ones
is to link critical levels to time. For example, the lead time is divided in subintervals and
the critical levels are constant over each subinterval [6]. Instead, [8] introduces the concept of
rationing trigger times, i.e. critical times after which low priority demand is no longer satisfied.
Critical levels are computed on the basis of the residual lead time before the next shipment in
[11, 4], while [5] uses the stock-out probability of future high priority demand in the residual
lead time to set the levels.
This paper presents a heuristic rule to determine dynamic critical levels. The idea is that, as
the expected number of higher priority orders decrease as the next replenishment is approach-
ing, also the critical level must be reduced as well. This is the same idea pursued in [11] and
[4]. However, while [11] and [4] device an objective function whose minimization leads to the
critical levels, we determine their values as if they were the safety stock for the residual high
priority demand before the next replenishment. This is achieved by setting a constraint on the
service level for high priority demand. Our heuristic has been tested on a European automotive
spare parts inventory and compared with a static rationing policy. The results show that it is
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possible to achieve higher service level allocating stock by using the dynamic critical levels.
The remainder of the paper is structured as follows. Our model is discussed in section 2.
Section 3 presents the results of the case study and section 4 concludes the paper.

2 DYNAMIC INVENTORY RATIONING MODEL

2.1 System Description

We analyse a single-echelon single-warehouse system, characterized by periodic-review policy,
two demand classes and backlogging. Demand is stochastic and each demand class is an
independent random variable Di,t, i = H,L. At time t the total demand is Dt = DH,t +DL,t,
where DH,t has higher priority than DL,t. This assumption could model different service level
requirements or different penalty cost for the two classes. We assume the supplier’s lead time
(LT ) is constant and deterministic.
We control inventory by using an order-up-to S policy, i.e., every τ periods an order is placed
to bring the inventory position up to the value S. Hence, the order issued at time t has to cover
demand up to the delivery of the next order, over the so-called out of control period (LT + τ).
The value S is computed as:

S = FLT+τ + zασLT+τ , (1)

where FLT+τ is the forecasted demand during the out of control period, zα the α-quantile of
the demand distribution and σLT+τ a measure of the demand uncertainty. The term zασLT+τ

represents the so-called safety stock. Some allocation strategy must be used to choose whether
(and in case, to which extent) low priority demand should be filled or backlogged. In this
situation, it might be appropriate not to fill some low priority orders and to reserve stock for
potential high priority future demand; hence, critical levels must be set to decide how much
stock to reserve for high priority demand.

2.2 A Dynamic critical level

As introduced in section 1, the purpose of this paper is to devise a heuristic procedure to
set dynamic critical levels. The logic behind the procedure is that, as the next replenishment
is approaching, the expected number of high priority orders that inventory currently in the
warehouse needs to meet decreases. Thus, also the amount of stock reserved for high priority
demand can be reduced (Figure 1).

Figure 1: Static vs Dynamic critical levels

Just after a replenishment, the dynamic critical level reserves more inventory to cover the
high priority demand over all the period until the next replenishment. However, this occurs at
a time when the amount of total available inventory is large, thus there is a negligible effect on
the fulfilment of low priority orders. On the other hand, just before the next replenishment,
the stock kept for high priority orders can decrease and this decrease frees part of inventory
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that can be used to satisfy low priority demand. The decrease of the critical level could result
in a small reduction of the service level for high priority orders meanwhile increasing that for
low priority ones, with a possible positive balance.
Following the idea presented above, any time the system faces a new replenishment, critical
levels are updated. Let T denote the length of the period between two successive replenishments
and t the current day, then t = 1, · · · , T . Let CLt be the critical level at day t and CL0 the
initial critical level, calculated at the time the first replenishment enters the system (i.e., the
warehouse). The initial critical level CL0 represents the amount of stock the system needs to
guarantee a target service level for high priority demand within period T . For this reason, CL0

can be considered as a safety stock for high priority demand. According to our heuristic, CL0

is computed as follows:
CL0 = zH,ασH,T , (2)

where α is the target service level for high priority demand satisfaction, zH,α the α-quantile
of high priority demand distribution and σH,T a measure of its uncertainty within period T .
Assuming that demand fluctuations are independent within T , the demand variability σH,T

can be computed as σH,T = σH
√
T .

At day t, the critical level CLt must guarantee a target service level for high priority demand
within period T − t, thus it must be updated to a lower value CLt < CL0. Using the idea of
equation (2), CLt must be updated as follows:

CLt = zH,ασH,T−t. (3)

Assuming independent demand over time, it is easy to show that CLt is proportional to CL0

and, in particular,

CLt = CL0

√
T − t

T
. (4)

As stated in equation (4), CLt decreases as the next replenishment is approaching, in order to
free stock for low priority demand.

3 AN APPLICATION TO A REAL SYSTEM

The heuristic described in section 2 has been tested in a real context to improve the performance
of a European automotive spare parts central depot. In such a context, the same item can be
requested to repair a vehicle out of road (VOR order) or as regular restocking order from dealers.
The cost linked to a VOR backorder is higher than the one associated to regular orders. For
this reason, the company may decide to have different rules to allocate its inventory-on-hand
among orders with different priority, especially when the inventory level is down to a few units.
In this situation, it might be appropriate not to fill a demand with lower penalty costs and
reserve stock for potential VOR future demand.
The warehouse plans orders to suppliers according to the order-up-to S policy with monthly
frequency. For the sake of simplicity, suppliers are assumed to have deterministic lead time LT
(perfect reliability). Demand is represented by the orders arriving from dealers that must be
shipped within the end of the day. Unfulfilled demand is backlogged. The sequence of events
in each day is the following. First, the replenishment order placed LT days ago arrives and
dealers’ demand (for both high and low classes) is collected. Then, available stock is allocated
to orders. Initially, both high and low priority backorders (in case there is any) are fulfilled;
then, the inventory-on-hand is used to satisfy high priority demand. Finally, if the remaining
stock is above the critical level, low priority orders are served until the critical level is reached.

The company was interested in improving the performance of their warehouse in terms of
increasing orders fulfilment for both demand classes. Thus, the performance measure we used
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was the fill rate for each class i, i.e.,

SLi =
Fulfilled class i demand quantity

Total class i demand quantity
i = H,L. (5)

We compared the developed heuristic with the as is static inventory rationing policy of the
company.

3.1 As is static rationing policy

The critical levels CLstatic
m used by the company are computed at the beginning of each month

m as a percentage UPm of the monthly safety stock SSm:

CLstatic
m = SSmUPm. (6)

The percentage UPm corresponds to the smoothed fraction of high priority demand DH,m−1

over total demand Dm−1 in the previous month, i.e.,

UPm = β
DH,m−1

Dm−1
+ (1− β)UPm−1, (7)

where β is the smoothing coefficient of the high priority demand percentage and it is set to
β = 0.2. SSm is the safety stock calculated in month m, i.e., the same used in equation (1):

SSm = zασLT+τ . (8)

The main difference between this policy and the one represented by equations (2) - (4) is
that the dynamic critical level changes everyday, decreasing with the approaching of a new
replenishment, while the static one is monthly updated and stays constant within the month.
In the following, the dynamic critical level is indicated by CLdyn

t .

3.2 Numerical study

We tested dynamic critical levels on 35 fast moving items over a time horizon of 3 years. Time-
bucket is a single day. The inventory planning process has monthly frequency, i.e., 30 days.
Suppliers deliver at the beginning of the month.
We adopted a 2-months moving average as demand forecasting technique and the Root Mean
Squared Error (RMSE) as measure of demand uncertainty, i.e.,

σt =

∑t
k=1 (Dk − Fk)

2

t
. (9)

The company inventory behaviour has been simulated under the two different allocation strate-
gies. The demand pattern for both systems is the one observed by the company from dealers
during the three years time horizon. Instead, the replenishment ordering pattern has been
generated using two different target service level. The low-SL pattern has been generated
using zα = 2 in equation (1), while the high-SL one with zα = 5.
A first experiment has been the comparison between the two policies. For each ordering pat-
tern, the same high priority service level SLH has been fixed for static and dynamic rationing
and low priority service level SLL has been compared. The results are shown in Table 1.
It can be noticed that, with the low-SL pattern, the two policies guarantee the same perfor-
mance: giving SLH = 93%, low priority orders are fulfilled with SLL = 86%. On the other
hand, when a high-SL ordering pattern is considered, the dynamic policy leads to higher per-
formance on low priority demand. Indeed, with equal SLH = 97%, SLL can be increased by
6% in the dynamic case.
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zα = 2 SLH SLL

STATIC 93% 86%
DYNAMIC 93% 86%

zα = 5 SLH SLL

STATIC 97% 89%
DYNAMIC 97% 95%

Table 1: High and low priority service level

As second experiment, we changed the high priority target service level for the dynamic
policy. In fact, setting different values to zH,α in equations (2) - (3), managers can choose
different performance for high priority demand, which obviously impacts on SLL. On the
contrary, with the static rationing policy used by the company, there is no freedom to choose
the most appropriate trade-off between SLH and SLL.
Figure 2 presents the trade-off curve for high and low priority service levels achievable with the

(a) High and low priority Service Level
trade-off with low-SL ordering pattern

(b) High and low priority Service Level
trade-off with high-SL ordering pattern

Figure 2: High and low priority Service Level trade-off

dynamic critical levels for both the ordering patterns. Focusing on the low-SL pattern (Figure
2a), if for example the inventory managers choose SLH = 92%, then low priority service level
turns out to be equal to SLL = 93%. Having seen in Table 1 (on the left) that SLH = 93%
implies SLL = 86%, it means that, reducing SLH by 1%, SLL can be improved by 7%.
Considering the high-SL pattern (Figure 2b), we obtain a similar behaviour. For example,
for SLH = 96.5%, we get SLL = 98%, i.e., comparing with results in Table 1 (on the right), a
decrease on SLH of 0.5% leads to an increase of 3% on SLL.

Determining the best policy is, however, not a simple issue to deal with. The optimal
trade-off between SLH and SLL should take into account the costs, either direct or indirect,
the company faces for each class backorder.

4 CONCLUSION

In this paper, we devised a heuristic approach to dynamically set critical levels for the inventory
rationing problem. The critical levels set with the developed rule decrease while the next
replenishment is approaching, as the expected number of high priority orders to meet does.

We have tested our model in a real context to increase the performance of a European
automotive spare parts inventory. We have compared the proposed heuristic with the static
rationing rule used by the company. The results show that, with the dynamic policy it is
possible to control the trade-off between the performance for high and low priority orders by
setting the most appropriate high priority service level.

Future research will follow two directions. The first direction deals with the inclusion of
backorder costs in the computation of critical levels. In fact, different priority demands usually
lead to different backorder costs for the company and the critical levels must account for this
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difference. The second direction, instead, will have to link the critical level setting not only to
the next replenishment date but also to its size, as discussed in [13].
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Abstract: Stock management in an oil refinery is a complex operation, and it is necessary to consider 

a large number of variables and factors. In this paper the researchers make approach to this data, and 

we present he results obtained through a developed application, which is directly connected to the 

operative system of the refinery, in order to plan the unloading operations when the arrival of a tanker, 

an a better management of the stock in the storage tanks. 
 

Keywords: Modelization, simulation, crude oil, refinery, stock management. 

 

1 INTRODUCTION 

 

The main activity of a refinery is to meet the demand for refined products (mostly fuels) in 

quantity, quality and time, according to market needs. To meet this goal, refineries will adapt 

their production schemes for a set of processes; in order to get the process of refining crude oil 

becomes more suitable to achieve this technical objective. 

The supply of raw materials needed to develop the refining activity is performed by tankers, 

in the case of refineries near the seaport, or by pipeline, in inland refineries. These are the two 

basic means by which Spain get crude oil from producing countries. 

Crude oil storage is done in specially designed tanks. The importance of this operation is 

critical for refining, it must properly operate with the storage capacity of these facilities, in 

order to enable supply of charge to distillation units, (in which will occur the first separation 

of the components that constitute the petroleum products), to fulfill the safety stock (to avoid 

unwanted refinery stops), and to optimize the storage capacity, ensuring the raw material 

supply and a proper stock rotation, to avoid the freezing of oil for long periods time. 

Therefore, the refinery tries to meet the market needs thorough a comprehensive planning 

and a proper stock management. In this paper, we present he results obtained through the 

developed application, in a spread sheet, which is directly connected to the operative system 

of the refinery, will plan the unloading operations when the arrival of a tanker. 

Now, the operator in charge of the system management does this process manually, with 

possible errors associated to the human factor. With the new application, we aim to automate 

this process, facilitating planning and minimizing further operator mistaken.  

 

1.1 Overview of planning and scheduling in oil refineries 

 

The short-term oil refinery-scheduling problem is one of the most challenging problems in 

operational research due to the complexity of the refinery operations and the corresponding 

process models (Pinto et al, 2000).  

Traditionally, long-term and plant-wide planning problems in the Petrochemical Industry 

have been mainly addressed by mathematical programming techniques (Bodington and Baker, 

1990). Pure Linear Programming (LP) methods have been used for long-term planning, but are 

not applicable to short-term scheduling and on-line optimisation.   
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In fact, short-term refinery scheduling combines a set of problems that have been mainly 

addressed in literature as cost/profit optimisation problems, such as the allocation of crude oil 

to tanks, the problem of determining the flows from several input tanks, etc. Paolucci et al. 

(2002) proposed a simulation based decision support system for allocating crude oil supply to 

port and refinery tanks. Pinto et al. (2000) present the results of the application of a mixed 

integer optimisation model in a similar real world problem. In their model, time is represented 

by variable length time slots, which correspond to crude oil receiving operations (vessels 

unloading) as well as to periods between two receiving tasks. Shah (1996) proposed a 

mathematical programming approach, in which, tanks may store only one crude type and each 

CDU runs exactly one crude type from one tank at a time. 

In general, the availability of LP-based commercial software for refinery production 

planning has allowed the development of general, long-term (Paolucci et al., 2002) production 

plans of the whole refinery (Pinto et al., 2000). On the other hand, the refinery short-term 

scheduling processes (requiring fast decisions) are affected by stochastic disturbances 

(Paolucci et al., 2002).  

In this complex scenario, commercial tools for short-term production scheduling are few 

and these do not allow for a rigorous representation of plant particularities. The optimisation 

based formulations for short term scheduling in literature are very few. They also show that 

there are still a number of issues to address in order to be applicable (Simons, 1995; Pinto et 

al., 2000; Paolucci et al., 2002; Chryssolouris et al., 2005):  

(a) the difficulty of controlling the computational time frame,  

(b) the difficulty of imposing directly the time structure in the model, and  

(c) the optimisation criteria, which are usually expressed in cost or profit terms, while units 

operation and the overall plant objectives may not always be directly represented with 

cost/profit terms. 

 

2 THE APPROACH 

 

To model the crude oil stock management system of the refinery (see fig. 1), we should identify 

all elements involved in this process, which includes the receipt of oil from production centres 

and transported by tankers, and a its later storage in tanks for final refine operations. 

 

2.1 Elements involved in the crude oil storage system operation 

 

- Tanker (tankship): It allows the transport of raw materials from the wells to the 

refinery, and domestic or international distribution of the finished products from 

refineries to consumption centres. 

- Storage Tanks (Ti): there are 20 floating roof tanks with a usable storage capacity of 

92,477 m3/tank (total usable volume of 1,849,540 m3) 

- Pipeline: allows pumping crude to facilities located within the country. It has a large 

capacity (12,000-25,000 ton/day), the most safe and respectful environment for 

transferring hydrocarbon mean. In this study it has been considered a variable 

pumping stream S= [500 - 1000] m3/h.  

- Distillation unit (CDU): where the first stage of refining crude oil occurs. In the 

present work, the distillation unit loads crude from the storage tanks fed from the oil 

terminal, which receives the discharge of the tanker. Usually it works with a variable 

load stream S = [500-750] m3/h. 

- Strategic storage  - Ci - (CORES): Compulsory volume of crude oil, as strategic stock, 

with the aim of ensuring supply to the whole country for a reasonable period of time 

to deal with a potential supply crisis. The strategic quantity of oil, according to 
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Spanish Law 34/1998 and European Directive 2009/119/EC, will be at least equal to 

90 days of the country consumption. This situation forces the refinery having 

immobilized 5 tanks from the set of 20 tanks, with a approximate capacity of 500,000 

m3 

 

 

 
 

Figure 1: Air photography and diagram of the crude oil storage system in a Spanish refinery. 

 

2.2 The system operation  

 

The storage tank filling operations and their operative conditions are performed as follows:  

Once the tanker ship docks in the port, it is inspected to verify that the load is in good condition, 

operators proceed to connect the tanker to the unloading lines through which the crude oil will 

be loaded to the storage tanks. 

The unloading rate can range from 6,000 to 10,000 m3/h. (For calculations in this work it 

has been considered an average stream S = 8,000 m3/h). The tanker usually ship unloads 

continuously, filling one tank after another one, of those who are scheduled to receive the crude 

oil volume. 

After the unloading operative is finished, a new inspection rechecks the ship's tanks and 

storage tanks to calculate the unloaded volume. Once the unloading process is closed, the 

tanker is disconnected from the pipeline, and leaves to another production centre to be reloaded 

and restart the cycle. 

 

2.3 Modelling the system. Decision-making process.  

 

Once the elements of the crude oil storage system have been defined (section 2.1), and the 

operation mode of this system has been detailed (section 2.2), for modelling its operation it is 

necessary to define the steps of the decision-making process, together with the set of rules, 

constraints and boundary conditions that make possible the loading/unloading of the storage 

tanks (Ti). 

Then, we describe the steps facing the arrival of a tanker to the port for delivering their 

crude oil volume. These steps are: 

 

Step 1. Scheduled arrival of a tanker into port. Unloading planning. 

Parameters to consider: date and time of arrival, volume to unload, stream and 

estimated time of operation. 

Step 2. Determine initial situation of the storage tanks. Determine inventory levels.  

STORAGE	CORES	TANKS	

C1	 C4	 C5	C3	C2	

T11	 T14	 T15	T13	T12	

T6	 T9	 T10	T8	T7	

T1	 T4	 T5	T3	T2	

STORAGE	TANKS	

CDU	
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Parameters to consider: used volume per tank, empty volume per tank. 

- Only Ti will be possible nominated tanks, because Ci tanks have the immobilized stock.  

- Ti with operation in process (supplying to the distillation unit, the pipeline, or another 

tank – Ti) will not be selected for the unloading process.  

Step 3. Define unloading sequence for loading the storage tanks. 

Selection criteria tanks: Total empty volume of selected tanks should be similar to the 

volume of the tanker load. (Establish possible combinations and select those feasible). 

Definition of loading sequence: from highest to lowest empty volume tanks.  

Step 4. Estimate need to transfer from Ti tanks to crude distillation unit (CDU). 

Parameters to consider: stream. Estimated time for unloading nominated tanks. 

Step 5. Estimate need to transfer from Ti tanks to pipeline. 

Parameters to consider: stream. Estimated time for unloading nominated tanks. 

 

Relevant issues to consider: 

- Safety Stock: Volume which keeps the distillation unit operative for almost 45 days. 

(approx. 810.000m3), reaching a volume level near this amount, the refinery  should 

be planned future purchases of crude oil. 

- Data necessary for the decision making process will be provided by the refinery 

operation system. 

- The refinery has established a group of crudes for purchase, so that there are no 

problems regarding their possible blending, and in order to be suitable for further 

processing. 

- All Ti tanks are eligible for loading and supplying to CDU and Pipeline, and the 

movement of crude among them is allowed. 

- Ci tanks are immobilized (strategic stock) and will not participate in the 

loading/unloading operations. Only once a year, the movement of crude among Ci and 

Ti is made for maintaining them and to avoid problems with raw material in Ci. 

 

 

3 SIMULATING THE STORAGE SYSTEM MODELLED. AN IMPROVEMENT 

PROPOSAL. 

 

The operator in charge of the storage system will start the decision-making process whenever 

a tanker arrival is scheduled by the refinery, needed supply to the pipeline or CDU, or every 

certain period of time (set by the refinery). Depending on the stock level in each Ti tank of the 

system, the operator will schedule the operations to be performed on Ti tanks. 

In the presented study case in the paper, it is scheduled a tanker unloading at this moment 

(because it is right now docked at the port): Tanker GENMAR SPYRIDON, ready to download 

94,000 m3 of crude oil type "Castilla". 

Then, the initial conditions of the storage system is fixed as shown in Table 1. After that, 

we have analyzed the evolution of the stock in the set of Ti and Ci tanks, results obtained from 

the simulation of the modelled system. We have established appropriate time sequences, in this 

case has set a time-window of 24h (that includes the full unloading  of the tanker - approx. 

12h). As shown in table 2 and figure 2. 
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Table 1: input data necessary for the study of the storage Ti tanks levels. Data provided by the refinery  
 

Tank Used Volume 

(m3) 

Empty Volume 

(m3) 

Operation Pumping rate 

S(m3/h)  

Loading / 

Unloading time 

(hours) 

C1 92,206.34 254.86 No    

C2 91,992.97 468.23 No    

C3  92,396.00 65.20 No    

C4 91,803.30 657.90 No    

C5 92,449.35 11.85 No    

T1 67,141.06 25,320.14 No    

T2 717.17 91,744.03 Loading crude oil  8320 11.03 h 

T3 25,646.13 66,815.07 No    

T4 91,868.50 529.70 No   

T5 83,120.25 9,340.95 Nominated for 

loading crude oil 

  

T6 37,506.06 54,955.14 No    

T7 41,761.64 50,699.56 Pumping to CDU  450 92.80 h 

T8 8,179.26 84,281.94 Pumping to CDU 250 32.72 h 

T9 80,749.45 11,711.75 No   

T10 31,910.97 6,550.23 Pumping to T15 650 49.09 h 

T11 18,450.75 7,410.45 Pumping to pipeline  670 27.54 h 

T12 50,272.81 42,188.39 Nominated for 

pumping to pipeline  

  

T13 2,032,96 90,428.24 Pumping to pipeline  230 8.84 h 

T14 67,745.61 24,715.59 Nominated for 

pumping to pipeline  

  

T15 717.17 82,800.19 Pumping from T10 650 127.38 h 

 

Table 2: Results obtained from the simulation of crude oil storage until the arrival of a new oil tanker 
 

 
Total Used 

Volume (m3) 
Used volume in 
CORES tanks 

Total used volume 
in normal storage 

tanks 

Total empty 
volume  

t 1,069,432.2 460,847.958 616,763.62 745,438.79 

t+1 1,076,152.32 460,847.958 615,304.36 738,718.79 

t+2 1,082,872.318 460,847.958 622,024.36 731,998.79 

t+3 1,089,592.318 460,847.958 628,744.36 725,278.79 

… …  … … 

… … … … … 

t+23 1,223,992.318 460,847.958 763,144.36 590,878.79 

t+24 1,230,712.318 460,847.958 769,864.36 584,158.79 

 

From the results shown in Figure 2, can be noted the following issues: 

The total used volume increases as a result of the crude oil unloaded from the tanker, which 

has increased the total stock of the refinery. Actually, it increases the used volume of Ti tanks, 

because the used volume of Ci tanks remains constant, due to its definition as a strategic reserve 

of crude oil in the country. 

As a real improvement for the modelled system, and in the way of optimizing the loading/ 

unloading process of tanks, we propose a division of the set of 20 tanks into three groups: 

- Group 1: CORES  (Ci) tanks for the storage of strategic reserves. 

- Group 2: storage tanks for pumping to pipeline, P1- P7 (seven tanks) 

- Group 3: storage tanks for loading the distillation unit (CDU), T1-T8 (eight tanks). 

Always keeping the operative conditions previously defined, that is, all storage tanks can 

receive load from tankers, and crude oil movements are permitted among all storage tanks. 
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This proposal seems to reduce the operational flexibility of the system (facilities), because each 

tank will se assigned to exclusive uses, but the benefits, which will be achieved in the short-

medium term of the system operation, are: 

- Simplicity in facility circuits, with greater clarity in the system operation. 

- Reduction of set-up times, operation and maintenance. 

- -Higher control and safer facilities (system). 

 

 
 

Figure 2: Simulated  evolution of crude oil stocks in the Spanish refinery.   
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Abstract: Real-world problems usually consist of different subproblems which are noticed to be
highly dependent between each other. The aim of traveling thief problem introduction was to
combine two well studied interdependent problems in order to imitate real-world conditions. In
this paper we study the suitability of the MASA algorithm for solving traveling thief problem.
The emphasis was on studying the influence of the number of items on the quality performance
of the MASA.

Keywords: MASA, treveling thief problem, traveling salesman problem, knapsack problem

1 Introduction

The transportation scheduling, which includes vehicle routing and items pick-up plan, is an
important real-world optimization problem. In general, large amounts of goods have to be
transported from one place to another as quickly as possible, with the limited number of
available vehicles, limited vehicle capacitances, and variable item values. This VRP-based
combinatorial optimization problem has been already solved by many approaches; like genetic
algorithm (GA) [1, 2] and ant-colony optimization [3, 4].

Most ot the real-world problems posses the following characteristics:

• Combination - they are actually constructed of two or more combined sub-problems;

• Interdependence - the solutions of the sub-problems are interdependent, since the solution
of one sub-problem influences the quality of the solution of other sub-problem(s).

Due to the above-mentioned interdependence solving one sub-problem to optimality, wi-
thout considering the other sub-problem, is not optimal in general. To have in general more
optimal approach in solving the transportation scheduling/routing problem we should model it
with the travelling thief problem (TTP). The TTP is a novel optimization problem proposed
by Bonyadi et al. [5] consisting of two well-known interdependent subproblems. The first is the
traveling salesman problem (TSP) [8] of finding Hamiltonian cycle with the smallest cost and
the second is the knapsack problem (KP) [9], a problem of picking items with a weight and a
value to fill a fixed capacity knapsack while maximizing the overall value. The aim of the TTP
is to maximize the value of picked items and minimize the time needed to visit all the cities.

The TTP was proposed with the aim of making a problem more similar to the real-world
problems - these usually consist of several interconnected subproblems. Two main approaches
to tackle such problems are as follows. In the first approach (atomistic), the problem is divided
into more subproblems where each of them is solved separately, while in the second holistic
approach all subproblems are solved together as one complex problem. Mei et al. [6] found that
the combination of TSP and KP in TTP can lead to much higher computational complexity
of the search. To reduce the computational complexity, they proposed to divide the entire
search into two stages. In the first stage they perform TSP search in order to find the shortest
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Hamiltonian cycle (tour) while in the second stage they perform KP search in order to find the
best picking plan under the given tour. In this paper we study the efficiency and suitability of
multilevel ant stigmergy algorithm for holistic approach to TTP problem solving.

2 Formal Definition of Traveling Thief Problem

The formal definition of traveling thief problem is as follows. There are n cities for which a
distance di,j between any pair of cities i, j is known. In each city i there are mi items and each
item k has assigned weight wik and value pik . The idea of TTP is to visit all cities exactly
once, at each visited city decide which items to pick, and end the path in the first visited city.
In order to carry picked items, the thief has a rented knapsack with capacity W . The goal of
the problem is to maximize the value of picked items and minimize the time needed to travel.
The time needed to travel from city i to city j is defined as tij =

di,j
vi

where vi is the speed of
travel at city i. Speed vi depends on the current weight of the knapsack Wi, i.e. the weight
of items picked in the tour up until the city i is visited. It is calculated as vi = vmax −Wiv,
where the constant v is defined as vmax−vmin

W and vmax, vmin are maximum, minimum possible
speeds, respectively. To enhance the interdependence of subproblems, rent R is defined as the
fee the thief must pay for each travel time unit. Let x = (x1, . . . , xi, . . . , xn), xi ∈ {1, . . . , n}
be a tour and let δik = 1 if item k is picked in the city i and 0 otherwise. Then, the objective
function of TTP is defined as

Z =
n∑

i=1

mi∑

k=1

pikδik −R(
dxn,x1

vn
+

n−1∑

i=1

dxi,xi+1

vxi

)

and is interpreted as the sum of values of all picked items in all cities, minus the travel time
multiplied by rent.

3 MASA Algorithm

The Multilevel Ant Stigmergy Algorithm (MASA) is an algorithm for solving discrete multi-
parameter problems [10] on graphs, where a search space is a connected, directed, non-weighted,
acyclic, rooted and ordered graph. The MASA is based on an ant stigmergy - a form of indirect
communication between ants. The algorithm exploits the idea of ants making the pheromone
traces in nature, its deposition on paths and its evaporation with time. Ants prefer to choose
paths with more pheromones. On that way, they direct their search toward more promising
areas. At the beginning of the search, the same amount of pheromone is on all paths in the
graph, resulting in ants choosing paths more or less randomly. After each iteration the paths
richer with pheromones found are awarded with more pheromones than the rest of them.

The main idea of the MASA is in multilevel approach, which consist of two parts: coarsening
of the graph into multilevel graph by merging vertices together in multiple steps and refinement
of previously coarsened multilevel graph with optimization being done on every level. An i-th
level of coarsened multilevel graph consists of a set of merged vertices after i-th step and edges
between them.

In order to solve Traveling thief problem by the MASA algorithm, some basic modifications
of the MASA were needed. The characteristics of the modified MASA are as follows. The
first level of a coarsened multilevel graph is a graph with vertices as cities and edges as paths
between them. In each step the process of coarsening pairs vertices in such a way that it is
constructed a half smaller level, where each vertex is a group of two vertices from the previous
level. In the case of odd number of vertices in the level, one newly created vertex consist of
only one vertex from the previous level. The process is repeated until the level with just a
few vertices is reached. Furthermore, in each level l, 1 < l ≤ L, there is an edge between two
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vertices u and v if in level l−1 there exist at least one edge connecting a vertex from the set of
vertices, which are in the next step merged into u, and a vertex from the set of vertices, which
are in the next step merged into v.

Algorithm 1: Pseudocode of MASA algorithm

input : Graph G = (V,E) where V is a set of vertices representing cities and E is a set
of edges that represent connections among cities.

output: The (near) optimal tour on all vertices of graph G with optimized picking plan.
1 Initialization of multilevel graph M with L levels, where G is its first level;
2 Coarsening of multilevel graph M ;
for each level l of M do

for each pair P of closest vertices in l do
combine P into a new vertex at level (l + 1);
remove nodes in P from consideration for new pairs;

end

end
3 Optimization;
for each level l of M do

while there are still improvements in best path of level l do
All ants search a path on level l;
Ants deposit normalized amount of pheromone on edges in such a way, that
better paths get more pheromones;
Additionally deposit extra pheromones on edges of best paths of level l (Elitism);
Evaporation of pheromones;
if l == 0 then

All ants search the (sub)optimal picking plan for their paths;
end

end
Refinement of level l;

end

After the multilevel graph is constructed, the optimization phase is started. The optimi-
zation starts at the coarsest level L. At each level l, 1 < l ≤ L, the ant colony optimization
is used to find the best path and then the graph is refined by transferring pheromones from
the current level l to the level l − 1. At each level l with nl vertices, il iterations are allowed
and Nl ants are created. Each ant is appointed a starting vertex and the next visited vertex
is chosen based on the probability rule. In the MASA algorithm, the probability of choosing
vertex k after visited vertex j in a given level l is:

P (j, k) =
Fα
j,k · dβj,k

nl∑
i=1

(Fα
j,i · dβj,i)

,

where 0 < α < ∞, β < ∞, and Fj,k, dj,k are the amount of pheromone on edge between vertices
j and k and a distance between vertices j and k, respectively.

After il iterations, ant colony returns the best path found on the level l. Refinement phase
is then started by putting pheromone on level l− 1 in the following manner. Let by jk denote
an edge from vertex k to j. Further, let us assume jk in an edge on the shortest path in level l.
In the coarsening part of the algorithm vertices k1 and k2 from level l− 1 are merged into the
vertex k in level l, and similarly, vertices j1 and j2 from level l − 1 are merged in vertex j in
level l. When putting amount of pheromone in level l − 1, each edge of this path is processed
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by putting some amount of pheromone on all edges between the sub-vertices of vertex. After
the optimization and refinement are completed on all levels, the best path on the first level is
our solution.

The picking plan, i.e. the set of items we picked, is being constructed and constantly
evaluated by the ants. In the beginning of each level, a table T with m rows and n columns is
constructed. Here, m represents the number of all items. The value of i-th row, j-th column
denotes how good, in percents, is the objective function if the item i is picked j-th in order
(this means that the city that contains item i is visited j-th). Every time an ant chooses next
city, it also chooses which items to pick in that city. At the start, ants choose more or less
randomly, untill table T has been revised a few times. Then, they choose items according to
the table.

4 Performance Evaluation

4.1 Experimental Environment

The computer platform used to perform the experiments is based on an AMD Opteron TM

2.2-GHz processor, 16 GB of RAM, and the Microsoft R© Windows R© 8.1 operating system. The
algorithms are implemented in Sun Java 1.7.

4.2 Benchmark Set

The algorithms were tested on 5 instances of the benchmark set for TTP (see Table 1). The
benchmark instances were chosen such that the balance between subproblems TSP and KP is
kept, and that the influence of the number of items is tested.

Tabela 1: Description of the benchmark.

cities items

TB1 10 18
TB2 10 36
TB3 10 72
TB4 10 144
TB5 20 18

4.3 Parameter Settings

The parameter settings were selected by conducting experimental runs and observing the be-
haviour of the algorithm. The following control parameters were used:

• the number of ants at level l, Nl is nl/2, where nl is the number of nodes at level l

• the number of allowed iterations without improvement il = n2
l /2. Absolute maximum of

allowed iterations without improvement is 100, even if il exceeds it.

• parameters weighting the influence of pheromone trails α, and distance on ant’s choice
of the next node β equals α = 1, and β = 0

• the evaporation of pheromone trails evap = 0.99

• the minimum pheromone amount on edges pmin = 1 and the maximum pheromone amo-
unt on edges pmax = 20
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• the number of best solutions kept at every iteration and every level ntop = 3

4.4 Results

The authors of comprehensive benchmark set for the TTP [7] created two heuristics, which
solve each TTP subproblem separately. A simple heuristic (SH) which construct a solution
by processing and picking the items that maximize the objective value according to a given
tour and a simple (1 + 1) evolutionary algorithm (EA), where in contrast to SH no domain
knowledge is used. The results of MASA are compared with the results of EA.

Tabela 2: The optimization results for MASA and EA.

MASA EA
best mean worst std best mean worst std

TB1 39.57 16.83 6.04 12.06 28.30 28.30 28.30 0.00
TB2 90.58 65.11 48.46 14.49 80.68 80.68 80.68 0.00
TB3 108.71 101.08 84.05 10.22 130.52 130.52 130.52 0.00
TB4 158.25 118.09 107.64 19.55 151.97 151.08 151.86 0.88
TB5 -47.52 -71.62 -95.15 17.78 -178.50 -178.50 -178.50 0.00

The best, mean and the worst objective values for the MASA and the EA algorithms are
compared in Table 2. The results show that the MASA is capable of solving these small
instances of the TTP. In all five cases the MASA outperforms the EA. However, it is also
obvious that with the growing number of items the difference between the MASA and EA is
decreasing.

5 Conclusion and Future Work

In this paper we studied suitability of the MASA algorithm for Traveling thief problem. We
compared the MASA with the EA on several small instances of the problem. It was shown
that the increasing number of items decreases the performance of the MASA.

Besides improving the performance of the MASA for larger instances of the problem, we
should also consider the computational improvements in the sense of parallelizing the MASA.

In the future, we also want to tackle the problem in the way it was proposed, i.e. with
holistic approach for solving TTP, where interdependencies of TSP and KP are taken into
account.
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Abstract: The paper presents a multiobjective optimization approach to process parameter
optimization in continuous casting of steel, which is the most widely used steel production
process. The optimization task is to find parameter values such that the target values of the
empirical metallurgical optimization criteria are approached as closely as possible, since this in
turn results in high quality of the cast steel. The problem is being solved with a multiobjective
evolutionary algorithm coupled with a numerical simulator of the casting process. The resulting
trade-off solutions are visualized to support decision-making about the preferred solutions.

Keywords: continuous casting of steel, process parameters, product quality, multiobjective
optimization, Pareto dominance, DEMO algorithm

1 INTRODUCTION

Contemporary material production strongly depends on numerical methods and computer sup-
port. Numerical simulators are a prerequisite for performing computer experiments and enable
insight into process evolution. Moreover, coupled with efficient optimization algorithms, they
make it possible to automate process parameter optimization, improve material properties,
increase productivity and reduce production costs.

An example of a material production process to which modern computational approaches
are being intensively applied is continuous casting of steel. Here molten steel is cooled and
shaped into various semifinished products. To produce high-quality steel, it is crucial to prop-
erly control the metal flow and heat extraction during the process execution. They depend
on several process parameters, such as the casting speed and coolant flows. However, finding
the optimal values of process parameters is hard because of several obstacles. Above all, the
number of possible parameter settings grows exponentially with the number of considered pa-
rameters, the criteria are conflicting, and on-site parameter tuning is infeasible as it may be
expensive and even dangerous. The simulator-optimizer coupling is a reasonable alternative to
deal with the problem.

In the past, a common way of solving optimization problems with multiple objectives was
to aggregate the objectives into a single cost function and solve the simplified problem with a
suitable single-objective optimization method. Nowadays it is becoming an increasingly popular
practice to address such problems in their original multiobjective form. For this purpose,
population-based metaheuristics capable of finding sets of trade-off solutions in a single run,
such as evolutionary algorithms and particle swarm optimizers, are typically used.

In this paper we report on multiobjective optimization of process parameters on a steel
casting machine where the task is to find parameter settings that maximize the quality of
the cast steel given the empirically defined quality indicators. An optimization environment
consisting of a numerical process simulator and an evolutionary-algorithm-based optimizer,
equipped with result visualization capability, was developed and installed at a steel plant
where it was evaluated in continuous casting of a selected steel grade. The paper introduces
the related work, presents the optimization problem, reports on the experimental setup and
the obtained results, and, in the conclusion, summarizes the study and suggests future work.
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2 RELATED WORK

Evolutionary multiobjective optimization algorithms (EMOAs) are widely used in industry to
optimize various devices and processes. A comprehensive literature survey on the applications
of EMOAs in materials science and engineering is presented in [1]. Here we focus on the
optimization problems related to continuous steel casting process. The purpose of optimization
is to find parameter settings (controls) that result in improved steel quality, reduced defects,
minimized bulgings, or optimize specific parameters, such as the lubrication index and peak
friction. If the constraints describing the technological requirements result in an empty set of
feasible controls, the optimization problem is usually reformulated into finding a control that
violates the constraints as little as possible.

To obtain high-quality cast steel, various algorithms and approaches are applied to different
(sub)sets of process parameters. In [5], the authors used multiobjective ant-colony system to
optimize the billet surface temperatures and the length of the liquid core. Both objectives
were calculated as a difference between the actual and the target values. Additional examples
of optimizing the casting process performance are presented in [9] and [10] where a genetic
algorithm employing a knowledge base of operational parameters is used.

In [3], two variants of an evolutionary algorithm (generational and steady state) and the
downhill-simplex method were applied to significantly improve the manual settings of coolant
flows. The work continued in [4] where the core length and temperature deviations in the casting
process were optimized with an EMOA called DEMO [8]. On a similar problem exhaustive
search and DEMO were evaluated with various discretization steps for parameter settings [6].
The results, analyzed in view of effectiveness and efficiency, showed that the most suitable way
to solve such optimization problems is to apply a stochastic optimization approach on the finest
reasonable discretization.

3 OPTIMIZATION PROBLEM

Continuous casting of steel is a complex metallurgical process that starts with molten steel
being transported from an electric furnace and poured into the ladle and further led through
the tundish which serves as a buffer for the liquid steel. The material flow continues into the
mold. Cooling water flowing through the channels in the walls of the mold extracts heat from
steel and initiates its solidification. Liquid steel with a thin solid shell, called the strand, exits
the base of the mold and enters the cooling chamber where it is supported by water-cooled
rollers and sprayed with water from the wreath and spray cooling systems. Heat extraction
and solidification continue, and at the exit from the casting machine solidified steel is cut into
billets of the desired length.

The quality of the cast steel depends on appropriate process control, specifically, on proper
tuning of the process parameters. According to the empirical knowledge from steel produc-
tion, the crucial process parameters include the casting speed, the change of the mold coolant
temperature, and the coolant flows in the wreath and spray systems. On the other hand, the
three key indicators of the process suitability and, consequently, the expected steel quality, are
the length of the liquid core in the strand, known as the metallurgical length, the thickness of
the solid shell at the mold exit, and the strand surface temperature at the unbending point.

Based on these observations, we formulated a multiobjective optimization problem, involv-
ing input variables (process parameters), output variables (quality indicators), and the desired
output values. Both input and output variables are also provided with their boundary con-
straints. The task is to find the input variable settings resulting in the values of output variables
as close as possible to the desired values.

Formally, given N input variables and M output variables, feasible solutions are the ones
that satisfy the boundary constraints for each input variable xi, x

min
i ≤ xi ≤ xmax

i , i = 1, . . . , N ,
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Table 1: Input variables, their boundary constraints and discretization steps.

Variable Lower bound Upper bound Discretization
Casting speed [m/min] 1.0 1.2 0.01
Change of the mold coolant temperature [◦C] 5 9 1
Wreath system coolant flow [l/min] 20 40 5
Spray system coolant flow [l/min] 40 70 5

Table 2: Output variables, their bounds and desired values.

Variable Lower bound Upper bound Desired value
Metallurgical length [m] 10 12 10.5
Shell thickness [mm] 11 17 14
Surface temperature [◦C] 1100 1140 1120

and each output variable yj , y
min
j ≤ yj ≤ ymax

j , j = 1, . . . ,M . Provided that an output variable
is feasible, the corresponding optimization criterion (objective) fj ∈ [0, 1] is defined as

fj =
|yj − y∗j |

ymax
j − ymin

j

, (1)

where y∗j is the desired vaue of yj . The goal of otimization is to find the values of input variables
that minimize the objectives.

4 EXPERIMENTAL SETUP

The above problem formulation was applied to the continuous casting process conducted at a
specific steel plant where the considered steel grade was 70MnVS4. The optimization problem
was approached using an integrated simulator-optimizer software environment named VizEMO-
Steel [11]. As a simulator a numerical model of the steel casting process [12] was used, and
the optimization procedure was the Differential Evolution for Multiobjective Optimization
(DEMO) algorithm [8].

Given the values of input variables together with their boundary constraints and discretiza-
tion steps (as listed in Table 1), the simulator numerically evaluates the casting process and
returns the values of output variables. They are shown in Table 2 together with their lower
and upper bounds and desired values as provided by engineers at the plant. Each output value
is checked for satisfying the boundary constraints and, if feasible, mapped into a corresponding
objective value according to Eq. 1.

DEMO is a population-based algorithm designed for numerical multiobjective optimization.
It assumes candidate solutions are encoded as real-valued vectors and creates new solutions
from the existing ones using vector addition and scalar multiplication. After creation of a
candidate, the candidate and its parent are compared using the Pareto dominance relation. If
the candidate dominates the parent, it replaces the parent in the current population. If the
parent dominates the candidate, the candidate is discarded. Otherwise, when the candidate
and its parent are incomparable, the candidate is added to the population. After constructing
candidates for each parent individual in the population, the population size possibly exceeds
the predefined value. In this case, the population is truncated to the original size using the
nondominated sorting procedure and the crowding distance metric known from NSGA-II [2].

The algorithm parameter values in this study were as follows: population size 50, number
of solution evaluations 3000, scaling factor 0.5, and crossover probability 0.3.
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5 RESULTS

This section presents and discusses the results of the performed optimization experiment. Fig-
ure 1(a) shows the value of the hypervolume indicator over 60 generations of the algorithm
execution. We can see that the algorithm is able to converge rather quickly to a hypervolume
value that is close to the best value achieved. After generation 30 only minor improvements
in the hypervolume indicator can be observed. This implies that in order to save some time
without significantly deteriorating the results, we could have stopped the algorithm earlier.
Note that the entire run (3000 sequential solution evaluations) took approximately 6.5 days on
a 1.9-GHz Intel Xeon server with 32 GB RAM.
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Figure 1: Final results: (a) algorithm performance in terms of the hypervolume indicator and (b)
resulting nondominated solutions in the objective space.

Of the 3000 explored solutions, 2090 were feasible and 282 mutually nondominated. The
latter are presented in Figure 1(b). The nondominated solutions form three distinct ’strips’
in the objective space, which is caused by the discretization of input variables. Figure 2(a)
reveals that the shorter strip is actually longer, but only its small part consists of nondominated
solutions. Intrigued by the fact that these strips of solutions cross each other in the objective
space, we visualized all solutions also in the output variable space. The resulting plot can
be seen in Figure 2(b). The solutions are again positioned in strips, but they appear more
parallel, which better fits the physics behind the steel casting process. Clearly, the shape of
the nondominated front depends on the calculation of objectives from the output variables.

Finally, Figure 3 presents all nondominated solutions in the parallel coordinates plot, which
connects the values of the input and output variables for each solution. By interacting with
this plot, it is easy to see that the three strips containing nondominated solutions correspond
to three different values of the input variable ’Change of the water temperature in the mold’.
The parallel coordinates plot is of great help to the decision maker when (s)he needs to select
the preferred solutions out of all nondominated ones.

6 CONCLUSION

Quality standards in the steel industry are becoming increasingly stringent, and in continuous
casting of steel optimization of process parameters is crucial for achieving high product quality.
At contemporary steel plants this optimization is carried out through virtual experimentation
involving numerical simulators of the production process and advanced optimization techniques.
In this study, the traditional single-objective treatment of the problem that involves multiple
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Figure 2: All explored, feasible and nondominated solutions in the (a) objective and (b) output variable
space.

Figure 3: Screenshot of the parallel coordinates plot from VizEMO-Steel showing the connection
between input and output variables for the nondominated solutions. Emphasized (blue) solutions cor-
respond to value 8.0 of the input variable ’Change of the water temperature in the mold’.

criteria was replaced with multiobjective optimization as performed by an iterative population-
based technique. Specifically, the DEMO algorithm coupled with a numerical process simulator
was deployed in tuning critical process parameters with respect to three indicators of the prod-
uct quality. The study assumes steady-state process conditions, where the optimization results
are mainly intended to analyze the process and evaluate the casting machine performance, and
not control the process itself.

The simulator-optimizer environment was equipped with a visualization tool and experi-
mentally installed at a steel plant. As illustrated in this paper for a specific steel grade, the
resulting approximation sets of Pareto optimal fronts offer an informative insight into process
properties and, when appropriately visualized, support decision making about the final param-
eter setting to be applied. The decision depends on the user preferences that may change from
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one order to another.
As a key direction for future work, the presented optimization environment will be extended

by involving a surrogate model to reliably approximate the process at a significantly lower com-
putational cost than the currently used numerical simulator. This will increase the efficiency
of the optimization procedure, which is an imperative for its regular deployment in practice.
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Abstract: This contribution describes the novel algorithm developed within a factory floor layout 

optimisation project. The goal of optimisation was the reduction of costs of product transport between 

machines by reducing the product travel distance and consequently the utilization of human and 

transport resources. Limiting factors are the costs of relocating the machines to the optimal positions. 

We have analysed the current state of the manufacturing system by developing a detailed discrete event 

simulation (DES) model. The DES model was then used to verify and compare optimisation methods 

and algorithms. We have developed a novel heuristic algorithm, based on force-directed graph drawing 

algorithms which has produced significantly improved floor layouts.  

 

Keywords: Layout optimisation, heuristics, discrete event simulation, force-directed graphs 

 

1 INTRODUCION 

 

This contribution describes the novel algorithm developed within an internal logistics 

optimisation project in a special furniture manufacturing company.  The algorithm was 

developed and tested using a discrete event simulation (DES) model of the factory. Our goal 

was to investigate how the layout of machines on the factory floor affects the efficiency and 

costs of manufacturing processes. In this paper we investigate the problem by minimising two 

dependant criteria. The considered criteria are the total costs of one-time machine relocation 

and the labour costs in transport of products between the machines as a result of changes in 

machine relocation. To be able to solve the optimisation, we have developed a novel heuristic 

method that is based on force-directed graph drawing algorithms. The optimisation method 

significantly reduces total transport costs on a longer time period.  

The structure of the paper is as follows: In this section we highlight the optimisation 

problem and our developed optimisation method, and give a review of literature that 

investigates related problems. In Section 2 we describe the optimisation problem and the 

resulting novel layout optimisation method. Section 3 contains results of the optimisation 

project and discussion of the project results. 

 

1.1 Problem presentation 

 

The client company has been manufacturing furniture for more than half a century. During that 

time, customer demands changed while size of orders and quality requirements grew. New 

machines were added to the factory as needed and placed within available floor space. Machine 

placements were determined by experience of foremen and typically never changed. No 

systematic analysis and optimisation of factory floor machine layout has been done by the 

company.  

Our task in the project was to develop a better factory floor machine layout that would fit 

the current production needs and order projections for the next time period. Approximately 120 
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relevant machines are located in the factory. The company catalogue contains more than 30,000 

different products. Every product is manufactured according to the prescribed bill of materials. 

The technical procedure data include lists of suitable machines for each operation, machine 

setup and machine operation duration times.  

The costs of manufacturing can be reduced by decreasing the need for labour in the transport 

of products between machines through better machine placement, i.e. factory layout. However, 

relocation of a machine is a difficult and costly measure and disrupts the manufacturing 

process. Therefore it makes economic sense to move a machine only if the relocation will 

considerably reduce product travel distance and consequently the need for labour. Namely, 

relocating the machines is associated with additional expenses: moving the machine 𝑚𝑖 costs 

𝑔𝑖 amount of currency. Presumably, good candidates for relocation are machines with high 

product flows. 

Let 𝑓𝑖𝑗 be flow of products between a pair of machines 𝑚𝑖, 𝑚𝑗, 𝑖 = 1,2, … , 𝑁. Flow 𝑓𝑖𝑗 

represents the total amount of volume of products that was directly transported between these 

two machines (the data are obtained from discrete simulation model). From the product flow 

𝑓𝑖𝑗 we straightforwardly compute cost flow 𝑓𝑖𝑗, i.e., cost to move all products between the two 

machines for distance of 1 m. The distances between the machines are yet not known and are 

obtained from the optimisation of the factory floor layout. To reduce the overall costs we need 

to solve the following optimisation problem 

 min
{𝒙1,𝐱2,…,𝒙𝑁}

(∑ 𝑓𝑖𝑗  ⋅ 𝑑(𝒙𝑖, 𝒙𝑗)𝑁
𝑖,𝑗=1
𝑖≠𝑗

+ ∑ 𝑔𝑖
𝑁
𝑖=1 ),

where 𝒙𝑖 represents position of machine 𝑚𝑖 and 𝑑 is a distance functional. 

We developed a novel method that is based on force-directed graph drawing algorithms. 

These algorithms, also referred to as 'spring embedders', are methods for visual representation 

of graphs (networks) [1]. The basic idea of these methods is to apply attractive and repulsive 

forces between the nodes of the graph. As forces are applied to the graph, the nodes start to 

move toward a configuration that has a local minimum of overall energy. 

The developed method allows arbitrary granularity of locations, arbitrary facility sizes, 

custom criteria optimisation function. In our method, nodes of the graph represent facilities 

and edges represent overall costs of products for the corresponding machines. By adding 

attractive forces to edges and repulsive forces between the nearby nodes, the overall system 

tends to minimise energy similar to the sought functional ∑ 𝑓𝑖𝑗  ⋅ 𝑑(𝒙𝑖, 𝒙𝑗)𝑁
𝑖,𝑗=1 + ∑ 𝑔𝑖

𝑁
𝑖=1 .  

 

1.2 Previous research (review of literature) 

 

Simulation is commonly used for the evaluation of scenarios [8][4][12]. Several papers deal 

with factory layout optimisation, with paper [2] stating that multi-product enterprises requires 

a new generation of factory layouts that are flexible, modular, and easy to reconfigure. Debevec 

et al. [3] describe a new method (PoVEIR) aimed at optimisation of manufacturing processes 

in SMEs that is based on a DES simulation model. Layout optimisation problem is identified 

as a hard Combinatorial Optimization Problem, prompting the use of heuristic methods such 

as evolutionary optimisation and simulated annealing [11]. A novel particle swarm 

optimization method is proposed by [6] for intelligent design of an unconstrained layout in 

flexible manufacturing systems.  

Factory layout design optimisation is further discussed in [9][10][5]. Authors [9] propose a 

new facility layout design model to optimise material handling costs. Sources [10] and [5] 
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propose genetic algorithm based solutions to respond to the changes in product design, mix 

and volume in a continuously evolving work environment. 

Class of force-directed methods are one of the most commonly used methods for graph 

drawing (see [1][7] and references therein). 

 

2 OPTIMISATION PROBLEM 

 

Factory floor is described as a region Ω in the plane ℝ2. We simplify the problem by restricting 

Ω to the rectangular shape. Let us enumerate the machines by 𝑚𝑖, 𝑖 = 1,2, … , 𝑁. Position of 

machine 𝑚𝑖 is described by point 𝒙𝑖: = (𝑥𝑖, 𝑦𝑖) ∈  ℝ2. 

Each machine takes certain amount of space on the floor. This can be conveniently described 

by a metric rectangular-like ball 𝐵𝑟𝑖
 (𝒙𝑖) with radius 𝑟𝑖 and centre 𝒙𝑖 in ∞-norm 𝐿∞, 

𝐵𝑟𝑖
 (𝒙𝑖): =  {(𝑥, 𝑦) ∈  ℝ2:   ‖(𝑥, 𝑦), 𝒙𝑖‖∞ ∶=  max{|𝑥 − 𝑥𝑖|, |𝑦 − 𝑦𝑖|}  < 𝑟𝑖 }. (1) 

For every pair of machines 𝑚𝑖 and 𝑚𝑗, 𝑖, 𝑗 = 1,2, … , 𝑁, we obtain a flow of volume of products 

𝑓𝑖𝑗 ≥ 0 as a result of the simulation of the manufacturing processes. 

Manhattan distance 𝑑(𝒙𝑖, 𝒙𝑗) between the pair of machines 𝑚𝑖 and 𝑚𝑗 is defined as 

𝑑(𝒙𝑖, 𝒙𝑗) ∶=  ‖𝒙𝑖  −  𝒙𝑗‖
1

 =  |𝑥𝑖 − 𝑥𝑗| + |𝑦𝑖 − 𝑦𝑗|. (2) 

Relocation costs for machine 𝑚𝑖 from original position 𝒙𝑖
′ to 𝒙𝑖 is defined as a value 𝑔𝑖 > 0 

if 𝑑(𝒙𝑖, 𝒙𝑖
′) ≠ 0 and zero cost otherwise. Costs 𝑔𝑖 were obtained from company planners who 

consider several criteria such as switching on and off the machine, construction work, 

resupplying costs, cleaning, etc. 

The optimisation problem of minimising the total distance is described as 

min
{𝒙1, 𝒙2,…, 𝒙𝑁}

( ∑ 𝑓𝑖𝑗

𝑁

𝑖,𝑗=1,   𝑖≠𝑗

∙ 𝑑(𝒙𝑖, 𝒙𝑗) + ∑ 𝑔𝑖(𝒙𝑖, 𝒙𝑖
′)

𝑁

𝑖=1

), (3) 

where positions 𝒙𝑖 must satisfy the non-intersecting conditions 

𝐵𝑟𝑖
 (𝒙𝑖) ∩ 𝐵𝑟𝑗

 (𝒙𝑗)  = ∅ (4) 

for every 𝑖 ≠  𝑗 and machines must stay within prescribed region Ω: 

𝐵𝑟𝑖
 (𝒙𝑖) ⊂ Ω (5) 

for every 𝑖 = 1,2, … , 𝑁.  

 

2.1 The algorithm 

 

In this section we present a heuristic optimisation algorithm for solving (3) by assigning 

positions 𝒙𝑖 to machines 𝑚𝑖 that is based on force-directed graph drawing methods. Graph 𝐺, 

representing a new machine layout, is constructed gradually during simulation. The machines 

are placed randomly and then move according to the applied forces in the system and converge 

to configuration with a local minimum of the overall energy. After the systems converges or 

the maximum number of iterations is reached, the simulation ends. 

Graph 𝐺 = (𝑉, 𝐸) consists of sets of nodes 𝑉 = {𝑣𝑖}𝑖 and edges 𝐸 = {𝑒𝑖𝑗}
𝑖𝑗

. Every machine 

𝑚𝑖 is presented as a node 𝑣𝑖. Edges 𝑒𝑖𝑗 represent direct mutual transactions of products between 

𝑚𝑖 and 𝑚𝑗.  
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To every node 𝑣𝑖 we prescribe the corresponding repelling force 𝐹𝑖𝑗 to all other nodes 𝑣𝑗 , 

𝐹𝑖𝑗: = 𝐻𝑖𝑗  (‖𝒙𝑗 − 𝒙𝑖‖∞
 ) ⋅  

𝒙𝑗 − 𝒙𝑖

‖𝒙𝑗 − 𝒙𝑖‖∞

, (6) 

where 𝐻𝑖𝑗 is a positive monotonically decreasing function. Repulsive forces keep the nodes 

away from each other since we want sufficient space between the machines. For our model we 

chose  

𝐻𝑖𝑗(𝑟)  = {
𝑐r ⋅ (𝑟𝑖 − 𝑟)2, 𝑟 ≤ 𝑟𝑖

0, 𝑟 > 𝑟𝑖
 (7) 

and 𝑐r, 𝑟𝑖 are distance influence parameters. 

For every pair of neighbouring nodes 𝑣𝑖 , 𝑣𝑗  we define a weighted edge 𝑒𝑖𝑗 with weight 𝑤(𝑒𝑖𝑗) =

𝑓𝑖𝑗. Attractive force between the nodes is defined as 

𝐺𝑖𝑗: = −𝑓𝑖𝑗 ⋅ (𝒙𝑗 − 𝒙𝑖). (8) 

Attractive forces move the nodes with large edge weights closer to each other so that the 

expression 𝑓𝑖𝑗 ⋅ ‖𝒙𝑖  − 𝒙𝑗‖
1
, which represents a part of the overall product distance, has a small 

value. 

Relocation costs have a discontinuous jump from 0 to 𝑔𝑖. Forces 𝐼𝑖 representing relocation 

costs need to be modeled in a continuous way,  

𝐼𝑖 ∶= {
𝑔𝑖 ⋅ 𝑑𝑖𝑠𝑡(𝒙𝑖, 𝒙𝑖

′)/𝑑0, 𝑑𝑖𝑠𝑡(𝒙𝑖, 𝒙𝑖
′) < 𝑑0

gi, 𝑑𝑖𝑠𝑡(𝒙𝑖, 𝒙𝑖
′) ≥ 𝑑0

, (9) 

otherwise the simulation would start to tremble. In our case, the threshold parameter 𝑑0 is set 

to 5 m. 

To keep the nodes inside the prescribed location Ω, we also need to define forces that pull 

the nodes back to the interior if they are outside the prescribed region Ω, 

𝐽𝑖 ∶= {
0, 𝒙𝑖 ∈ Ω

dist(𝒙𝑖, Ω), 𝒙𝑖 ∉ Ω
 (10) 

and dist is a functional measuring the distance between the objects. 

The simulation starts with region Ω empty. Nodes and edges are added to the graph 𝐺 

gradually during simulation. New position of nodes are computed every iteration as 

𝒙𝑖 = 𝒙𝑖 + 𝛿 ⋅ ( ∑ 𝐹𝑖𝑗 + ∑ 𝐺𝑖𝑗

𝑣𝑗∈𝑁𝐺(𝑣𝑖)𝑣𝑗∈𝐵𝑖

+ 𝐼𝑖 + 𝐽𝑖), (11) 

𝑖 = 1,2, … , |𝑉|, where 𝛿 is constant parameter, 𝐵𝑖 is as a set of vertices in the neighbourhood of 

𝑣𝑖 and 𝑁𝐺(𝑣𝑖) is a set of nodes adjacent to 𝑣𝑖.  

In the final stage of the optimisation, forces 𝐼𝑖 are set to zero if dist(𝒙𝑖, Ω) ≥ 𝑑0 (the 

machine should be moved and it is better to be closer to other machines, defined by forces 𝐺𝑖𝑗). 

If dist(𝒙𝑖, Ω) < 𝑑0 the machine 𝑚𝑖 is returned to original position 𝒙𝑖
′ and fixed there. 
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3 RESULTS 

 

For our furniture factory floor layout we tested the algorithm for three observed time intervals: 

one year, three years and ten years. The distances between the machines were optimised by the 

algorithm to obtain the lowest overall costs. The results of optimisation are presented in Table 

1. As expected, for longer time periods it is better to move more machines and relative cost 

savings are larger (1 %, 5% and 27 %, respectively). 

 
Table 1: Overall costs and number of moved machines for different factory floor layouts. 

 
Time 

interval 
Layout Cost 

Number of 

moved machines 

1 year current 49,580 € 0 

1 year optimal 49,000 € 9 

3 years current 137,800 € 0 

3 years optimal 131,500 € 28 

10 years current 459,500 € 0 

10 years optimal 336,400 € 54 

 

Comparison of original and optimised factory floor can be observed on Fig. 1 and Fig. 2, 

respectively. 

 
Figure 1: Original machine layout. 

 

 
Figure 2: Machine layout after optimisation for 10 years period optimisation. 
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4 CONCLUSIONS 

 

The described force-directed graph drawing optimisation heuristic method has been used to 

generate several new factory layouts which have been validated by the factory planners. The 

optimisation method allows the company to significantly reduce the product transport costs by 

decreasing the number of workers performing in-factory transport of products. The reduction 

considers the costs of machine relocation, i.e. only the most relevant machines are moved. 

Considerable cost reduction can be reached on a larger time scale (e.g. ten years). The factory 

layouts will be further refined and implemented in the course of ongoing micro-logistic 

optimisation project.  
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MOBILE TEAMS PROBLEM

Martin Pečar
Jožef Stefan Institute, Jamova cesta 39, Ljubljana, Slovenia, m.pecar@ijs.si

Abstract: Recently a paper about the Travelling Thief Problem has sparked some interest in
combining already considered problems; it combines Travelling Salesman Problem and Knap-
sack Problem. This paper introduces the Mobile Teams Problem, which is a combination of
Vehicle Routing Problem and Job Scheduling Problem. The Mobile Teams Problem describes
real-life routing and scheduling optimization problems that many companies face on a daily
basis.

Keywords: Vehicle Routing Problem, Job Scheduling Problem, Travelling Thief Problem,
Mobile Teams Problem

1 Motivation

One of the reasons to introduce Travelling Thief Problem (TTP) [2] was the need to define
optimization problems that are closer to reality. In many industries, e.g. logistics, we encounter
optimization problems, which are much more complex than usual problems in textbooks. For
example: when vehicle routes are constructed loading constraints (dimensions of various items,
some items may be crushed when stacked, etc.) have to be taken into account.

One of the ways to describe real-life problems is by compositing various already defined
problems. The TTP was defined as composition of two very well known problems: the Travel-
ling Salesman Problem and the Knapsack Problem. The TTP has two variants which differ in
the way how they are composed: TTP1 defines a rent which has to be paid for the use of the
knapsack, while TTP2 takes decreasing value of the picked items into account. It is interesting
to examine the properties of various compositions – how the types of composed problems and
the way they are composed influences the resulting problem. Both subproblems of TTP are
NP-hard. All such problems are difficult to solve (no algorithm of polynomial complexity for
finding optimal solutions is known), and are also related to each other (there exists a polynomial
transformation between each pair of them). However, some problems are more closely related
than others – the transformation can be more or less ‘natural’. TTP is composed of two quite
different problems – what about composing two that are more similar? The Vehicle Routing
Problem (VRP) and the Job Shop (Scheduling) Problem (JSP) can (almost) be translated into
each other in a rather natural way – vehicles translate into machines, locations into jobs [1].
Each solution proposes the sets and sequence of locations (jobs) for the vehicles (machines).

We are about to define the Mobile Teams Problem (MTP) which is about routing and
scheduling vehicles (and workers) so that requested jobs in specific locations are executed.
There are many real-life problems, which can be described as MTP - dispatching and schedul-
ing of construction (building sites, repairing) and installation (cable TV and internet) teams.
For instance, in the case of construction business, a company may have several construction
sites and several vehicles with different functionalities (digging, concrete mixers, transport of
material). Sequences of jobs have to be performed at construction sites (e.g. a hole has to
be dug, then concrete has to be poured in the hole for the foundation, then the bricks have
to be delivered, walls have to be built and finally the roof has to be tiled). In the cable TV
installation case, the tasks that need to be done are: drilling holes, inserting cables, connecting
cables to set-top boxes and finalizing the installation.

2 Definitions

Let us refresh the definitions of the subproblems.
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JSP [6]

• M = M1, · · ·Mm is a set of machines;

• J = J1, · · · Jn is a set of jobs;

• O = O1, · · ·ON is a set of operations, belonging to jobs;

We will also use the following notation: JOi is the job to which operation Oi belongs, MOi

is the machine on which operation Oi is to be processed, tOi is the start time for operation
Oi and pOi is the processing time for operation Oi. Cmax is the makespan (the time from the
beginning to completion of all operations). On O a binary relation → is defined that represents
precedence constraints between operations of the same job. If Oi → Oj , then JOi = JOj and
there is no Ok satisfying Oi → Ok or Ok → Oj (operation Oi is the predecessor of operation
Oj). Thus, if Oi → Oj , then Mi �= Mj by the JSP specifications.

The problem of optimal job shop scheduling is to find a starting time tOi for each operation
Oi ∈ O such that

max
Oi∈O

(tOi + pOi) = Cmax

is minimised subject to:

∀Oi ∈ O : tOi ≥ 0 (1)

∀Oi, Oj ∈ O,Oi → Oj : tOj ≥ tOi + pOi (2)

∀Oi, Oj ∈ O,Oi �= Oj ,MOi = MOj : (tOj ≥ tOi + pOi) ∨ (tOi ≥ tOj + pOj ) (3)

The conditions 2 express precedence constraints which represent technological link-up of
operations within the same task. The conditions 3 express machine capacity constraints, i.e.
each machine can process at most one operation at a time.

VRP [3]
There is a set of n ‘station points’ Pi(i = 1, 2, · · · , n) to which deliveries are made from

point Po , called the ‘terminal point’. A ‘Distance Matrix’ [D] = [dij ] is given which specifies
the distance dij = dji between every pair of points (i, j = 0, 1, · · · , n). A ‘Delivery Vector’
(Q) = (qi) is given which specifies the amount qi to be delivered to every point Pi(i = 1, 2...n).
The truck capacity is C, where C > max qi. If xij = xji = 1 is interpreted to mean that points
Pi and Pj are paired (i, j = 0, 1, · · · , n) and if xij = xji = 0 means that the points are not
paired, one obtains the condition

n∑

j=0

xij = 1(i = 1, 2, · · · , n)

since every point Pi is either connected with Po or at most one other point Pj . Furthermore,
by definition, xii = 0 for every i = 0, 1, · · · , n. The problem is to find those values of xij which
make the total distance

D =
n∑

i,j=o

dijxij

a minimum under the conditions specified above.

2.1 Mobile Teams Problem (MTP)

Let us define MTP as composition of VRP and JSP. We have:

• n locations L = {l1, · · · , ln},
• m jobs J = {j1, · · · , jm},
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• m2 operation O = {O1, · · · , Om2}, which are parts of jobs,

• k vehicles V = {v1, · · · , vk},
• l skills S = {s1, · · · , sl}.

We need to visit all locations, where we need to do some jobs. Each location has at least one
operation (part of a job, so m2 ≥ n) which also requires a specific skill to be executed. Each
driver / vehicle has some skills, which are required for certain operations.

The VRP part is:

• a matrix T = [tij ] shows the travelling time between all pairs of locations.

The JSP part is:

• each operation Oi has specific duration di;

• precedence relations → to be fulfilled (Oi → Oj means that Oi has to be finished before
Oj starts).

Additional data, connecting both parts together, are:

• each operation has to be performed at specific locations (Oi at ll);

• each vehicle (driver) has some of the skills vSi = {sp, · · · , sr};
• each operation Oi requires certain skill (ss) to be finished;

Let us also use notation Os
l meaning this operation has to be performed on location l

and requires skill s. j = {O1 → · · · → Oi} means that job j consists of sequence of several
operations.

The solution to our problem is a schedule, consisting of two types of tasks: travelling
between locations (t(l1, l2)) and performing an operation at a location (O(O1, l1)). Just the
sequence of locations/performed operations is not enough, since we need to make sure the
precedence relations are respected - therefore time component needs to be included. We will
assume that each task is finished as soon as possible, but there may be some waiting time
between tasks. Also, the schedule should tell us the departure and arrival time back to the
original location (depot).

Optimization goal of VRP is usually the travelled distance (or overall costs), while the JSP
usually optimizes makespan - all jobs should be completed as fast as possible. We are interested
in a goal which would be suitable for the composed problem. The goal of the optimization may
be minimization of a scalar value (makespan, total working time, etc.) or many Pareto-non-
comparable solutions, based on several objectives (number of used vehicles, time, distance,
overall costs, etc.). Very often it is really difficult to specify a single criterion for the quality of
the solution, so multi-objective optimization can be very useful.

3 Approaches for solving

The VRP and the JSP are NP-hard problems. The MTP problem is composition of both of
them. We can reduce MTP to one of its subproblems by specifying some trivial values for
the other subproblem; therefore the MTP is (at least) NP-hard, so we need to use heuristic
approaches for solving it.

These kind of optimization problems are usually encountered in large companies (e.g. Tel-
cos) which have fleets of several hundreds of vehicles. On the other hand, chains of operations
that need to be performed, are typically short. This is why real-life problems are usually solved
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Figure 1: Graph representation of the network, used in the example

with VRP solvers, using additional constraints. However, if jobs have long chains of operations,
it is much more difficult to find a good solution. Industry often solves this by breaking jobs into
shorter operation chains, and assigning larger crew of workers (with many skills) to a vehicle,
thus decreasing the need to schedule the workers. However, there is often a lot of redundant
resources (workers) in such cases.

The article [1] discusses the effectiveness of different solvers for different types of problems:
if the problem is more similar to pure JSP, then scheduling solvers are more effective, and
if it is closer to VRP, then routing solvers are more effective. The ‘prevailing’ component of
the problem probably influences which heuristic will be most effective. The main ‘difference’
between JSP and VRP is the precedence relation. So - if there are many precedence relations
between the jobs, we expect the scheduling approach to be more efficient; if not, routing solvers
will probably do the job. However, this still has to be experimentally tested and investigated
further.

4 Example

A practical example (Figure 1) of the MTP is presented: we have 8 locations l1 to l8 where
some operations need to be executed and a starting location l0; we have a vehicle and driver
v1 with skill s1 and v2 with skill s2; there are several jobs: j1 = O1

1 → O2
5, j2 = O1

2 → O2
6,

j3 = O2
3 → O1

7 and j4 = O2
4 → O1

8. Let di = 1 for all operations, and T12 = T23 = T34 = T41 =
T56 = T67 = T78 = T85 = 2 and T15 = T26 = T37 = T48 = T01 = T05 = 1.

An optimal solution in this example is represented with a schedule:
v1: (l0, 0), (t(l0, l1), 0), (O(O1

1), 1), (t(l1, l2), 2), (O(O1
2), 4), (t(l2, l7), 5), (O(O1

7), 10),
(t(l7, l8), 11), (O(O1

8), 13), (t(l8, l0), 14), (l0, 17)
v2: (l0, 0), (t(l0, l5), 0), (O(O2

5), 2), (t(l5, l4), 3), (O(O2
4), 6), (t(l4, l3), 7), (O(O2

3), 9),
(t(l3, l6), 10), (O(O2

6), 13), (t(l6, l0), 14), (l0, 17).
If we take makespan as our optimization goal, we have reached value 17 with this solution.
If we would optimize just a subproblem, a solution for JSP may be
v1: O

1
1, O

1
2, O

1
7, O

1
8

v2: O
2
4, O

2
3, O

2
6, O

2
5

or solution for VRP
v1: l0, l1, l2, l3, l4, l1, l0
v2: l0, l5, l6, l7, l8, l5, l0.
However, both these (sub)solutions would construct a solution which is worse that the one

presented above. This example shows that optimal solutions for the subproblems don’t form
an optimal solution for the composed problem, similar as in the TTP.
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5 Conclusions and further work

A new problem, MTP, which composes VRP and JSP, is introduced. This problem has many
practical applications - routing and scheduling teams in construction, maintenance, installation
business. Some approaches for solving the problem have been suggested, but empirical tests
still need to be performed. Additional constraints can be added to the simple formulation
presented above in order to introduce time windows for specific jobs, different starting points
for different vehicles, and other constraints, originating from real-life problems.

It would be interesting to determine what kind of composition of subproblems ensures or
forbids optimality of composed problem solutions obtained from optimal solutions of subprob-
lems.

Another important question is: what can we say about the complexity of composed prob-
lems? It seems obvious that a composed problem is at least as difficult as any of its subproblems
– we can reduce the composed problem to the subproblem. However, the composed problem
may become much more difficult. An example is Constrained Shortest Path Problem. If we are
looking for a shortest path, or a path with cost under a predefined budget, we know effective
algorithms which can find the solution in polynomial time. However, when we combine these
two problems, we get Constrained Shortest Path Problem, which is NP-complete. Can we
determine what kind of composition will result in specific properties of the resulting problem?
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[6] Šeda, M. (2007). Mathematical Models of Flow Shop and Job Shop Scheduling Problems. World
Academy of Science, Engineering and Technology, 1.31: 122–127.

115



HYBRID METAHEURISTIC ALGORITHM FOR A NEW 

SCHEDULING PROBLEM 

IN HYBRID MANUFACTURING ENVIRONMENT  
 

Omer Faruk Yilmaz and Mehmet Bulent Durmusoglu 

Istanbul Technical University/Industrial Engineering Department  

34367, Macka, Istanbul / TURKEY 

{ofyilmaz, durmusoglum}@itu.edu.tr 

 

Abstract: This study presents a hybrid genetic and simulated annealing algorithm (HGSA) to solve 

scheduling problem in hybrid manufacturing environment. The hybrid manufacturing scheduling 

problem (HMSP) is a strongly NP-hard combinatorial optimization problem. Nature of this problem is 

appropriate to handle via evolutionary algorithms (EAs). Genetic algorithm (GA) is mostly known 

effective population based metaheuristic (P-metaheuristic) of this category and has a powerful 

diversification property. On the other hand, simulated annealing (SA) is one of the most using single 

solution based metaheuristic (S-metaheuristic) and has a powerful convergence property. Taking all 

above mentioned point into consideration, hybrid GA&SA algorithm is developed to handle HMSP 

problem in this research. A comparison was made between GA and HGSA in terms of solving same 

problem. Simulation results show that the HGSA has more rapid convergence speed and better 

searching ability to find an appropriate solution in a reasonable amount of time. 
 

Keywords: Hybrid Manufacturing Systems, Metaheuristic Algorithms, Genetic algorithm, Simulated 

Annealing Algorithm, Scheduling 

 

1 INTRODUCTION  

 

Hybrid manufacturing systems (HMS) which show typical properties of real manufacturing 

environment,  are consist of  manufacturing or assembly cells and functional layout 

(generally job-shop type). Because of the similarity with real manufacturing environments, 

scheduling applications of HMS should be handled by practitioners and academicians. The 

HMSP is not one of the most well-known production planning problem but a typical NP-hard 

combinatorial optimization problem with strong engineering background [6]. There are some 

problems which can be seen as other version of this problem such as flexible job-shop 

scheduling problem (FJSP). The FJSP has been studied in terms of different objectives in 

literature. Makespan, average flow time and weighted flow time are just some of these 

objectives. The most common objective of FJSP is makespan. A lot of real-world scheduling 

problems should be handled as multi-objective because of their nature. Metaheuristic 

especially evolutionary metaheuristics such as genetic algorithm are very well to obtain good 

result for multi-objective flow-shop scheduling problems. There are two important terms for 

multi-objective problems. One of them is diversity preservation and the other one 

convergence to optimal solution. Genetic algorithm can be combined with local search 

algorithm to assure these two important property. Especially non-dominated sorting genetic 

algorithm II  (NSGA-II) is very effective with local search to obtain good results in terms of 

convergence and diversity propoerties (Interested readers may refer to Deb [3]. 

Like in the multi-objective problems, genetic algorithm is a very efficient metaheuristic 

for single objective scheduling problems. Genetic algorithm has some strengths and 

weakness like simulated annealing, but these two metaheuristic algorithms complement each 

other. GA has strong diversification property due to population and SA has strong 

neighbourhood search property. Taking all above mentioned point into consideration, hybrid 

GA&SA algorithm is developed to handle HMSP problem in this research.  

The paper develops as follows: The next section describes the basic problem background. 

Section 3 gives basic structure of GA, SA and proposed GA&SA hybrid algorithm. Section 4 
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proposes the algorithm. Section 5 describes the experiment performance evaluation of 

classification algorithm and section 6 shows conclusion of the paper. 

 

2 PROBLEM DESCRIPTION  

 

A novel approach is handled in this study for scheduling problem in hybrid manufacturing 

environment. There is not any relationship to other studies in terms of novelty, but there can 

be some similarities in terms of scheduling structure of other type manufacturing systems 

such as job-shop, flow-shop etc.  

The HMSP consists of scheduling N jobs on K machines. For this problem, the following 

assumptions are made: (1) Each job i is processed at most on one cell/machine at any time, 

(2) Every cell/machine k can process only one job i at a time, (3) No pre-emption is allowed, 

i.e. the processing of a job i on a machine k cannot be interrupted, (4) All jobs are available 

for processing at time zero, (5) The set-up times of the jobs are sequence dependent (6) The 

machines are available. 

In this study, main purpose is to find a sequence σ that minimizes the average flow time 

[1]. There is set of i,j (i,j=1,…,N) job to be processed in a set of k,l (k,l=1,…,K) cell/machine 

in the same or different order. The processing time of the jobs on cells/machines are not fixed 

and dependent on cycle time. The objective is to find a sequence for the jobs to minimize 

average flow time. 

 

Parameters: 

lasti,k = If last operation of job i is assigned to cell/machine k then 1, otherwise 0 

di,l,k = If operation of job i is assigned cell/machine l just before cell/machine k then 1, 

otherwise 0; 

cycmini,k = Minimum cycle time of job i on cell/machine k 

cycmaxi,k = Maximum cycle time of job i on cell/machine k 

qi = Batch size of job i 

 

Variables: 

pi,k : Processing time of job i on cell/machine k 

ci,k : Completion time of job i on cell/machine k 

setupstarti,k : Starting time of setup of job i on cell/machine k 

setupfinishi,k : Completion time of setup of job i on cell/machine k 

 

Decision Variables: 

cyci,k : Cycle time of job i on cell/machine k 

bi,j,k : If  job i is assigned just before job j on cell/machine k then 1, otherwise 0; 

 

Mathematical model can be expressed as follow: 
 

Minimize 
N
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Equation 1 shows average flow time of jobs and equations 2-8 are structural constraints for 

this problem type. 

Interested readers may refer to Baker [2] for sequencing and scheduling problems for 

other type manufacturing systems. 

 

3 PROPOSED HYBRID GENETIC AND SIMULATED ANNEALING ALGORITHM 

 

In this section, we describe the proposed hybrid genetic simulated annealing algorithm for the 

HMSP. Firstly, we describe basic structure of GA and SA algorithm. 

 

3.1 Genetic Algorithm 
 

GA was developed by Holland [4]. This is an evolutionary P-metaheuristic algorithm which 

generates solutions using by natural evolution such as selection, crossover, and mutation. 

Selection mechanism is executed to generate a population using one of the selection method 

such as tournament selection, roulette wheel etc.. In each population, all solutions are 

evaluated according to a fitness function and are ranked. Then selected individual of this 

population are used for crossover to form new off-spring population. In order to allow 

diversity of search, mutation is used on some individual of population and the GA cycle is 

repeated [8]. The GA operators are shown in figure 1 as a black text. 

 

3.2 Simulated Annealing Algorithm 
 

SA was developed by Kirkpatrick [5]. This is a probabilistic metaheuristic algorithm for 

finding a convergence to the global optimum of a given function in a large search space. It 

was inspired from annealing in metallurgy where temperature controlled cooling of materials 

is carried out to form crystals with minimum defects and consequently with minimum energy 

state. Accepting worse solutions allows for a more extensive search for the optimal solution 

[7]. The newly generated solution is accepted or rejected based on an equation. The SA 

operators are shown in figure 1 as a red text. 

 

3.3 Hybrid GA&SA 
 

The algorithm uses GA and SA operators, which makes the search-for-optimal-solution 

process much more effective and efficient. The proposed hybrid GA&SA algorithm is 

described as follow.  

Step 1 Initial population is randomly generated and temperature is initialized 

Step 2 After the fitness function evaluations, roulette wheel selection, two point crossover, 

and polynomial mutation operators are applied to obtain an offspring population  

Step 3 Neighbourhood strategies: to conduct a better localized search, mutation and 

crossover are employed to generate a new offspring population. If new individual is better 
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than old one then accept the new individual and is put in the place of old one. If new 

individual is not better than the old one then calculate accepting probability of new 

individual, If this probability is greater than random number than accept new individual for 

old offspring population 

Step 4 Temperature is decreased and if ending temperature or maximum iteration number is 

reached then algorithm is ended 

The algorithm is applied to an example and compared with GA and SA using same example 

for HMSP. 

 
 

Figure 1: Flow of hybrid of genetic and simulated annealing algorithm 

 

3.4 Solution Encoding 

In this study, each solution is defined by a chromosome containing two sub chromosomes in 

real mode with (number of cells  + number of machines)*2 genes (Figure 2). Each sub-

chromosome consists of 6 (number of cells  + number of machines) sections: for the sub-
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chromosome 1, the first 3 sections represent the sequence of products in cells, and  the last 3 

sections represent the sequence of products in functional layout’s machines. For the sub-

chromosome 2, the first 3 sections represent the cycle times for cells, and  the last 3 sections 

represent cycle times functional layout’s machines. Same chromosomes representation are 

used for both GA and SA algorithms. 

 

 
 

Figure 2: Chromosome representation 

 

4 HYBRID GA&SA and GA APPLICATIONS 

 

8 jobs are to be processed in 6 cells/machines. The operation sequence of products are given 

in table 1. The cycle times cyci,k of each job i at each cell/machine k are given in table 2. 

There are lower and upper limit for cycle time in cells. Cycle times are decision variables for 

cells. Sequence dependent setup times of products on machines/cells are given table 3. 

Sequence dependent setup times are symmetric. Each product is not processed in each 

cell/machine. Because of that reason, some values are not shown in table 3. As an example, 

the setup time of b1,3,k is 20 minutes for both all cells and machines which product assigned. 

Because of the symmetric assumption of setup times, the setup time of b3,1,k is also 20 

minutes.  Time units of the values in table 2 and 3 are in minutes. The batch sizes of products 

are given in table 4. This problem has been solved using GA and hybrid GA&SA algorithm 

and results have been compared each other just for 10 runs to show obvious difference 

between algorithms in Table 5. The parameters which are shown in hybrid GA&SA and GA 

are indicated in table 6. 
 

Table 1: Operation sequence of products in HMS 

 

 

Products 

Operations 

1 2 3 4 

 

 

 

Cell and Machine 

Order 

1 Cell 1 Machine 1 - - 

2 Cell 1 Machine 1 - - 

3 Cell 2 Machine 1 Machine 2  

4 Cell 3 Machine 3 - - 

5 Cell 3 Machine 1 Machine 2 Machine 3 

6 Machine 1 Machine 2 Machine 3 Cell 3 

7 Machine 1 Machine 2 Machine 3 Cell 1 

8 Machine 1 Machine 2 Machine 3 Cell 2 
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Table 2 : Cycle times for jobs on cells and machines 
 

  Cells Machines 

  1 2 3 4 5 6 

 

 

 

Products 

1 7/10 - - 2 - - 

2 7.1/12 - - 1.5 - - 

3 - 8/15 - 4 3.8 - 

4 - - 10/12 - - 3 

5 - - 9.1/14.5 3.2 3.3 3.4 

6 - - 9.2/10.2 3.1 3 2.9 

7 8/9.6 - - 1.8 1.9 1.8 

8 - 7.5/14 - 4.2 4 4.2 

 

Table 3: Sequence dependent setup times 
 

 1 2 3 4 5 6 7 8 

1 - 5 20 - 20 5 20 15 

2 5 - 20 - 20 5 20 10 

3 20 20 - - 20 20 10 10 

4 - - - - 10 10 20 10 

5 20 20 20 10 - 10 20 10 

6 5 5 20 10 10 - 10 15 

7 20 20 10 20 20 10 - 20 

8 15 10 10 10 10 15 20 - 

 

Table 4: Batch size of products 
 

 1 2 3 4 5 6 7 8 

Batch Sizes 100 50 75 100 50 100 75 50 

 

Table 5: Statistical values comparison for algorithms 
 

 Genetic Algorithm 

Results 

Simulated Annealing 

Algorithm Results 

Hybrid Genetic and 

Simulated Annealing 

Algorithm Results 

Max. 2999,4 3204 2479 

Min. 2964,6 3170 2444,8 

Std. Dev. 11,4 9,6 10,7 

Mean 2983,1 3186 2458,9 

Ave. CPU 

Time 126,8  88,6 189 

 

The hybrid GA&SA algorithm is used diversification ability GA and local search ability of 

SA algorithm and has a fast convergence speed to an acceptable point. The results in table 5 

show maximum values, minimum values, means, standard deviations and average CPU times 

(second) of algorithm. Because of each algorithm has an iteration number constraint, these 

differences can be shown just for ten iteration. Figure 3 shows visualized comparison among 

them. 
Table 6: Parameter for GA and GA&SA algorithms 

 

 GA GA&SA 

Population Size 150 200 

Crossover Probability 0.9 0.9 

Mutation Probability 0.15 0.2 

Neighbourhood Rate - 0.75 

Initial Temperature - 5000 

Cool Rate - 0.75 

Ending Temperature - 10 
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The parameters combination which are used in GA&SA and GA are shown in table 6. The 

results of algorithms are shown in figure 3. The results show average of ten run for each 

algorithm. It can be seen that GA&SA algorithm is the best algorithm among the other 

algorithms in terms of average flow time. Since the GA&SA algorithm reaches the steady 

state, both algorithms are terminated at 350 iterations. 
 

 
 

Figure 3: Average flow time for GA, SA and GA&SA algorithm 

 

It can be observed from figure 3 that it is not easy for the single GA to obtain the good 

results, while the hybrid approach performs better. 

 

5 CONCLUSIONS 

 

In HMSP, with the big number of jobs and machines, the problem’s complexity increases. In 

this paper, the HMSP has been modelled and a hybrid genetic simulated annealing algorithm 

has been proposed to reach good results. This genetic simulated annealing algorithm has 

better optimization performance and robustness than single GA and single SA. 

Further improvement will be achieved by introducing hybrid GA&SA algorithm to the 

parameter optimization. 
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Abstract: The public investment projects are essential to improve the state economy and life of
people. Since the resources are limited, developing automated project performance evaluation
systems are required. In this work, we propose a metaheuristic algorithm based approach for
automated project evaluation. Project evaluation involves selecting the attributes effective for
evaluation, determining the weights of the selected attributes and determining cut-off values
for project evaluation. In the attribute selection part of this model, the effect of supervised
learning based models are elaborated. For determining attribute weights and cutoff values,
we build a Genetic Algorithm (GA) based solution. The proposed system is tested on the
evaluation process of 493 World Bank projects. The results are compared with the classical
project evaluation technique using the Analytical Hierarchy Process (AHP) and classification
based models. Experimental results show that the proposed approach provides considerable
improvement for project evaluation accuracy.

Keywords: project evaluation system, metaheuristic computation, supervised learning

1 INTRODUCTION

Public investment is capital expenditure from government resources on physical infrastructure
and soft infrastructure with a productive use that extends beyond a year [8]. In spite of high
need for public investment projects, resources are limited. Therefore, there has been increased
requirement to support the accountability and efficiency of the projects. In general, to be able
to provide efficiency and effective use of the resources, project performance evaluation systems
are needed [9, 6].

Project evaluation system basically involves three phases: selecting performance evaluation
indexes, finding the weight of evaluation indexes, and building complete evaluation model. The
first phase involves deciding as to which attributes are used to evaluate a project. After that,
weights of these indexes are determined and assessment methods are applied to carry out eval-
uation result. Conventionally, these steps are either manually conducted or performed through
Analytical Hierarchy Process (AHP) based methods, which involve manual intervention of
domain experts.

In this study, we propose an automated project evaluation approach that is based on a
metaheuristic algorithm. Metaheuristic algorithms are proven to provide successful results in
several optimization and decision problems [2, 13]. Within this work, in order to determine
performance evaluation indexes, data mining based feature selection techniques are elaborated.
Afterwards, weights of these indexes are determined by utilizing a Genetic Algorithms (GA)
based solution.

The basic contributions of this work can be summarized as follows: Although there are
several metaheuristic based automated solutions for other domains such as student perfor-
mance evaluation or inventory evaluation, for public investment project evaluation problem,
automated solutions have not been proposed. In this work, we propose a novel metaheuris-
tic algorithm based solution for this problem. Although we use classification based solution
as a baseline, since classification based models for project evaluation has not been used and
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evaluated before, it is a novel solution developed within this work, as well. We have con-
ducted experimental evaluations to analyze the performance of the proposed approach on the
constructed data set in comparison to AHP-based and classification based solutions.

The paper is organized as follows. Section 2 includes a review on the related studies in the
literature. In Section 3, the proposed work is described. In Section 4, experiment results are
given. In Section 5, conclusion is presented.

2 RELATED WORK

In this section, we summarize related studies on metaheuristic computation and data mining
based approaches used in project evaluation problem.

Ai-ling et al. [1] conducted a research on evaluation of engineering projects in the bid
system. According to their design, the problem is encoded using GA structure. AHP is used in
construction and calculation of fitness function. According to AHP assessment, weight values
of bidders are obtained.

Landa-Torres et al. [7] presented a hybrid algorithm for evaluating the internationalization
success of a company, based on past data. The algorithm they proposed is composed of Har-
mony Search (HS) and Extreme Learning Machine (ELM) algorithms. While HS is responsible
for forming feature groups, ELM is used for obtaining the objective function for each of such
groups. We are inspired by this methodology in feature selection part of our study, however,
we use a different encoding procedure and a different algorithm.

Shana and Venkatachalam [11] built a prediction model to estimate the course grade of
students by analyzing key performance indicators. In the first part, feature selection techniques
are applied to identify the key performance indicators that affect the success of a student in
the course. Then, to construct a model, various decision tree classification algorithms are used.

Huping and Chunhua [3] studied to mine a set of general local government performance
evaluation indicators out of a massive set of data. In their study, data mining is used for
designing evaluation indicators and finding the weights of these indicators. Firstly, Radial Basis
Function (RBF) neural network is used as soft clustering technique. Then, hard clustering is
done by Balanced Iterative Reducing and Clustering using Hierarchies (BIRCH) algorithm to
mine the local government performance indicators.

3 GENETIC ALGORITHMS BASED PROJECT EVALUATION METHOD

In this section, the general architecture of the proposed project evaluation method is presented
and the developed technique is described in detail. The main phases of our system are data
gathering, attribute selection, finding the weights of the selected attributes and evaluation. The
contribution of this work basically lies in the attribute selection and determining the weights
of the attributes by metaheuristic algorithms. In the rest of this section, we describe these
phases.

We construct our data set from World Bank projects [10]. In total, 493 projects’ data
are collected. From the project completion reports, project outcome information, performance
ratings, and various attributes are collected manually. Project outcome information has four
class labels, which are High Satisfactory (HighS), Satisfactory (S), Unsatisfactory (U), Highly
Unsatisfactory (HighU). The collected data includes performance ratings for 25 attributes.
Most of the attributes of the project data are ordinal values as in the class label values (HighS,
S, U, HighU). As the first step, we converted these ratings into numeric values in [0,1] interval.
For example, HighS, S, U, HighU values are mapped to 1.00,0.70,0.30,0.00, respectively. As
the next preprocessing step, project IDs are removed from the data. Afterwards, we handled
the missing values in the data.
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For the attribute selection phase, we used attribute selection feature of WEKA data mining
tool. 1 After checking the performance of several attribute selection algorithms, out of 25
attributes, we have selected 7 attributes, which were common in all selections.

In order to model the problem of finding weights of selected attributes and cut-off values,
we devised a chromosome structure that is composed of k attribute weights (where k=7 for
selected 7 attributes) and 3 cut-off values. Since project outcome information in our dataset
has four class labels, chromosome structure has 3 cut-off values to separate the classes. Note
that total weight of the attributes is equal to 1, and cut-off values cp1, cp2, cp3 should be set
such that cp1 < cp2 < cp3.

While using GA for our problem domain, the employed fitness function, crossover and
mutation operations are as described below.

Fitness Function: How well the chromosome evaluates the training data set is used as the
fitness value of the chromosome. In fitness calculation, we consider the similarity between the
predicted class label to the real class label under linear ordering. The fitness of chromosome c
is calculated as given in Equation 1.

fitness(c) =
1

nt

nt∑

p=1

ap (1)

Here, nt is the number of instances in the training set and ap is defined as given in Equation
2.

ap =

⎛

⎜⎜⎜⎝

1, if evaluation(c, p) = realValue(p)
0.4, if | evaluation(c, p) - realValue(p) | = 0.3
0.1, if | evaluation(c, p) - realValue(p) | = 0.7
0, otherwise

⎞

⎟⎟⎟⎠ (2)

In Equation 2, realV alue(p) is the actual outcome of project p and evaluation(c, p) is the
evaluated outcome of project p for a given chromosome c. In addition to exact match, the
similarity between the predicted class label and real label is considered, as well. As an example
of this condition, if realV alue(p) is HighS and evaluation(c, p) is S, then ap is 0.4. Similarly,
if realV alue(p) is S and evaluation(c, p) is HighU , then ap is 0.1. The evaluation of a project
p for given chromosome c is performed as given in Equation 3.

evaluation(c, p) =

⎛

⎜⎜⎜⎝

HighS, if cp3 ≤ ws(c, p)
S, if cp2 ≤ ws(c, p) < cp3
U, if cp1 ≤ ws(c, p) < cp2
HighU, otherwise

⎞

⎟⎟⎟⎠ (3)

where ws(c, p) is weighted sum of project p for a given chromosome c. The equation for weighted
sum is as shown in Equation 4.

ws(c, p) =
k∑

i=1

wi
pi −mini

maxi −mini
(4)

In this equation, pi is the rating value of project p for attribute i. maxi and mini stand
for the maximum and minimum rating values of attribute i among all projects in the data set.

Crossover: Uniform crossover is applied on the randomly selected pairs of chromosomes
with probability pc. In order to fulfill problem specifications, crossover operation is applied
under control. This operation satisfies the problem constraint so that sum of attribute weights
in one chromosome is 1 and value order of cut-off points in one chromosome is maintained.

1http://www.cs.waikato.ac.nz/ml/weka/. In WEKA, ReliefFAttributeEval attribute evaluator and Ranker
search method; CfsSubsetEval attribute evaluator and GreedyStepwise search method; CfsSubsetEval attribute
evaluator and BestFirst search method are used.
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Table 1: GA based Algorithm Accuracy Results
for DS1 for DS2

Average 90.83% 89.05%

St. Dev. 0.93 0.89

Overall Average 89.94%

Table 2: GA Algorithm Accuracy Results without Attribute Selection (on data Set DS1)
for DS1

Average (without Attribute Selection) 90.30%

St. Dev. (without Attribute Selection) 1.16

Average (with Attribute Selection) 90.83%

St. Dev. (with Attribute Selection) 1.93

Mutation: In the mutation operator, attribute values in genes are set to 0 or 1 with equal
probability. This operator is applied on the chromosomes with probability pm. After mutation
operator is applied, chromosome is normalized in order to preserve the specification that the
sum of attributes’ weights in a single chromosome is 1.

Elitism, which refers to the mechanism that the fittest chromosome always survive to the
next generation, is employed in the method.

4 EXPERIMENTAL EVALUATION

Projects are evaluated by using the selected attributes, attribute weights and cut-off values
learned by the algorithms explained in the previous section. Firstly, weighted sum value for
a given project p is calculated according to Equation 4. The best chromosome is used in the
calculation of weighted sum value for a given project p. After weighted sum value for given
project p is calculated, it is evaluated according to Equation 5. In this equation, used cut-off
values are as in the best chromosome.

evaluationeval(p) =

⎛

⎜⎜⎜⎝

HighS, if cp3 ≤ wseval(p)
S, if cp2 ≤ wseval(p) < cp3
U, if cp1 ≤ wseval(p) < cp2
HighU, otherwise

⎞

⎟⎟⎟⎠ (5)

Experiments are conducted on the project data set collected from World Bank projects that
contains 493 samples. For the experiments, 66% of the data set is used for training, and the
remaining 34% of the data set is used as the test data. Training data set contains 325 projects,
whereas test data set includes 168 project. We applied this partitioning randomly two times,
constructing two data sets, DS1 and DS2.

As given in Figure 1, GA based solution has about 90% accuracy on average for both
DS1 and DS2. We repeat the experiment for DS1 without attribute filtering (i.e., under all
attributes obtained from the projects). The results given in Figure 2 reveal that the attribute
selection has positive effect for accuracy.

Currently, AHP is the most commonly used method in project evaluation. Therefore, we
compare accuracy performance of the proposed meta-heuristic based approaches with that of
AHP. As AHP requires expert opinion, we consulted two project evaluation experts for attribute
weights. According to expert opinion, weights of selected 7 attributes are determined. Total of
493 projects are evaluated according to these weights and weighted sum method. 254 projects
are estimated correctly and true estimate percentage of this technique is 51.5%.
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Table 3: Classification based Project Evaluation Accuracy Results
Classifier DS1 10-fold cross valid. Average

SMO 86.9048% 89.4523% 88.1786%

NaiveBayes 88.6905% 89.0467% 88.8686%

NaiveBayesSimple 88.6905% 89.0467% 88.8686%

RBFNetwork 77.3810% 81.7444% 79.5627%

SimpleLogistic 88.0952% 89.2495% 88.6724%

MultilayerPerceptron 82.1429% 86.6126% 84.3778%

lazy-IB1 85.1190% 84.7870% 84.9530%

MultiClassClassifier 82.7381% 88.4381% 85.5881%

DecisionTable 82.1429% 88.6410% 85.3920%

BFTree 84.5238% 86.6126% 85.5682%

ZeroR 75.5952% 78.9047% 77.2500%

OneR 89.2857% 88.4381% 88.8619%

Ibk 83.3333% 87.6268% 85.4801%

RandomForest 88.0952% 89.4523% 88.7738%

REPTree 89.2857% 88.4381% 88.8619%

SimpleCart 89.2857% 88.0325% 88.6591%

As the second baseline comparison, we used classification algorithms for constructing a
model. We used WEKA [12] data mining tool for this purpose and performed experiments
with different classifiers, SMO, NaiveBayes, NaiveBayesSimple, RBFNetwork, SimpleLogistic,
MultilayerPerceptron, lazy-IB1, MultiClassClassifier, DecisionTable, BFTree, ZeroR, OneR,
Ibk, RandomForest, REPTree and SimpleCart, which are commonly used in the literature. In
this experiment, we used the same set of 7 features that were used in the previous experiments.
The experiments are conducted on data set DS1 and on the original data set under 10-fold
cross validation. The results are presented in Table 3. As shown in the table, all the accuracy
results by the classification models are below 90%, whereas GA achieved 90.83% on the same
data set.

5 CONCLUSION

In this study we focus on the problem of determining weights of the attributes and the cut-off
points automatically for project evaluation, which is currently done in non-automated way by
domain experts. We proposed a metaheuristic based algorithms for the problem. In addition,
we modeled the problem as a classification problem and analyzed the accuracy performance.

The experimental analysis shows that using metaheuristic algorithms and data mining
methods for evaluation of projects is feasible and brings improvement in comparison to the
project evaluation by conventional AHP-based approach considerably.

We also elaborated on using a classification model for the problem, and used this as one
of the baselines. However, classification based approach for project evaluation problem is also
new and is a contribution of this work.
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1 INTRODUCTION 

 

Over the past few decades, a great number of studies have been made on job-shop scheduling 

problem (JSSP). JSSP can be regarded as a scheduling problem and it is one of the most 

challenging combinatorial optimization problems [Pin]. It is of both theoretical and practical 

interest, c.f. it is highly popular in production industry [HaoLin]. For conventional JSSP, it is 

usually assumed that all time parameters are known exactly and in deterministic values. An 

instance of JSSP can be described as follows: we have a set of n jobs that need to be operated 

on a set of m machines [Sul]. Each job has its own processing route; that is, jobs visit 

machines in different orders. Each job may need to be performed only on a fraction of m 

machines, not all of them. The task is to determine a processing order of all jobs on each 

machine that minimizes the total flow time.  

Another usual assumption is that each job can be processed by at most one machine at a 

time and each machine can process at most one job at a time. When the process of an 

operation starts, it cannot be interrupted before the completion; that is, the jobs are non-

preemptive. The jobs are independent; that is, there are no precedence constraints among the 

jobs and they can be operated in any sequence. The jobs are available for their process at time 

0. There is unlimited buffer between machines for semi-finished jobs; meaning that if a job 

needs a machine that is occupied, it waits indefinitely until it becomes available. There is no 

machine breakdown (i.e. machines are continuously available) [NadFat].  

Setup times of machines are typically sequence dependent (or SDST), that is, the 

magnitude of setup strongly depends on both current and immediately processed jobs on a 

given machine. For example, this may occur in a painting operation, where different initial 

paint colours require different levels of cleaning when being followed by other paint colours. 

We also assume that setup is non-anticipatory, meaning that the setup can only begin as soon 

as the job and the machine are both available [NadFat]. 

The JSSP is known to be an NP-hard optimization problem [OmbVen]. Therefore, 

application of metaheuristics for the JSSP is justified when looking for optimal or near 
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optimal solutions in reasonable amount of time. This paper proposes such an algorithm, 

based on Remove and Reinsert algorithm (or RaR) [BreZer, PesSch].  

It is well known [EksRah] that using discrete event simulation or virtual factory is very 

effective tool for “what-if” scenarios, for every type of production system. In our case we 

have transformed real production system with all the features and limitations into virtual 

factory. The idea is that the metaheuristic proposes an initial and iteratively improved 

schedules of orders while the discrete event simulation performs “what-if” scenario for each 

proposed schedule thus providing the quality measure of the schedule. This process is 

repeated until the metaheuristic can no longer provide better schedule.  

The rest of this short contribution is organized as follows. In the next section, the 

metaheuristics RaR is outlined and its operation is illustrated with an example in Section 3. 

Results of the first experiments are given in Section 4. Concluding remarks are in Section 5. 

 

2 THE METAHEURISTIC RaR  

 

The proposed metaheuristic is called RaR algorithm. The idea (algorithms were given various 

names) was successfully applied to the probabilistic traveling salesman problem (PTSP) 

[Zer95], the asymmetric traveling salesman problem (ATSP) [BreZer] and to the classical 

resource-constrained project scheduling problem (RCPSP) [PesSch]. The basic idea of the 

heuristics is very simple, and this may be a reason for good results. It may be rather 

surprising that a simple heuristics outperforms much more complicated metaheuristics such 

as are for example the genetic algorithms, but we believe that this phenomena is not that 

unexpected, see [Zer14] and the references there.  

RaR can be regarded as a hybrid metaheuristic that consists of two phases: generating an 

initial solution, and iterative improvement. In the first phase, a solution is usually constructed 

by first solving a subproblem optimally and then inserting the remaining jobs, not unlike the 

well known heuristics arbitrary insertion for TSP does [RosSte]. The iterative improvement 

phase, rougly speaking, removes some of the jobs from the current schedule, and reinserts 

them in back into the schedule in arbitrary order. While the the job-shop scheduling with 

sequence-dependent setup times on one machine is known to be equivalent to the traveling 

salesman problem (TSP), the complexity of general JSSP-SDST, in particular the influence 

of each order to the overall load of the machines, motivates several modifications. 

Adaptations and modifications used for successful application to the problem studied here are 

explained in some detail below.  

Here, we assume that the initial solution is given (or it is just a random sequence or 

orders) and focus on the iterative improvement phase. 

In the inner repeat loop, a subset of m orders is selected, and an optimal permutation of 

these m orders is found by exhaustive search. It should be noted that, contrary to RaR applied 

to some other problems, the orders which are not selected are not removed, only their relative 

position is frozen. After the optimal permutation of the selected m orders is found, these 

orders are, one by one, removed and reinserted into the solution into the best position, 

keeping all other relative positions of orders fixed. The loop is repeated until there is no 

improvement, and then the position of selected m orders is changed. First, the m orders at 

positions 1...m are chosen, then the positions 2...m+1, and finally the positions n-m+1...n are 

regarded. 

 

Algorithm RaR 
S ← initial Schedule (N1, N2, …, Nn) 

repeat 
S'' ← S 

130



w = 1 (position from which the permutation starts) 

x = 0 

repeat 

repeat 
S' ← S 

1. Choose (w … w+m-1) orders from S and start with 

permutation on initial state w 

2. Check every solution for every combination from 

permutation table  

3. Choose the best solution and place it in the S 

4. If permutation found better solution than S’ then x = 0  

begin (if x = 0) 
P ← Optimum of first step (S) 

Y = m + w (m – number of orders processed with 

permutation)  

while Y < n (number of all orders) do  

P' = P 

q = 1 

repeat  
P'' ← Insert the order form place Y on place q  

q = q + 1 

until q = Y  
Find the best solution (P'') 

P ← Choose (P'') 

Y = Y + 1 

endwhile  

end  
S ← Choose (P) 

until S' /= S 
w = w + 1  
x = 1  

until w > n – m 

until S'' /= S 

 

3  PROBLEM INSTANCE  

 

The heuristics has been tested on a realistic example. To the best of our knowledge, there are 

no benchmark instances in the literature, we plan to generate a dataset of several instances for 

a more extensive experiment, results to be reported in the full paper. 

We have a production process with 9 work places where operations are carried out. The 

plan is to produce 10 orders. For each order, the technology procedure and the sequence of 

operations are known (see Table 1). Raw material goes from material storage and the finished 

products are stored in the products storage. The order is always moving from machine one 

towards the machine nine. Orders can be transported between machines only one at a time. If 

there are several orders at the same operation, then the orders are awaiting a free operation in 

the buffer of needs located in front of the operation. For each operation there is information 

about setup time for the machine and operational time for the order. The setup time is 

sequence dependent on both current and immediately processed order. 

We briefly outline the operation of the algorithm on the instance. The first step is using the 

permutation table. The idea is that from the whole instance, which has n orders, we take m 

orders (m < 7; we use 5) and optimize them (by finding the best schedule of where the chosen 

m orders are permuted and the other n-m orders’ relative positions do not change) using all 
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possible combinations, which are enshrined in the permutation table. We continue by 

considering the orders that were fixed in the first step. One by one, these orders are removed 

from the schedule and reinserted, this time without changing relative positions of all other 

orders.  
 

Table 1: The matrix of the type and sequence of operations. 

 

 Machine (i) 

Order (j) Mach. 1 Mach. 2 Mach. 3 Mach. 4 Mach. 5 Mach. 6 Mach. 7 Mach. 8 Mach. 9 

N1 X X X X X 

   

X 

N2 X 

   

X X X X X 

N3 X 

   

X X X X X 

N4 X X X X X 

   

X 

N5 X 

   

X X X X X 

N6 X 

   

X 

   

X 

N7 X 

   

X 

   

X 

N8 X X X X X 

   

X 

N9 X 

   

X 

   

X 

N10 X X X X X X X X X 

 

From the layout of production the weighted directed graph was made (see Fig. 1), nodes 

represents machines and weight (k=a,b,…,l) represents transport time between machines. 
 

 
 

Figure 1: Weighted directed graph of production process. 

 

In our case we have initial schedule of 10 orders (N1, N2, N3, N4, N5, N6, N7, N8, N9, 

N10). Then we choose the first m (5 in our case) orders and find their permutation with 

minimal cost. (If there are more than one best permutation, the first is taken. In our case, the 

optimum after first step is: (N4, N1, N3, N5, N2, N6, N7, N8, N9, N10). 

In the second step we start with inserting the other orders into the optimum solution so far. 

(In particular, here we choose the order N6 and insert it before order N4, before order N1, …, 

before order N2. Thus we have 6 candidate solutions – the one before inserting and for all 5 

inserted possibilities. We choose the combination, that gives us the best solution, in this case 

(N4, N1, N3, N6, N5, N2, N7, N8, N9, N10) and continue by reinserting the next element – 

order N7. We insert order N7 into 6 possible positions, before orders N4, N1, …, N2 and take 

the best solution which becomes the initial state before reinserting order N8. We do this until 

we reach the last insertion of the last order (in our case order N10). The best solution of this 

second step is (N4, N1, N7, N3, N8, N6, N10, N5, N2, N9). 

When we finish the step 2 we repeat the algorithm by using the best solution we got so far.  

The algorithm repeats these two steps until it can no longer find an improvement.  

After finding a schedule for which no improvement was found by selection the first m 

orders, the procedure repeats by selecting the orders on positions 2, …,m+1, until no 

improvement is possible. Then the selection shifts to 3, …,m+2, and so on, until the last 

selection of orders on positions n-m+1, …,n. 
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4  COMPUTATIONAL RESULTS  

 

The algorithm was tested on two realistic instances. For the JSSP we had 10 orders and 100 

orders. In both cases we compared the algorithm with the genetic algorithm, which is already 

installed in the Siemens programming environment Plant Simulation ([Siemens]). The results 

are as follows: 

 

Characteristics of the genetic algorithm (GA): 

 Instance with 10 orders: 50 generations: size of generation: 100. 

 Instance with 100 orders: 500 generations; size of generation: 100. 

 

Table 2: The results of GA and RaR algorithm. 

 

Algorithm Total time  … for finding best solution Quality of the best solution 

Instance with 10 orders 

GA 1 min 33 sec 1 day 17h and 8 min 

RaR 20 sec 8 sec 1 day 17h and 8 min 

Instance with 100 orders 

GA 4h 5 min 22 sec 4h 5 min 22 sec 9 days 23h 45 min 

RaR 29 min 30 sec 22 min 41 sec 9 days 13h 28 min 

 

From the results we see that RaR algorithm finds a very good solution in a relatively short 

time compared to GA. The great advantage of RaR algorithm is that it is not necessary to 

store large amounts of data, since the algorithm works sequentially, and in almost every step 

takes only best solution and discards the others. 

According to the tests that have been carried out (even those that are not described in 

here), we can say that RaR algorithm works very well and in quick time gives good solutions.  

 

5  CONCLUSION 

 

This paper proposes Remove and Reinsert heuristics for the job-shop scheduling problem 

with the sequence dependent setup time of machines. It minimizes the expected average flow 

time within a reasonable amount of calculation time.  

For executions of “what-if” scenarios of the initial schedules, the discrete event simulation 

(DES) software – Technomatix Plant Simulation was used. A comparison of RaR algorithm 

with Genetic Algorithm which is built-in module in Technomatix Plant Simulation software.  

showed that RaR algorithm finds better optimal solution in shorter time compared to Genetic 

Algorithm.  

Motivated by the promising results outlined here, we have also executed “what-if” 

scenarios for different priority rules inside the production processes. The results showed that 

by changing priority rules of processing the orders on the machines, we get even shorter flow 

time of all orders. Details will be given in the full paper. 

In our future work, further experiments will be conducted to shorten the calculation time 

of getting the optimal solutions from the RaR algorithm. Next step would also be to find the 

optimal sequence of priority rules, or to find the best priority rule with the help of some 

algorithm. 

Finally, as the RaR heuristics performs remarkably well on the JSSP with setup times it 

may be worth considering the same idea on the other versions of the JSSP problem. In 

particular because there is a library of benchmark instances [AdaBal, FisTho,  Law] which 

enables a more reliable evaluation of the algorithms. 
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ON APPLYING MATHEMATICAL MODELS OF
FREQUENCY ASSIGNMENT TO WI-FI THROUGHPUT

OPTIMIZATION

Tanja Gologranc1,4 Janja Jerebic1, Jaka Kranjc2, Borut Lužar2, Luka Mali3,
Janez Povh2, Drago Bokal1,4

Abstract: Frequency assignment has been the motivation behind a large corpus of mathe-
matical research, but the technological progress in telecommunications introduced complex-
ity that makes unclear how to apply existing abstract mathematical models. New insight of
the technology is required to close the gap between mathematical optimization and relevant
telecommunications problems.

In this contribution, we present a taxonomy of realistic problem instances related to con-
figuring Wi-Fi routers and demonstrate the need for understanding technological details of the
problem when developing mathematical models for realistic use cases. We point out that sev-
eral minor things like the unit in which interference between Wi-Fi routers is measured (dBm
or mW ) have influence on the optimal configurations of network.

At the end of the paper we provide an instance with a large sample of real Wi-Fi routers
and demonstrate that even the simplest, one access point optimization yields significant im-
provements.

Keywords: frequency assignment, maximum cut, Wi-Fi network, throughput, interference.

1 INTRODUCTION

There will be more than 30 billion connected computers, devices and their parts by 2020, giving
rise to the paradigm of Internet of Things, IoT [2]. The demand for throughput is rising and
Wi-Fi became de facto technology for data offload from 3G and is standardized as part of the
EPC (Evolved Packet Core) in 4G cellular networks. In 2017 alone, over 2.4 billion new Wi-Fi
enabled devices will ship, for an installed base of close to almost 20 billions that same year [9].
This means that every human being in 2017 will on average own three Wi-Fi enabled devices,
and there will be one Wi-Fi hotspot for every 20 people by 2018 [5].

While cellular radio networks were the key source of frequency assignment technological
problems in the past, and their configuration was optimized in several aspects (installing a
GSM antenna was a year-long project, while installing a LTE antenna still takes a week),
parameterization optimization was completely ignored at Wi-Fi, the low-cost end of the wireless
communication. Wi-Fi IEEE 802.11 as a technology was not designed for the scale at which
it is now deployed, and the limitations on the number of devices that can simultaneously
communicate in a given Wi-Fi cell render optimization of the use of Wi-Fi technology crucial.

There exist two areas that address frequency assignment problem: discrete mathematics
and telecommunications. Unfortunately the interrelations among them are scarce. This seems
to be a long-standing issue, as similar observations were posed already by the pioneering 1980
work on frequency assignment by Hale [4], see also [10, 7, 1]. A possible reason may be that
mathematics thrives in well-defined, structured problems, whereas in telecommunications bibli-
ography, the detailed use cases abound. We propose to circumvent this problem by an attempt
to claim the best of both worlds: by classifying the landscape of problems, models, and methods
for solving these optimization use cases independently of their underlying mathematical model,
our contribution allows the telecommunications researchers and practitioners to position their

1Faculty of Natural Sciences and Mathematics, University of Maribor, Slovenia
2Faculty of Information Studies, Novo mesto, Slovenia
3Faculty of Electrical Engineering, University of Ljubljana, Slovenia
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specific use case into a mathematically relevant context. The mathematicians would thus be
able to study a well-defined problem in a technologically relevant context, and the telecom-
munications researchers would be able to optimize the settings of their Wi-Fi network using
state-of-the-art mathematically based methodology. While the details of this project extend
beyond the limited space of this paper, we describe the flavour of the approach and illustrate
its potential.

2 TWO DOMAINS, TWO MAIN MODELS AND TASKS

A central parameter of wireless networks is throughput, i.e. the amount of information the net-
work can transfer to and from connected devices. We focus on optimization of this parameter,
which we study using two essentially different models of the wireless network.

The first model is voxel-access point graph that structures detailed information on signals
of access points in relevant volumes of the studied space (voxels, discussed in Section 2.1). The
second model is the interference graph, which aggregates the signal information into interference
weights of edges between access points - graph vertices. It is discussed in Section 2.2.

2.1 Telecommunications: maximizing throughput in voxel-access point graph

A natural model for throughput maximization is an (enriched) bipartite graph. Its vertices are
(i) access points in network (the A-set of the partition) and (ii) voxels, i.e. equal volumes of the
space covered by the Wi-Fi network (the V -set of the partition). Edges of the graph connect
access points with voxels that receive their signal, the weight of the edge being the strength of
the signal. This detailed model is usually used in telecommunications bibliography [8, 6], as it
allows to include the information about the problem at the greatest level of detail.

In this model, frequencies are assigned to the access points (A-vertices) maximizing the
average throughput in over all the voxels (V -vertices). The Wi-Fi technology postulates that
a device connects to the unique access point that has the strongest signal at that point, and
other access points using the same or nearby frequency channel are contributing to the noise
in the communication. The ratio of the (strongest) signal to the sum of all the noise signals
determines the throughput through a piecewise constant function, presented in Table 1.

SINR lower bound (dB) 6.4 8.5 9.4 11.2 16.4 18.2 22.7 24.4

Throughput (Mbps) 6 9 12 18 24 36 48 54

Table 1: A sample conversion of SINR to TP for a specific router. Note the (almost) linear
dependence of throughput on the lower bound of intervals.

The detailed model of voxel-access point graph allows for optimization of throughput
through integer programming and other global optimization techniques, and as such presents
a relevant problem in the domain of combinatorial optimization. However, the structure of the
model allows for plethora of constraints and augmentations that vary between use cases, and in
the absence of their characterization, the mathematicians tend to study frequency assignment
from a different, more classical point of view, as proposed in the next section.

2.2 Mathematics: minimizing interference in access point sinr graph

Early models of frequency assignment [4, 3] have adopted a less detailed approach using inter-
ference graph. Its vertices are access points, two of them connected with an edge if and only if
the areas of the corresponding access points overlap. The edges of a graph are weighted and
the weight of the edge between two access points is exactly the amount of interference between
these two access points.
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Assignment of frequencies to access points corresponds to colouring the vertices of the in-
terference graph. A common assumption is that access points at different frequencies do not
interfere, implying that a proper colouring of the graph is equivalent to assignment of frequen-
cies with zero interference and therefore maximum throughput. Obviously, the interference
graph presents a model of optimization with information organized in a setting that is much
more compact than the setting of voxel-access point graph.

There are three issues inhibiting Wi-Fi frequency assignment using the interference graph.
First, the general questions that colouring problems solve discuss the number of colours required
to properly colour the graph, but Wi-Fi has a fixed number of 20 MHz channels from 11 to 13
in the 2.4 GHz ISM band. This corresponds to constructing a maximum-weight k-cut in the
interference graph, as the edges not in the cut are the edges with remaining interference. Thus
applicable frequency assignment problems are related more to maximum (weighted) k-cut, i.e.
minimum deficiency k-colouring, than to proper (generalized) colouring of interference graph.

Second, any two Wi-Fi channels at integer distance four or less interfere, and there are at
most three different channels that do not interfere pairwise (e.g. 1, 6, and 11). The strength of
interference depends on the integer distance between the channels. While proper generalized
colouring models allow for finding minimum number of channels with zero interference, the
direct weighted max-k-cut problems do not directly solve the Wi-Fi frequency assignment, as
the weight of an edge (i.e. strength of the interference) depends on the colours assigned to the
end-vertices (i.e. frequencies assigned to access points).

Third, while throughput may have been continuously dependent on interference in analogue
stages of telecommunications, the relation between throughput and interference in modern
routers is piece-wise constant (cf. Table 1). For this reason, the average throughput may
increase at the expense of interference of distant APs, as long as the increasing interference
stays within the same constant throughput interval.

In the next paragraph we will define a graph that models frequency assignment problem of
fixed wireless network in which max k-cut problem will yield the same solution as the problem
of maximizing throughput does in the voxel-access point graph.

Sinr graph GS is a graph in which vertices are access points and two of them are connected
with an edge if and only if there exists a voxel, in which the signal from either of the access
points is the strongest signal and the signal from the other access point is more than the
background noise. The weights of edges in this graph are set in such way that the problem of
maximization of throughput in voxel-access point graph is equivalent to max k-cut problem of
GS .

3 Taxonomy

We propose facilitating the knowledge exchange between Wi-Fi network optimization and com-
binatorial optimization using a taxonomy of use cases. This taxonomy is under development,
and we present the current stage in Table 2.

We distinguish eight main dimensions in which the application cases differ. First two
describe the use case: (U) in which context was the use case’s data acquired (from single AP
(U:P) to country(U:L)). There is a modifier I that distinguishes the cases when a new instance
is added into the existing context. Second dimension (P) describing the use case specifies which
access points are parameterizable (all (P:A), selected access points while keeping others as fixed
noise (P:AP), or all access points with others ignored (P:PI)).

Next two dimensions describe the data analysed within the use case. Following above
discussion, the key entity (E) can be either voxel-access point graph (E:V) or interference
graph with access points as the key entity (E:A). The data (D) could come from a variety of
processes, for instance access points locations could be taken from a blueprint and used in a
simulated propagation model, (D:BS).
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Dimension Dimension values
Description Designation Description Designation

Use case
area addressed

U

Single access point P
Building B
Street segment S
City quarter Q
City C
Region R
State / legislative unit L

Parametrizable APs P
All parametrizable A
All of given provider AP
Provider’s parametrizable, other ignored PI

Detailed entity E
Voxels V
Access points A

Data acquisition
process

D

Measuring M*
Triangulation of measurements T*
Simulating propagation S*
Acquired from blueprint B*
Artificially generated A*

QoS/QoE parameter
addressed

Q

Throughput T
Latency/real time guarantees L
Jitter J
Packet loss P
User satisfaction U

Optimization
criterion

C
Throughput [Mbps] T
Interference power [dBm] D
Interference power [mW] W

Optimization space S

Measuring points P
2D area pixels 2
3D space voxels 3
Graph G

Optimization method M

Global optimization G
Approximation A
Local optimization L
Hybrid approach H

Table 2: Taxonomy of Wi-Fi channel assignment use cases. * symbols can be combined with
others from their group.

Fifth dimension (Q) specifies the QoS/QoE parameter that is addressed by the use case.
The most fundamental is throughput (Q:T), sometimes there are latency or even real-time
requirements that need to be guaranteed (Q:L), and the most vague parameter that may be
studied by, for instance, setting minimum voxel TP, is User Satisfaction (Q:U).

While above dimensions describe telecommunications details of the use case, of which math-
ematicians may be unaware, the final three address mathematical properties of the model used
in parameterization. Optimization criterion (C) is either throughput (C:T), interference in
dBm (C:D) or in mW (C:W), (cf. cases discussed in Section 4). The second mathematical
dimension is the space over which the criterion is optimized (S). Most relevant case is the set of
measuring points (S:P), presumably related to the actual locations of devices, but it can also
be the complete 2- or 3-dimensional space (S:2), (S:3), respectively, or the aggregated conflict
graph (S:G). The dimension most relevant in comparison of optimization approaches is method
used in optimization (M). We distinguish families of global optimization (M:G), approximation
(M:A) or heuristic local optimization (M:L), as well as hybrid combinations of these (M:H).
Later, this dimension will be detailed to allow for comparison of efficiency of specific methods.
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4 SPECIFIC INSTANCE: INDIVIDUAL AP (U:P,P:A,E:V,D:M,Q:T,C:*,
S:P,M:G)

In this section we present a real life case of Wi-Fi network optimization, in which individual
access points are (ceteris paribus) optimized one at a time. This very basic case is therefore
classified as (U:P,P:A), but even very simple optimization technique yields significant improve-
ments. The experiment is based on real data, measured (D:M) in the centre of the city of
Ljubljana. We optimize using the measurements directly (E:V) and are interested in largest
average throughput of the access point (Q:T). We use three different optimization criteria,
throughput (C:T), interference in dBm (C:D) and interference in mW (C:W), and we average
the criterion over the space of measured locations (S:P). We seek global optima (M:G).

Data sample included 28,398 access points whose signal was acquired in the 2.4 GHz ISM
band. Only 14,937 were close enough to the publically accessible measuring spots to have
positive throughput, and we computed their settings that would maximize average throughput
or minimize interference in the points at which we measured their signal. We used the other
stations data for computing interference only. For each of optimal channels, we computed the
average throughput of the optimized access point. We averaged these results over all the 14,937
access points, and they are summarized in Table 3.

Parameter
averaged
over APs

Unit
Before
optimi-
zation

Throughput
(C:T)

Interference
in dBm
(C:D)

Interference
in mW
(C:W)

Abs % Abs % Abs %

Throughput
Improvement

Mbps 0.96 100% 0.83 86% 0.74 77%

Throughput Mbps 5.61 6.57 117% 6.44 115% 6.35 113%

Interference dBm -94.50 -95.92 102% -96.07 102% -95.98 102%

Interference mW 1.04E-08 5.83E-09 56% 3.70E-09 36% 4.21E-10 4%

Table 3: Summary of the results of optimizing individual access points in the context of a city
quarter.

The table shows effect of the three optimizations on the three relevant parameters. Row
“Throughput Improvement” shows improvement of average throughput of a voxel in the three
cases. As expected, the largest improvement of 0.96 Mbps results from optimizing average
throughput. Optimizing interference in dBm results in second best improvement of 0.83 Mbps,
which is only 86% of the former. Worst results are obtained by optimizing interference in mW,
0.74 Mbps or 77% of the maximum improvement. All these improvements are statistically
pairwise significantly different at statistical significance α = 0, 05 The second row shows ab-
solute values of average throughput before and after each optimization, showing that setting
an optimum channel on average improves the throughput by 17%. Third and fourth row show
values of interference before and after optimization, measured in dBm or mW respectively.

We have also computed the number of equal channels for each subset of optimization cases.
At 79% of the APs, the optimum channel is the same for all three optimization cases; at 81%
APs, the same channel is assigned in the cases (C:T) and (C:I); at 88% APs, the same channel
is assigned in the cases (C:T); and (C:D), and, finally, the same channel is assigned to 89% of
APs in the cases (C:D) and (C:W). In each case, there are only few APs whose channel is not
affected by the optimization: 13% in the case (C:T), and 10% in the other two cases.
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5 DISCUSSION AND CONCLUSIONS

In the paper, we have presented three obstacles preventing wider applications of mathematical
frequency assignment models to Wi-Fi parametrization, as the Wi-Fi use cases violate the
corresponding assumptions of mathematical models. However, analysis of real measurements
shows that even in the simplest case of optimizing a single access point by accounting for
interference of neighbouring ones, average improvement of 17% increase in throughput can be
obtained. This motivates further research into the mathematics of Wi-Fi parametrization use
cases, which needs structure that is provided by a proposed taxonomy, allowing for focus on
the specifics of the use cases analysed.
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Abstract: One of the most challenging parts of the traffic modeling is how to model traffic
behavior during traffic incidents. One of the possible approaches to this problem is to use
historical data to identify typical incidents and use this knowledge to classify future time
series. This classification can be utilized in traffic incident length prediction and analysis. This
procedure requires solution to several problems. These problems are how to cluster historic
time series, how to parametrize these clusters and how to classify new series. Main aim of this
article is to propose solution to the second and the third problem. These methods are called
Markov chains and Bayesian classification. Data utilized in this article comes from the RODOS
project from Czech Republic highways.

Keywords: Time series classifications, Traffic incidents, Bayesian classifier, Markov chains

1 INTRODUCTION

Todays volume of traffic is increasing steadily and is producing various challenges for the field
of traffic modeling. One of the products of this increase is growing number of traffic incidents.
While it is not that difficult to model free flow traffic (thanks to its periodicity and physical
behavior), it is vastly different problem to model traffic during the incident. There are many
kinds of incidents from the traffic jam caused by road repairs to chain traffic accident. They
are also influenced not only by cause but also by place and time. Therefore it is difficult to use
standard micro and macro models. Therefore some other approach is required.

These approaches usually utilize historical data about traffic incidents and exploit their
statistical properties. The most useful type of data are FCD (floating car data), because the
better represent dynamism of the traffic, than stationary sensors. There are some works, that
have already been done in this field. Akira Kinoshita et. al. [2], for example, use probabilistic
topic model. Ruimin Li et. al. [4] on the other hand use mixture models to compute traffic
incident duration. Yangbeibei Ji et. al. [7] present slightly different approach to traffic incident
length predictions in form of cell transmission model.

Like most of the existing work, our method uses historical data to learn the types of the
incidents. These data come from Czech Republic highways and are available thanks to the
RODOS project 1. Traffic incidents are represented by speed time series from certain part of
the road (called TMC segment). Our approach can be divided into two parts. In the first
part, traffic incidents are identified in the historical data and these incidents are clustered by
hierarchical clustering with dynamic time warping. This clustering is not the main aim of this
article and is described here [3]. In the second part we tried to parametrize these clusters
of incidents and propose algorithm to classify future incidents. We have found that Markov
chains can be used for parameterization of the clustered time series. The later step is realized
by Naive Bayes classification.

1http://www.rodos-it4i.cz/defaultEN.aspx
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2 THEORETICAL BACKGROUND

2.1 Markov Chains

A Markov chain model can be described as a set of states denoted S = s1, s2, ..., sn. The
process starts in one of these states and at every time step it moves successively from one state
to another. If the model is currently in state si, then it moves to another state sj at the next
time step with a probability of pij . This probability does not depend upon previous states of
the model before the current state. This is called Markov property. The probabilities pij are
called transition probabilities and are usually stored in n×n matrix called transition matrix. It
is also possible for the process to remain in the state it is in with probability pii. Starting state
is specified by an initial probability distribution. This can be done by specifying a particular
state as the starting state.

Markov chains can be described by a sequence of directed graphs. The edges of nth graph
are labeled by the probabilities of moving from the state at time n to the other states at
time n + 1. This can be denoted as Pr(Xn+1 = x | Xn = xn). This information can also be
represented by the transition matrix from time n to time n + 1. However, Markov chains are
usually assumed to be time-homogeneous.

The type of the Markov chain that we shall use in this article is called an absorbing Markov
chain. A state si of a Markov chain is called absorbing if it is impossible to leave it ( pii = 1).
A Markov chain is absorbing if it has at least one absorbing state, and if from every state it is
possible to go to an absorbing state (not necessarily in one step). More information on Markov
chains can be found here [1].

2.2 Naive Bayes Classifier

Naive Bayes classifiers are a simple probabilistic classifiers based on application of Bayes’
theorem with independence assumptions between the features (more thorough description can
be found in [6]). Naive Bayes is a simple concept: models are assign to problem instances,
represented as vectors of feature values, where the model labels are drawn from some finite
set of models. Basic principle connecting all naive Bayes classifiers states that the value of a
particular feature is independent of the value of any other feature, given the model. Despite
their naive design and apparently oversimplified assumptions, naive Bayes classifiers are proven
to work quite well in many complex problems.

From strictly statistical perspective, naive Bayes is a conditional probability model. We are
given a problem instance to be classified, represented by a vector of n features x = (x1, . . . , xn).
Classifier assigns to this instance probabilities

p(Ck|x1, . . . , xn),
for each of k possible models.
However, this calculation may become unfeasible if the number of features n is large or if

a feature can take on a large number of values. Therefore some reformulation of the model is
needed. The conditional probability can be decomposed by Bayes’ rule as

p(Ck|x) = p(Ck) p(x|Ck)

p(x)
.

Because the denominator does not depend on C and the values of the x are given, the
denominator is effectively scaling constant. By application of assumption of conditional inde-
pendence between features we can rewrite equation for model probabilities as:

p(Ck|x1, . . . , xn) = 1

Q
p(Ck)

n∏

i=1

p(xi|Ck),
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where Q = p(x) is a scaling factor. The naive Bayes classifier combines this model with
some decision rule. The most common rule is to pick the hypothesis that is most probable.
This rule is known as the maximum a posteriori decision rule (MAP). The corresponding Bayes
classifier assigns a model label z = Ckfor some k by following equation:

z = argmax
k∈{1,...,K}

p(Ck)

n∏

i=1

p(xi|Ck). (1)

3 ALGORITHM DESCRIPTION

Now let us present you how our algorithm works. As it has been mentioned in Introduction,
our algorithm is based on analysis of historical traffic data. These data are represented by
speed time series for segments of the road. Progress of our general classification algorithm for
traffic time series can be summarized into following steps:

1. Find traffic incidents in historical time series and perform a clustering on these incidents.

2. Find Markov chains for parametrization of these clusters.

3. Detect traffic incident in current traffic speed time series.

4. Classify these incidents by Bayesian classification.

The main aim of this paper is to present a solution to the third and fifth step of the
algorithm. Other steps are currently under development or were already presented here [3].

Cluster parameterization is done by Markov chains. Their main advantage is their simplicity
and their low computational complexity. As Markov chains are finite state models, we have to
transforms speed values from the time series to a number of states. Based on our experiments,
we have decided to use one state for a span of ten km per hour ( i.e. one state for speeds 0-9
km/h and so on). Starting state is the state that represents the value of speed just after the
speed dropped under the critical level for incident detection. Absorbing state (i.e. state that
we consider the end of speed time series for traffic incidents) is one state above the critical
speed value. Transition probabilities are simply calculated from number of transitions between
states in clustered time series.

Next part of our work is Bayesian classification of the new traffic incidents. We are using
the classifier in form presented in Equation 1. It is even simplified by the fact, that we have just
a single feature of the data (its time series) so we can drop the product from the equation. As a
decision rule, we are using standard maximum posteriori probability rule. A priory probability
of the model p(Ck) is calculated from the size of appropriate cluster, models of large clusters
of historical time series are more probable than those of smaller clusters. More difficult part of
the computation is the likelihood p(x|Ck). It represents probability, that the model generates
the data and in general is not exactly known. Therefore it must be simulated. We have used
the Monte Carlo approach [5] by drawing n time series from the model Ck and comparing
them to the data x. From a large number of these comparison, we can compute the likelihood
of the data. This comparison, however, creates another problem. These series will usually
be of different length, but it does not mean that they are not similar. They can have only
slightly different length but their shape is very similar. We can solve this problem problem by
application of dynamic time warping (DTW) for measuring time series similarity. Unlike some
other similarity measures (like Euclid,...), DTW can compare time series of different length. If
the similarity is greater than some threshold, we can consider that the data can be generated
by the model. This entire algorithm for computation of a posteriori probability of a model can
be described by following pseudo code:
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Algorithm 1 Algorithm for computing a posterior probability of model Ck

1: procedure AposteriorProbability(Ck, p(Ck), x, n, treshold)
2: for i = 1 : n do
3: ts=simulate(Ck); � Monte Carlo simulation
4: sim=dtwsimilarity(ts,x); � DTW similarity of data and simulated time series
5: if sim > treshold then
6: mc++;
7: end if
8: end for
9: likelyhood=mc/n; � Likelihood computation

10: aposterior=likelihood · p(Ck); � A posterior probability computation
11: end procedure

4 EXPERIMENTAL RESULTS

Our algorithm was tested on time series of speed from Czech Republic highways. Historical data
used for training come from the April 2015 and testing traffic incidents come from May 2015.
We have identified traffic incidents in these time series and extracted them. Standard DTW
clustering performed on traffic incidents from April produced 25 clusters, which we numbered
from 1 to 25(small clusters with just one or two incidents were not taken into account). These
clusters have been transformed into 25 Markov chain models representing these clusters and
numbered accordingly to their originating cluster. Then we have taken time series from May
and clustered them by DTW to provide a benchmark (these clusters were again numbered for
their identification). We took series from the three largest clusters created by this clustering
and tried to classify them using our algorithm and Markov models obtained from April. It can
be expected, that all time series from each cluster should be classified to come from the same
model. Results can be seen in Table 1.

Number of model representing classified series Number of originating cluster

1 1

3 1

1 1

1 1

24 1

1 1

6 10

10 10

10 10

10 10

5 5

7 5

5 5

Table 1: Comparison of originating cluster and results of classification

As it is evident from the Table 1, our algorithm can successfully classify most of the time
series but not all of them. While the success rate suggests that algorithm is functioning, it is
also showing some flaws. Let us analyze the first six time series, which should all belong to
the same model, to see the reason behind the misclassified series. In Figure 1 you can see all
six time series. Correctly classified ones are black, the one from the second row is dashed gray
and the one from the fifth row is dashed black.
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Figure 1: Time series of speed from cluster 1

The dashed gray time series is noticeably shorter than the other ones. It may have been
on a border of the cluster and therefore it is possible that some other model describe it better.
The dashed black one is, however, very similar to the other ones. Problem here lies with its a
posterior probability which is shown in Figure 2 (axis x shows ID number of model and axis y
its a posterior probability).
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Figure 2: A posterior probability distribution of time series from the fifth row of Table 1

Its MAP peaks at model 24, but it is only marginally higher that a posterior probability
at model 1. This time, it is clearly misclassification, as series from cluster 24 are shorter.
This problems are probably caused by nature of Monte Carlo simulation used for likelihood
computation. Due to Monte Carlo simulation computational complexity, our implementation
can run only limited number of simulations (it was parallelized only on two cores). As likelihood
values are very small, it is easily possible to misclassify the time series because likelihood tended
to be in favor of wrong model, but in long run it should be in favor of the right model. Causes
of this problem are discussed in the conclusion.
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5 CONCLUSION

In this paper, the algorithm for classification of traffic incidents was presented. This algorithm
is based on the clustering of historical traffic incidents, parametrization of these clusters by
Markov chains and classification of new traffic incidents by Naive Bayes classifier. While results
have proven that this approach is feasible, it is far from flawless. Especially borderline time
series are sometimes misclassified. This problem can be solved by greater level of parallelization,
and it will be done in a near future. Another possible cause of this problem may by the
simplicity of Markov chain. While it was proven to be good model for modeling the time
series, it cannot capture all complexities within time series. It is possible that time series
of traffic incident are simply too complex to be described by Markov chain, which may be
demonstrated by blurry borders of the models. Other, more complex Markov models will be
tested in a near future. We are also planning to compare current approach to the clustering
of the historical time series with clustering performed by traffic expert. It is possible that this
approach also improves the quality of Markov chain models.
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Abstract: Probabilistic Time-Dependent Vehicle Routing Problem is focused on logistic situ-
ations dealing with vehicle fleets with limited load capacity and a set of customer requirements
served by these fleets with the minimum overall time of delivery for the whole request. Partic-
ular demands may be restricted by a defined time window and may have a set of probabilities
of the delivery time fulfillment. The delivery time between customers or between a customer
and a depot depends on the traveling distance, time of arrival and probability of the arrival
time fulfillment for load delivery through each particular vehicle route.

The paper presents a solution to the mentioned Probabilistic Time-Dependent Vehicle Rout-
ing Problem with the focus being on the individual setting of particular customer requests. This
enables the specification of input parameters like a fixed guaranteed time for the selected re-
quests with higher or lower importance defined by the probability level of its arrival time. This
is a new variant of the Vehicle Routing Problem, which is time-dependent with time windows
and a probability of arrival in designated time.

Keywords: Vehicle Routing, Time-Dependent Vehicle Problem, Probability of Arrival

1 INTRODUCTION

Vehicle Routing Problem (VRP) was the first defined fifty years ago. The VRP is aimed at
minimizing transportation costs, transportation time, pollution emissions, and others. There
are many VRP variants and formulations. Recently, the formulation of the VRP has been
widened due to various problems arisen. The paper proposes a novel variant of VRP.

Among others, Tasa et al. [10] worked with the VRP with Time-Dependent and Stochastic
Travel Times. They achieved minimum arrival times and they counted the total transportation
costs and service costs. The authors of [13] proposed a transportation route so that a delivery
service time window can be in the middle of the normal probability distribution; it is medium-
probable that the vehicle visits the client in this solution. Dynamic Vehicle Routing Problem
with fuzzy time windows (DVRPFTW) was presented in [3] so that the overall size of depots, the
total arrival time and the waiting time can be minimized. In paper [5], the authors optimized
the departure time of every vehicle in order to minimize the duty time of each driver and fulfill
driving hours regulations. The authors of [7] minimized a customer waiting time, the total
driving distance, covered dynamic information both random demand and dynamic network, and
they maximized the number of customers they attend to serve. Time dependent vehicle routing
problem with hard time windows was used in [2] to minimize the overall time of transportation
and distance from a depot. The authors also maximized the number of customers served. In
paper [12], the authors introduced load-dependent VRP which considers simultaneous pick-ups
and deliveries. In paper [1], the Vehicle Routing Problems with Time Windows-Probabilistic
model has been developed taking an uncertainty of transportation time into account. However,
the model was time-independent.

All the literary resources presented above deal with a lot of VRP variants. However, none
of them allows to define a probability of arrival in designed time for each one customer request
combined with time-dependency of routes. This paper is focused on defining a new variant of
the VRP. The new variant of VRP is time-dependent VRP with time windows and probability
of arrival in designed time (PTDVRP). Shipping companies may need to ensure probability
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of arrival of shipping vehicles at customer locations in designed time. Some deliveries may
have a fixed guaranteed time (e.g. a delivery of production process critical inputs which, if
not delivered in time, may cause a production process suspension). Some deliveries may be
standard, but if they are not delivered in time, it causes negligible damages. This task can be
solved as PTDVRP. The problem inputs consist of a list of available vehicles; each vehicle has
a given capacity, and a list of customers’ requests. Each request has given capacity demand,
location, service time window and probability of arrival in designed time. Moreover, another
inputs are time-dependent and request probability-dependent driving times between locations.
The output then consists of routes of the vehicles minimizing total route times. The routes
respect requested time windows, probabilities of arrival in designed time and vehicle capacities.

2 PROBLEM FORMULATION

The following formulation of PTDVRP is based on the formulation of TDVRP published in
[6]. A weighted directed multigraph G(V,E,w) is given, where V is set of nodes, E is set of
arcs, and w is step function, which assigns weight (travel time) to each arc.

Node 1 represents the depot and the rest of nodes represent locations of customers. Weight
of each arc represents travel time from node i to node j in a concrete time interval and with a
concrete probability that travel time will be less or equal to the weight. Set of arcs is defined as
E = {(i, j)mp : i, j ∈ V, p ∈ P,m ∈M}, where M is set of distinct time intervals, and P is set of
available probabilities. Exactly |M | × |P | arcs exist from node i to node j. It is not useful if P
contains lower probabilities than the minimum probability of given requested probabilities of
arrival in designed time of customers’ demands, because the arcs with such probabilities could
not be used in any feasible solution due to the constraints (11) and (12).

Step function w returns travel time from node i to node j when a vehicle departures from
node i within a concrete time interval and with a given probability that the real travel time
will not exceed designed travel time. Travel time is vehicle independent.

Each customer is served exactly by one vehicle with a given probability of the vehicle arrival
in designed time. K is set of all vehicles. Each vehicle has a given capacity. Each customer
request (pickup or delivery) requires a part of vehicle capacity. Vehicle waiting at the customer
location is allowed. Each vehicle route starts and ends in the depot.

Graph G′(V ′, E′, w′) is created from graph G as follows. Every inbound arc of node 1
(depot) is removed. Node 1 is the first node of each vehicle route. |K| new nodes are inserted.
Set of the newly inserted nodes is {n + 1, . . . , n + |K|}. Each newly inserted node is the last
node of the exactly one vehicle route. It means that each vehicle route starts in node 1 and
ends in one of the newly inserted nodes. Arcs from all nodes that represent customer locations
to the newly inserted nodes are inserted. Weights of the newly inserted arcs are as follows:

∀i ∈ {2, . . . , n},∀j ∈ {n + 1, . . . , n + |K|} : w′((i, j)mp ) = w((i, 1)mp ). (1)

Arcs from node 1 to the all newly inserted nodes are inserted (for each time interval and
probability). Weights of those arcs are 0. Vehicle routes with no customer location to visit are
allowed. In that case, routes of those vehicles go directly from node 1 to the end node.

Objective function (2) minimizes total route times, where tn+k is arrival time to the last
node of the route of each vehicle.

min

|K|∑
k=1

tn+k (2)

subject to
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∀j ∈ {2, . . . , n + |K|} :
n∑

i=1
i6=j

∑
m∈M

∑
p∈P

xm p
i j = 1 (3)

∀i ∈ {2, . . . , n} :

n+|K|∑
j=2
j 6=i

∑
m∈M

∑
p∈P

xm p
i j = 1 (4)

n+|K|∑
j=2

∑
m∈M

∑
p∈P

xm p
1 j = |K| (5)

Variable xm p
i j is binary, if arc (i, j)mp is traversed by any vehicle, then xm p

i j = 1, otherwise
xm p
i j = 0. Constraints (3) and (4) ensure that each customer is served exactly once (exactly

one inbound and one outbound traversed arc exist for each customer location). Constraint (5)
allows vehicles to go directly from the start node to the end node. Vehicles which go directly
to the end nodes are considered as not used.

t1 = t (6)

Variable ti represents departure time of any vehicle from node i, while t is a given starting
time at the depot. Constraint (6) sets departure time from depot for the all vehicles.

∀i ∈ {1, . . . , n},∀j ∈ {2, . . . , n + |K|},∀m ∈M,∀p ∈ P :

i 6= j =⇒ tj − ti −Bxm p
i j ≥ w′((i, j)mp ) + sj −B (7)

∀i ∈ {1, . . . , n},∀j ∈ {2, . . . , n + |K|},∀m ∈M,∀p ∈ P :

i 6= j =⇒ ti + Bxm p
i j ≤ Tm + B ∧ ti − Tm−1xm p

i j ≥ 0 (8)

Constraint (7) computes the departure time at node j ([4] and [6]). sj is a given service
duration at node j. B is given a large number to ensure that constraint (7) is binding only
if nodes are incident with a traversed arc. Constraint (8) ensures that appropriate arc for
departure time ti is chosen, while Tm is upper bound for time interval m ∈M .

∀i ∈ {1, . . . , n + |K|} : Li ≤ ti − si ≤ Ui (9)

Constraint (9) ensures that arrival time ti − si at node i is between the earliest (Li) and
the latest (Ui) given arrival time at node i.

y1 = 1 (10)

∀i ∈ {2, . . . , n} : yi ≥ ai ∧ ∀i ∈ {n + 1, . . . , n + |K|} : yi ≥ a1 (11)

∀i ∈ {1, . . . , n},∀j ∈ {2, . . . , n + |K|} :

i 6= j =⇒ yi · (
∑
m∈M

∑
p∈P

xm p
j i · p)−B

∑
m∈M

∑
p∈P

xm p
i j ≥ yj −B (12)

yi is probability of arrival to node i in designed time. Constraint (10) sets an initial
probability at the depot. Constraint (11) ensures a probability of arrival in designed time for
customer locations and a probability of return in time to the depot. ai is a given probability
of arrival in designed time for the customer i or the depot. Constraint (12) ensures that the
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arc with high enough probability of arrival in designed time is chosen based on the probability
of arrival at the antecedent node.

l1 = 0 (13)

Variable li represents vehicle load (in some unit, for example pieces or weight) at node i,
so li ≥ 0. Constraint (13) sets vehicle load at the depot.

∀i ∈ {1, . . . , n}, ∀j ∈ {2, . . . , n + |K|} : i 6= j =⇒ lj − li −B
∑
m∈M

∑
p∈P

xm p
i j ≥ dj −B (14)

∀k ∈ {1, . . . , |K|} : ln+k ≤ bk (15)

Constraints (14) and (15) ensure that capacity of each vehicle is not exceeded. dj is a given
customer demand at node j, bk is a given capacity (or maximum load) of vehicle k ∈ K, and
ln+k is a load at the last node of the route of vehicle k.

3 EXPERIMENT

The following experiment compares travel times of the PTDVRP solutions to the TDVRP so-
lutions. Data sets described below were solved as the PTDVRP (respecting given probabilities
of arrival) and then as the TDVRP (ignoring given probabilities of arrival and using average
travel times between customer locations).

Three experimental data sets were created1. The data sets differ in the number of customers.
The first set has 10, the second set 50 and the third set 100 defined customers. Each customer
was described by random location, random capacity demand, random time window for vehicle
arrival and random probability of designed time arrival. Each customer has service time 300
seconds. All the sets have the same 25 vehicles available. Travel times between the nodes
were generated on the basis of random customer locations, time interval and the probability of
arrival in designed time.

Adaptive large neighborhood search algorithm (ALNS) based on [8] and [9] was imple-
mented. Base principle of the algorithm is ruining a part of current feasible solution and then
recreation of the solution. This happens in cycles until some condition is met. The solutions
of testing sets were searched with the algorithm in 9000 cycles in each run. Table 1 (for the
PTDVRP) and 2 (for the TDVRP) shows travel times of the found solutions of the experimental
data sets. Each set was run 20 times.

Number of Used Vehicles Travel Time [hours]
Customers min max mean % min max mean %

10 2 4 3.2 0.6 31.8 41.0 36.4 2.8
50 13 18 15.7 1.3 149.8 187.3 167.0 9.9
100 23 25 24.5 0.7 281.6 317.7 297.1 10.1

Table 1: PTDVRP Travel Times of the Found Solutions for Testing Sets

Travel times of the TDVRP solutions are lower. This is the expected result caused by
higher travel times used by the PTDVRP. The PTDVRP uses travel times between customer
locations based on requested probabilities of arrival in designed time, while the TDVRP uses
average travel times between the customer locations. Figure 1 shows an example of travel times
between two customer locations for the PTDVRP. In the case of Figure 1, the PTDVRP would
count with proper travel time in range from 1865s to 2667s, while the TDVRP would always
count with 1925s (which is average of the travel time function on figure 1) in contrast.

1All sets are available at http://dataanalysis.vsb.cz/Collections/Ptdvrp
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Number of Used Vehicles Travel Time [hours]
Customers min max mean % min max mean %

10 1 1 1 0 19.2 19.2 19.2 0
50 3 3 3 0 35.6 40.8 37.0 1.7
100 6 6 6 0 69.9 82.3 74.4 2.9

Table 2: TDVRP Travel Times of the Found Solutions for Testing Sets

Figure 1: Travel Time Probability and Cumulative Probability between Two Customer Loca-
tions for the PTDVRP

4 CONCLUSION

In this paper, the Probabilistic Time-Dependent Vehicle Routing Problem (PTDVRP) has
been proposed as a new variant of the VRP. The ALNS algorithm has been used to solve
the experimental testing data sets in the experimental part of the paper. The experimental
sets were solved as the PTDVRP and the TDVRP to express the difference between the both
solutions. Although the PTDVRP feasible solution travel times of routes are higher than
travel times of routes of the TDVRP, the PTDVRP allows to ensure the probability of arrival
in designed time to the customer locations. Meeting these constraints is much more important
then only obtaining the fastest solutions in the real situations. In our future work we will
concentrate on the comparisons of the different algorithms for solving the PTDVRP. Data from
data sources which provide online traffic flow monitoring will be used as input for computation
of the probabilistic distribution of travel time between particular nodes [11]. This probabilistic
distribution of travel time on selected path is based on the simulation which utilizes traffic data
regarding incidents on roads.
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Abstract: High performance computing (HPC) systems are traditionally hosted in private facilities, 

available to particular and specific research groups. The main reason for this phenomenon lies in the 

scale of such systems. Significant funds for CAPEX and OPEC costs are required to establish and run 

HPC systems, leaving smaller research groups and small and medium enterprises (SMEs) out of reach 

for such systems. Cloud computing offers a solution for these users. While general services for 

general use IT (web services, business applications, mobile applications, etc.) and other smaller scale 

solutions are easy to migrate into the Cloud, this is not the case in HPC. Specific environment, fast 

interconnect, custom tailored configurations and complex applications makes HPC solutions hard to 

port into the cloud. In this paper we present successful use cases of using HPC services in the cloud 

while pointing out the main pre-requirements that should be met for a successful use of HPC 

applications in the cloud. 
 

Keywords: high performance computing, cloud computing, use case, evaluation 

 

1 INTRODUCTION 

 

HPC includes a diverse range of scientific and engineering applications with a combination 

of top-end computing hardware. Supercomputers, the core component of HPC systems, are 

evolving along with the development of computer science. The first supercomputers have 

been presented already in the beginning of modern computer era, some 50 years ago. From  a 

computer architecture perspective we can separate HPC systems from early specialized 

architectures with superscalar processors, vector processors and special systems with shared 

memory, up to today’s well-established and dominant massively parallel and cluster 

supercomputers [1], [2]. The latter are taking the advantage of low-priced commodity 

processors and the architecture of distributed memory. Exactly the same basic principle is 

used in general-use cloud computing with all large scale cloud computing platforms being 

built on low-priced commodity servers. This intersection between general-use cloud 

computing and HPC makes interesting initiative to explore migration from traditional HPC 

systems to cloud based HPC systems. 

Besides the hardware computer architecture one must also take into account the software 

stack, needed to run a supercomputer. This stack is built from the operating system, the 

middleware and end-user applications. The vast majority of the supercomputers from the 

current top500.org list [3], [4] are based on Linux operating system. This fact had also an 

impact on the development of user end software and must be considered when evaluating the 

process of porting particular application to the HPC Cloud. 

 

2 RELATED WORK 

 

Several benchmarking studies and performance analysis have already been presented in the 

related work, but are mainly focusing on pure performance or technological aspects rather 

than real-life use cases experiences. The related research HPC cloud studies can be divided 

into three major groups, the ones that are applicable to a particular virtualization technology, 

the ones on general common studies and those related to public cloud offering. General HPC 

virtualization studies, for example [5] covers general benefits and pitfalls related to High-

Performance Cloud Computing, outlining many still open up questions such as scalability 
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issues and performance variations depending of a particular application. Work, related to 

public cloud offering, most often discusses Amazon EC2, such as [6], [7]. 

The most comprehensive related work on actual use-cases has been done in the UberCloud 

experiment [8]. UberCloud is the online community and marketplace. Engineers and 

scientists with computational and data-intensive tasks can discover, try and buy on demand  

computing power and expertise. The UberCloud started in July 2012 with the free voluntary 

HPC Experiment which today has over 1000 participating organizations and individuals, 

from 68 countries. To explore the challenges of the end-to-end process for an end-user to 

access and use remote computing resources, the project members built “Teams of Four”, i.e. 

industry end-user, software provider, resource provider, and HPC expert, to work together on 

the end-user’s application, defining the requirements, getting the licenses and implementing 

the software on the remote system, running and monitoring it, getting the results back to the 

end-user, and writing a short case study about their experience, lessons learned, and 

recommendations, for the benefit the UberCloud community. 

 

3 PLATFORM AND BENCHMARKING CASE 

 

Due to the fact that the most widespread type of supercomputers are based on systems with 

distributed memory [4] we describe a typical platform, used as a basis for cloud enabled HPC 

system. Arctur-1 [9] is a typical representative of HPC systems with distributed memory. A 

part of the system is converted into heterogeneous system, equipped with GP-GPU 

accelerators [10] in order to support modern applications, for processing as well as for 

visualization purposes. 

 

 
 

Figure 1: Arcur-1 multi-heterogeneous Cloud HPC system 

 

Typical traditional general-use cloud computing systems are usually based on completely 

virtualized infrastructure. However, since virtualization brings inevitable performance 

overhead, this is not always a feasible solution for running HPC applications. Therefore 

cloud enabled HPC systems are typically composed of virtual as well as physical 

infrastructure. Compute, specifically CPU or interconnect-intensive workloads are submitted 
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directly to physical (bare-metal) infrastructure, while some other workloads, which are not so 

CPU or interconnect-intensive or require higher level of elasticity [11] are typically deployed 

on fully virtualized HPC platforms. Virtualized infrastructure delivers better flexibility and 

elasticity by leveraging fast deployment and instantiation from templates. It also provides 

means of live migration of workloads (virtual machines) between separate physical systems 

to provide elasticity and some other higher-level added values such as proactive fault-

tolerance [12]. In order to support various kinds of workloads, we converted Arctur-1 into 

such multi-heterogeneous system as show on Figure 1.  

Various workloads are submitted by the user to the system through the Cloud. We define 

“Cloud” as user interfaces, available through web browser graphical user interfaces, SSH, 

and VNC as well as application programmable interfaces (API), available through various 

API protocols, based on internet. In dependence of workload type, a particular workload is 

either executed on bare-metal, bare-metal with graphic processing accelerators (GP-GPUs), 

commercial virtualized platform (VMware vCloud) or open-source (OpenStack) 

virtualization platforms. GP-GPUs are used to accelerate workloads, designed and 

programmed for GP-GPU executable environments (CUDA, OpenCL) and also for results 

visualization. In this case the actual rendering for visualization is done on GP-GPUs while 

fast and responsive protocols are used to deliver rendered display to the end user. 

The biggest challenge in virtualizing a HPC system, more specifically, it’s particular 

components such as CPU, memory, accelerators, storage interfaces and network, is when 

dealing with fast interconnect, used for inter-process communication, for example, MPI [13]. 

The most commonly used interconnect is InfiniBand, which is also the case in Arctur-1 

Supercomputer. There are several methods for virtualizing InfiniBand network adapter: direct 

attaching the device to virtual machine, direct attaching the device to virtual machine by 

leveraging SR-IOV technology, by using eIPoIB paravirtualization and by using general 

paravirtualization. We have conducted some basic performance benchmarks by using a 

sample application in the field of molecular analysis - GROMCAS. 

 

 
 

Figure 2: Performance and scalability ratio for 96-core 8-node HPC cluster on GROMACS application 
benchmark 

 

The results of our tests on GROMCAS application benchmark are shown in Figure 2. Our 

testbed was configured with 8 HPC nodes and total 96 cores with physical (native, bare-

metal) configuration and with KVM virtualization for the comparison. The Figure 2 is 

showing performance ratio of virtualized InfiniBand on 8 nodes versus 1 node and the 

scalability ratio versus physical (native) InfiniBand. As shown, the direct attached InfiniBand 

virtualized adapter shows near the same performance as non-virtualized (phy), whereas 
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paravirtualization via eIPoIB mothod shows significant performance overhead. Nevertheless, 

the main issue of direct attached method is that InfiniBand adapter can only be attached to a 

single virtual machine. This effectively disables the ability of live migration which makes its 

use very limited and does not provide the promise of elasticity for virtual environments. That 

said we decided not to use InfiniBand for our virtualized parts of Cloud HPC system and only 

allow paravirtualized Gigabit Ethernet which fully supports live migration and other high-

level virtualization features, providing elasticity and dynamic environment. This setup allows 

only non-MPI applications to be run on virtualized environments (due to high performance 

penalty while running MPI applications on Gigabit Ethernet or paravirtualized InfiniBand). 

Therefore workloads are scheduled accordingly when passing through management network 

and system on Arctur-1 Cloud HPC system.  

 

4 USE CASES 

 

As outlined in the introduction, the main goals of using HPC resources in the cloud is to 

reduce or eliminate CAPEX and OPEX costs and to provide operational flexibility. Arctur-1 

system, as described in Chapter 3 does provide such environment. Several use cases were 

executed to experiment with Arctuir-1 Cloud HPC system, therefore we are presenting a few 

use cases from two major projects, funded by EU.  

Fortissimo [14] is a collaborative project that will enable European SMEs to be more 

globally competitive through the use of simulation services running on a cloud-based High-

Performance-Computing (HPC) infrastructure. The importance of advanced simulation to the 

competitiveness of both large and small companies is well established. However, large 

companies have easier access to advanced simulation than SMEs, which are facing both 

technological hurdles and financial challenges. This means that SMEs are often not able to 

take advantage of this technology, even though it would clearly make them more 

competitive. The goal of Fortissimo is to overcome this impasse through the provision of 

simulation services and tools running on a cloud infrastructure. A “one-stop-shop” greatly 

simplifies access to advanced simulation, particularly to SMEs. This makes hardware, 

expertise, applications, visualisation and tools easily available and affordable on a pay-per-

use basis. In doing this, Fortissimo created and demonstrated a viable and sustainable 

commercial ecosystem. Fortissimo will contribute to the increased competitiveness of 

European manufacturing industry through the innovative infrastructure that it will develop 

and test. It will also create commercial opportunities for European Independent Software 

Vendors and for service and High Performance Computing infrastructure providers, through 

the creation of a new market for their products and services. Fortissimo places emphasis on 

the exploitation of opportunities at all levels of the value chain all the way from the SME 

end-users to the providers of High Performance Computing infrastructure. 

Cloudflow [15] aims to empower the different engineering disciplines with on-demand 

access to scalable computational services, allowing them to start any process when desired 

and without the need for a complex local infrastructure of cutting-edge high performing 

computers. The new engineers’ workplaces do not need to be equipped with expensive 

software (CAD, CAM, CAE, PLM, data archival, etc.) and their required operating systems 

and versions, or with special hardware (CPU, RAM, GPU) and their dedicated drivers. 

Therefore, the engineer will not need multiple computers for different tasks; or in the case of 

limited computers, the engineers will not need to wait for the availability of the resources. 

Cloudflow will build on existing technologies and standards, integrating and configuring 

them in such a way that engineers will be able to continue with their standard workflows and 

with their standard formats, but with a scalable amount of resources on-demand. Cloudflow 

will go beyond the mere provision of individual computational services on the cloud. It has 
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the ambition to support chains of services in integrated workflows and to allow the 

development and simulation of complex products such as mechatronic systems where 

mechanics, software and electronics work together. The future engineering workplaces will 

literally be newly conceived. The engineer will become flexible and powerful. They will be 

able to develop and assess complex systems in an integral manner, combining the different 

behaviours for integrated workflows within chains of services. The engineers will be relieved 

from being present at a fixed workplace to perform any of their tasks. In contrast, they will be 

able to work anywhere and with light resources, able to access all the technology and the 

needed computational power. 

 

4.1 Evaluation and use cases preliminary results 
 

Both before mentioned projects (Fortissimo and CloudFlow) are End User driven projects. 

This means that they are building upon actual use cases and on real end user data. Further on 

the most important results from this end user cases are presented. 

Pipistrel was one of th use-cases form the Fortissimo project. It is a company from 

Slovenia, manufacturing lightweight aircrafts. Computer Aided Design (CAD) and 

Computational Fluid Dynamic (CFD) simulations are needed to shape an aircraft with perfect 

aerodynamic characteristics. Normally, the required High Performance Computing (HPC) 

infrastructure is only affordable to large companies. However, the aircraft manufacturer 

Pipistrel demonstrated the benefits of a cloud-based HPC infrastructure in a Fortissimo 

experiment. The medium-sized enterprise was able to speed up their design cycles with 

increased precision in simulation, while the costs for the computation power were twenty-

five times less compared to an in-house solution. 

The GridWorker software tool by Fraunhofer EAS (a German research institute as use-

case in the CloudFlow project) is being used to parallelize computations as much as possible 

to reduce the overall time used. Through GridWorker the available HPC resources are 

deployed in Cloud on a number of virtual machines to exploit the power of many 

computational cores at the same time. As a result, the HPC resources can enable users to 

simulate more complex machining tasks more quickly. In fact, the time to compute a best 

possible toolpath is now only 1/3 of what was necessary before. This provides the 

opportunity to increase the quality of the machining. Tool paths are now calculated in 

parallel. The CAM workflow allows the end user to prepare all data sets at once to produce a 

good machining plan and execute them at once and in parallel in the Cloud instead of having 

to wait for each individual result in front of his desktop before the next variant can be 

computed. 

 

4.2 The future – deliver HPC services through self-service web portal 
 

The use-cases, described in the previous section have been realized by semi-automated or 

manual interaction with the Cloud, using SSH, VNC and other remote access tools and 

protocols. The next logical step is to provide a completely web-based portal with seamless 

integration into HPC Cloud thus allowing users to submit workload, monitor progress and 

visualize results through a single web portal. The user experience with the CloudFlow Portal 

should resemble the positive aspects of traveling with any of budget airlines. The purchase of 

the Cloud HPC resources trough CF Portal should be automated, simple, fast and affordable. 

We derive from the hypothesis that the end-users main concern is time to solution. Other 

underlying drivers, such as financial, are also important and should be kept in mind, but our 

main focus is on promising as short time as possible from the end-user’s initial contact with 

the portal and obtaining the required results. Therefore we proposed an architecture as 

depicted in the Figure 3. The portal is the main focus point of the CloudFlow workflow 
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enabling system. It encapsulates the entire technical and management infrastructure to 

provide the end-user with a complete solution. The portal provides added value by enabling 

the symbiosis of key competencies and knowledge. This represents the point of contact 

between the end-user and the gateway to the collaboration through the portal. The portal 

consist of several entry points for the end-user through the domain experts, infrastructure 

providers and the ISVs are the next entry point. The latter  have a direct channel of contact to 

the users that have not yet started to use any HPC infrastructure in their work process or are 

not yet aware of this possibility. 

 

 
 

Figure 3: High level overvie of future HPC Cloud Portal 

 

6 CONCLUSION 

 

In this paper we presented the current state of the art of using HPC resources through the 

cloud. The architecture of Arctur-1 Cloud HPC platform was described and particular 

technological limitations have been presented, such as inability for efficient and elastic 

InfiniBand virtualization to provide a fully virtualized and elastic Cloud HPC environment. 

We also presented real-live use-case experiments with results, showing significant 

improvement for small research groups as well as small and medium enterprises to accelerate 

their workflows and provide faster and cheaper ways to get from idea to a solution by using 

HPC services through the cloud. The future work will mainly be related to unification and 

simplification of the workflows by providing HPC services through advanced self-service 

web portal, enabling users to get even easier and faster access to a wide range of HPC 

services. 
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Abstract: This paper addresses the problem of computing the minimal and the maximal
optimal value of a convex quadratic programming (CQP) problem when the coefficients are
subject to perturbations in given intervals. Contrary to the previous results concerning on some
special forms of CQP only, we present a unified method to deal with interval CQP problems.
The problem can be formulated by using equation, inequalities or both, and by using sign-
restricted variables or sign-unrestricted variables or both. We propose simple formulas for
calculating the minimal and maximal optimal values. Due to NP-hardness of the problem, the
formulas are exponential with respect to some characteristics. On the other hand, there are
large sub-classes of problems that are polynomially solvable.
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tainty modeling.

1 INTRODUCTION

Optimization problems with interval data has been an intensively studied subject in recent
years. Most of the authors deal with interval-valued linear programming problems; see Hlad́ık
[4] for a survey. In this paper, we focus on convex quadratic programming problems with
interval data. Despite importance of this topic, there are considerable less results; see, e.g.,
[3, 6]. Therein, the problem of computing the best case and the worst case optimal values was
discussed for convex quadratic programming problems of certain forms. The purpose if this
paper is to generalize the above results and to propose algorithms for computing the optimal
value range of interval-valued convex quadratic programming problems in a general form.

Notation. An interval matrix is defined as

A := {A ∈ R
m×n; A ≤ A ≤ A},

where A and A, A ≤ A, are given matrices and the inequality is understood entrywise. The
midpoint and radius matrices are defined as

Ac :=
1

2
(A+A), A∆ :=

1

2
(A−A).

The set of all interval m× n matrices is denoted by IR
m×n. The diagonal matrix with entries

s1, . . . , sn is denoted by diag(s). In accordance with Fiedler et al. [1], for an interval matrix
A ∈ IR

m×n and sign vectors r ∈ {±1}m, s ∈ {±1}n, we define the real matrix Ars :=
Ac − diag(r)A∆ diag(s) ∈ A. Similarly, for an interval vector b ∈ IR

m and a sign vector
r ∈ {±1}m, we define the real vector br := bc + diag(r)b∆ ∈ b.

Absolute value applied for matrices and vectors is understood entry-wise. Eventually, e =
(1, . . . , 1)T stands for the vector of ones with suitable dimension.
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Problem formulation. Consider the convex quadratic programming (CQP) problem in a
general form

min
(
xT yT

)( P R

RT S

)(
x

y

)
+ aTx+ cT y subject to Ax+By = b, Cx+Dy ≤ d, x ≥ 0,

(1)

where P ∈ R
n×n, R ∈ R

n×n′

, S ∈ R
n′×n′

, A ∈ R
m×n, B ∈ R

m×n′

, C ∈ R
m′×n, D ∈ R

m′×n′

,
a ∈ R

n, b ∈ R
m, c ∈ R

n′

and d ∈ R
m′

. For shortening, we will also use the form

f(Q, q,W ) := min zTQz + qT z subject to z ∈ M(W ), (2)

where

z := (xT yT )T , Q :=

(
P R

RT S

)
, q :=

(
a

c

)
,

M(W ) is the feasible set and W gathers A, B, C, D, b and d.
Let respective interval domains Q, q and W for the coefficients be given. The problem is

to determine the range of the optimal values when the coefficients are subject to perturbations
in the given interval domains. Formally, we want to compute

f := min f(Q, q,W ) subject to Q ∈ Q, q ∈ q, W ∈ W ,

f := max f(Q, q,W ) subject to Q ∈ Q, q ∈ q, W ∈ W .

We will assume that Q is positive definite for all Q ∈ Q. For positive semi-definiteness of
interval matrices see, e.g., Rohn [8, 9].

The problem of computing f and f was considered in Hlad́ık [3] for nonnegative variables
only, and in Li et al. [6], it was proposed another method that avoids some assumptions. The
general case dealing with variables unrestricted in sign has not been considered yet. We fill
this gap by developing methods for the most general model stated above.

2 LOWER BOUND

The lower bound f can be expressed as follows

f := min

(
min

Q∈Q, q∈q
(zTQz + qT z)

)
subject to z ∈

⋃

W∈W

M(W ).

According to Hlad́ık [5], the set ∪W∈WM(W ) is described by the nonlinear system

Ax+Bcy ≤ B∆|y|+ b, (3a)

−Ax−Bcy ≤ B∆|y| − b, (3b)

Cx+Dcy ≤ D∆|y|+ d, x ≥ 0. (3c)

or, equivalently, as union of linear systems

Ax+Besy ≤ b, (4a)

−Ax−B−esy ≤ −b, (4b)

Cx+Desy ≤ d, x ≥ 0 (4c)

over s ∈ {±1}n
′

.
The objective function

min
Q∈Q, q∈q

(zTQz + qT z) = min
Q∈Q

zTQz +min
q∈q

qT z

is discussed below.
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Proposition 2.1 We have

min
Q∈Q

zTQz = zTQcz − |z|TQ∆|z|,

max
Q∈Q

zTQz = zTQcz + |z|TQ∆|z|,

min
q∈q

qT z = qTc z − qT∆|z|,

max
q∈q

qT z = qTc z + qT∆|z|.

Proof. We estimate

zTQz = zTQcz + zT (Q−Qc)z ≥ zTQcz − |z|T · |Q−Qc| · |z| ≥ zTQcz − |z|TQ∆|z|.

On the other hand, denoting s := sgn(z), we derive

zTQcz − |z|TQ∆|z| = zTQcz − diag(s)zTQ∆ diag(s)z = zTQssz.

Thus, zTQcz − |z|TQ∆|z| is attained for Q := Qss ∈ Q.
The second part of the statement is analogous, and the remaining two parts are well known

[1, 7]. �
Based on these observation, we arrive at

f = min zTQcz − |z|TQ∆|z|+ qTc z − qT∆|z| subject to (3). (5)

By using an orthant-by-orthant decomposition, we obtain a characterization of f by means of

solving 2n
′

convex quadratic programs:

Theorem 2.2 We have

f = min
s∈{±1}n′

fs,

where

fs := min zT
(

P Res

(Res)
T Sss

)
z +

(
aT cT−s

)
z subject to (4).

Proof. By using (5), we can express f as

f = min
s∈{±1}n′

min zTQcz − |z|TQ∆|z|+ qTc z − qT∆|z| subject to (3), diag(s)y ≥ 0.

Since |x| = x and |y| = diag(s)y, we can write the above inner problem as fs. �
By the above theorem, f can be calculated by solving 2n

′

real CQP problems. Thus
our approach is exponential with respect to the number of free variables. This drawback,
however, can hardly be overcome since the problem of determining f is NP-hard. Moreover,
NP-hardness was proved even for the special case of determining the best optimal value of the
linear programming problem min cT y subject to Dy ≤ d, where c ∈ c and D, d are fixed (see
[2, 4]). On the other hand, f is effectively computed provided all variables are restricted in
sign.

It might be useful to know for which concrete realization of interval coefficients the best
case value f is attained. The corresponding realization for P,R, S, a, c is given in Theorem 2.2.
The remaining values of A,B,C,D, b, d can be determined in the way as in Hlad́ık [5]. If x∗, y∗

is an optimal solution to the minimal fs from Theorem 2.2, then the value of f is attained for

A = Ac − diag(u)A∆, B = Bc − diag(u)B∆ diag(sgn(y∗)),

C = C, D = Dc −D∆ diag(sgn(y∗)),

b = bc + diag(u)b∆, d = d,

172



where u ∈ [−1, 1]m is defined as

ui =

{
(Acx

∗+Bcy
∗−bc)i

(A∆x∗+B∆|y∗|+b∆)i
if (A∆x

∗ +B∆|y
∗|+ b∆)i > 0,

1 otherwise,
i = 1, . . . ,m.

3 UPPER BOUND

Theorem 3.1 We have

f = max
s∈{±1}n′

, r∈{±1}m
fs,r,

where fs,r is the optimal value of (1) with input data

A := Are, B := Brs, C := C, D := D−es,

a := a, b := br, c := cs, d := d,

P := P , R := R−e,s, S := S−s,s.

Proof. The upper bound f can be expressed as

f = max
s∈{±1}n′

gs,

where

gs := max
Q∈Q, q∈q,W∈W

min zTQz + qT z subject to z ∈ M(W ), diag(s)y ≥ 0.

By substitution y′ := diag(s)y, this problem takes the form of an interval CQP problem with
nonnegative variables. By Li et al. [6], its worst case optimal value gr can be expressed as

gr = max
r∈{±1}m

(1),

where the instances of (1) are as stated in the theorem. �
Theorem 3.1 shows that f can be determined by solving 2m+n′

real CQP problems, and so
the algorithm is exponential with respect to the number of equations and free variables. This
exponential complexity is not surprising since the problem of computing f contains several
NP-hard problems as sub-classes. For example:

• Testing whether the linear system By = b is unsolvable for some B ∈ B and b ∈ b (see
Fiedler et al. [1]).

• Computing f in linear programming with interval right-hand side

min aTx subject to Ax = b, x ≥ 0,

where a and A is fixed and b ∈ b (see [2, 4]).

• Maximizing a convex quadratic function on a box, which is equivalent to compute f for
the subclass

min yTSy subject to y = b,

where S is fixed and b ∈ b (see Vavasis [10]).
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On the other hand, still there might be an algorithm being exponential with respect to m and
polynomial with respect to n′. A natural approach would be to utilize duality theory. However,
contrary to duality in linear programming, the dual problem here has some correlations between
coefficients, which makes the problem with interval input very hard. Anyway, this makes a
motivating question for further research.

In contrast, there are also completely polynomially solvable subclasses such as

min xTPx+ aTx subject to Cx ≤ d, x ≥ 0,

where P ∈ P , a ∈ a, C ∈ C and d ∈ d. Moreover, an easy to solve problem might possess
also equations and free variables provided the corresponding coefficients are fixed and not
interval-values. To be specific, the problem

min
(
xT yT

)( P R

RT S

)(
x

y

)
+ aTx+ cT y subject to Ax+By = b, Cx+Dy ≤ d, x ≥ 0,

where P ∈ P , a ∈ a, C ∈ C and d ∈ d, and the other matrices and vectors are fixed, is reduced
to solving just one CQP problem (1) with P := P , a := a, C := C and d := d.

4 CONCLUSION

We proposed formulas for computing the best case and the worst case optimal value of an
interval-valued CQP problem. We considered the general model with arbitrary linear con-
straints. Thus, we extended the previous results relying on nonnegative variables only.

In the future research, we aim at developing some approximation algorithms for intractable
cases as well as considering even more general model of quadratically constrained interval-
valued CQP.
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Abstract: The paper suggests several ways how to combine a genetic algorithm with integer 

programming to improve the quality of the problem solution. The motivation is that today’s integer 

programming solvers are very sophisticated and efficient and they are worth utilizing in combination 

with metaheuristics to solve hard combinatorial optimization problems. The capacitated p-median 

problem is chosen as an example of such a problem that is intractable for an exact method and needs a 

heuristic or metaheuristic method, e.g. a genetic algorithm to get a near-optimal solution. A genetic 

algorithm can be combined with integer programming in such a way that the metaheuristics acts at a 

higher level and controls the calls to the solver. The solver can be used for: (i) fitness calculation, (ii) 

improving the best solution, and (iii) generating elite solutions. Several variants of the hybrid genetic 

algorithm are proposed and tested using benchmark instances.   

 

Keywords: capacitated p-median problem, genetic algorithm  

 

1 INTRODUCTION  

 

The capacitated p-median problem arises in cluster analysis where a set of entities is to be 

partitioned into a set of clusters [5, 8]. It is one of the models that can be used to locate 

centres serving spatially distributed customers. In [2, 3] it was studied in the context of 

emergency medical service (EMS) stations location in a large territory. 

We are given a set I of candidate locations, where emergency stations can be placed. Each 

station is equipped with one ambulance. The population of the region served by one 

ambulance cannot exceed Q people. Potential patients live in municipalities spatially spread 

in the given territory.  We denote the set of municipalities by J and the number of inhabitants 

of municipality j  J by bj. Further let tij be the shortest travel time of an ambulance from 

node i  I to node j  J. The goal is to locate p stations in nodes from the set I in order to 

minimise the total travel time needed to reach all potential patients. 

The decision on opening a station must be done for each candidate location i  I. To 

model this decision we need a binary variable yi, which takes the value 1 if a station is 

located in node i, otherwise it takes the value 0. The assignment of municipality j to the 

station located in node i is modelled by binary variables xij. Variable xij takes value 1, if 

municipality j will be served by an ambulance located in node i, otherwise xij = 0. The model 

of the capacitated p-median problem can be written as:  

 minimise 
 Ii Jj

ijjij xbt      (1) 

 subject to 
Ii

ijx  1 for j  J (2) 

   ijx   iy  for i  I,  j  J (3) 
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   
Jj

ijjxb  Q for i  I (4) 

  
Ii

iy  p   (5) 

 iij yx ,  {0,1} for i  I,  j  J (6) 

The objective function (1) minimises the weighted travel time between stations and 

municipalities. Constraints (2) ensure that every municipality j will be assigned to exactly 

one station i. Constraints (3) ensure that if a municipality j is assigned to a node i, then a 

station will be open in the node i. Constraints (4) limit the total number of inhabitants in the 

region served by one ambulance. Constraint (5) limits the total number of stations that can be 

sited. The remaining obligatory constraints (6) specify the definition domains of the 

variables. 

 

2 A HYBRID GENETIC ALGORITHM  

 

The capacitated p-median problem is known to be an NP-hard problem. It means that it 

cannot be solved to optimality in a reasonable time and a heuristic or metaheuristic approach 

should be used instead. An efficient decomposition heuristic is proposed in [7]. The 

weakness of a decomposition method is that it can hardly ensure global constraints. For 

example if the p-median model is used to relocate current stations one may require that only a 

predefined percentage of the current station locations can be changed. Population-based 

metaheuristics may be more suitable in such situations since they can easily control global 

constraints by some mutation operator. 

In recent years, a lot of attention has been devoted to the integration of metaheuristics with 

exact methods. The motivation behind such hybridizations of different algorithmic concepts 

is usually to obtain better performing systems that exploit and unite advantages of the 

individual pure strategies [6]. Hybrid algorithms often exhibit significantly higher 

performance with respect to solution quality and time. 

We decided to examine abilities of a combined algorithm consisted of a genetic algorithm 

(GA) and integer programming (IP) based methods.  

The genetic algorithm is a well-known population-based metaheuristics. It evolves the 

population of candidate solutions to a given problem by repeatedly applying operators based 

on natural selection and genetic recombination to the current population. Our implementation 

of the GA for the capacitated p-median problem follows the implementation details described 

in [1]. A crossover operator is applied in every generation to create two new individuals from 

a pair of selected individuals. To ensure a diversity of population, the offspring goes through 

mutation with a pre-set probability. The population is renewed in a steady-stated method: the 

offspring is included in the population if it has better fitness value than the worst individual 

in the old population. The process finishes after a pre-defined number of generations has 

evolved or a pre-defined amount of computation time has elapsed. The individual in the last 

population with the lowest fitness value represents the best solution. 

We do not design a special integer programming method but we exploit the strength of a 

general IP solver. 

We propose three combinations of the GA and IP: 

A. Integer programming is used to calculate the fitness value of an individual. A 

candidate solution is represented in the chromosome incompletely as a list of indices of 

those nodes, where medians are located. To evaluate the fitness value, customers must be 

assigned to medians. In the original GA, the assignment is calculated by a heuristic. But 

the assignment problem can also be formulated as an IP problem and solved exactly. From 
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mathematical programming point of view, the model (1)-(6) is to be solved where 

variables y are fixed according to the individual’s chromosome and variables x need to be 

calculated. However the exact calculation takes by an order more time than the heuristic 

one and the time consumption is not compensated by the quality of the final solution. The 

time needed to more precise fitness evaluation can be devoted to explore more solutions. 

Therefore we use the solver only once after the GA termination to calculate the 

assignment of customers to the medians represented by the best individual. 

B. Integer programming is used as a postprocessing technique. After the GA has finished, 

the p-median problem (1)-(6) is solved starting from the location of medians given by the 

best individual.  

C. Integer programming is embedded in the GA to generate elite individuals. The idea is 

that in the neighbourhood of some good quality individuals there may exist even better 

individuals. Such an operation that searches for elite individuals in the neighbourhood of 

selected individuals is called hypermutation in [1]. It is applied with a very low probability 

to each iteration of the steady-state method. In our implementation, the hypermutation 

starts with randomly selecting an individual out of the best 10% individuals and then 

explores its neighbourhood in an exact fashion. It means the p-median problem (1)-(6) is 

solved starting with the initial solution given by the selected individual. The 

neighbourhood of the individual is defined such that only β closest locations to each 

current median are regarded as candidates. When the GA terminates, the local 

improvement of the best solution is again performed by the solver. 

  

3 COMPUTATIONAL EXPERIMENTS  

 

We tested the proposed three versions of the hybrid GA on two sets of benchmark instances 

Both sets were proposed by Lorena and Senne and are available at site 

http://www.lac.inpe.br/~lorena/instancias.html. The first set comprises six real instances 

named sjc1 to sjc4b of size ranging from 100 to 402 nodes and 10 to 40 medians. These 

instances can be solved exactly by a solver in several minutes. The second set contains five 

instances named p3038_600 to p3038_1000. They consists of 3038 nodes and 600 to 1000 

medians are to be placed. Optimal solutions of these instances have not been published so far, 

so our results are compared to lower bounds obtained using a column generation method [4] 

and published in [7]. The sets of candidate locations and customers are identical in all 

instances, i.e. every customer can be a median. The number of customers is denoted by n in 

the presented results. 

The computational experiments were performed on a personal computer equipped with the 

Intel Core i7 processor with 1.60 GHz and 8 GB RAM. The main application was 

implemented in Java language and the solver Gurobi Optimizer 6.0.0 was used.  

The goal of the first experiment was to find out whether the final solution of the GA can 

be improved using the LP solver. It was performed on the first set of sjc instances. The 

parameters of the GA were set as follows: population size – 100 individuals, mutation rate – 

20%, stopping criterion – 1000 generations, β = 10.  

Tables 1 and 2 compare three methods: the original GA, a hybrid GA in version A, where 

the solver is used to calculate the optimal assignment of customers to medians present in the 

best individual, and a hybrid GA in version B, where the best solution found by the GA is 

improved by the solver. Table 1 compares the methods in terms of the objective function. 

The best solutions out of 10 runs and standard deviation of the best solutions are presented 

for all three implementations of the GA. The best results are emphasized in bold. Table 2 

contains computation time that Gurobi Optimizer takes to generate optimal solution and 

average computation time of one run of the GA. 
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Table 1: Comparison of the original and hybrid GAs in terms of the objective function 
 

Inst. 
  Optimal 

solution 
Original GA Hybrid GA v. A Hybrid GA v. B 

n p Best sol. St. dev. Best sol. St. dev. Best sol. St. dev. 
sjc1 100 10 17288.99 17564.10 236.34 17454.38 168.74 17288.99 13.06 

sjc2 200 15 33270.94 33861.24 403.11 33649.16 383.65 33293.40 38.54 

sjc3a 300 35 45335.16 47320.11 406.61 47201.54 363.78 45338.01 105.55 

sjc3b 300 30 40635.90 41550.29 596.17 41910.20 463.47 40635.90 101.51 

sjc4a 402 30 61925.51 65752.96 448.19 64858.11 921.04 62069.75 151.78 

sjc4b 402 40 52458.02 55122.93 359.51 54599.66 572.92 52487.22 103.06 

 
Table 2: Comparison of the original and hybrid GAs in terms of the computation time (in seconds) 

 

Inst. n p Solver Original GA Hybrid GA v. A Hybrid GA v. B 
sjc1 100 10 14.10 0.67 0.73 9.47 

sjc2 200 15 20.75 1.16 1.23 11.07 

sjc3a 300 35 76.48 2.01 2.28 55.25 

sjc3b 300 30 21.09 2.05 2.28 22.83 

sjc4a 402 30 713.70 2.85 3.20 236.59 

sjc4b 402 40 61.09 3.08 3.40 16.56 

 

As can be seen, the best implementation of the GA is version B, where the best solution after 

1000 generations is improved by the solver. Average gap between the best solution and the 

optimal one is 3.54% for the original GA, 3.03% for the hybrid GA version A and only 

0.06% for the hybrid GA version B. In two benchmark instances (sjc1 and sjc3b) the hybrid 

GA version B found the optimal solution at least once out of 10 replications. At the same 

time, version B produces the most balanced results (standard deviation is the least). On the 

other hand, the computation time of version B increases compared to the original GA or 

version A by one or even two orders. However, it is still faster compared to the exact method.  

Based on these results, we proposed the second experiment on larger instances. Here 

version B is compared with version C, where the solver supplies elite solutions by the 

hypermutation operation.  

If the instance has thousands of candidates and customers, the number of assignment 

variables x is huge. In order to decrease computational complexity, we propose a reduction of 

the solution space. The mathematical programming model is reduced by heuristic elimination 

of those variables x which are less likely to belong to a good or optimal solution. The 

elimination is based on the assumption that customers will not be served by those centres that 

are too far away. That is why only those variables x are included in the model for which 

coefficient tij is less than a predefined threshold. The threshold is defined by the value 

pt /
max

  where  JjIitt ij  ,:max
max

 and  is a parameter ( = 1.5 in our 

experiments).  

As in the former tests, population has 100 individuals and mutation rate is 20%. 

Hypermutation rate is 0.001%. In order compare the implementations mutually, the stopping 

criterion is the total running time. Due to large size of instances, the computation time of the 

solver is limited. These time limits are set so that the total computation time is about 1 hour. 

In version B, the GA runs 45 minutes and then the solver runs 15 minutes. In this limited 

time the GA performs approximately 128000 iterations for the 600 median problem and 

54000 iterations for the 1000 median problem. In version C the solver runs 150 seconds. To 

keep the running-time of 1 hour, the GA runs 3450 seconds and then the solver starts from 

the best solution and runs 150 seconds. This way the GA performs about 20000 iterations and 

20 hypermutations. Since the computation time for the solver is rather long and the 
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hypermutation is called randomly, the substantial differences in the number of generations 

for various instances are not observed. The results are summarised in Table 3. 
 

Table 3: Comparison of versions B and C of the hybrid GA for larger instances 
 

Instance 
  Lower 

bound 
Hybrid GA v. B Hybrid GA v. C 

n p Best sol. St. dev. Best sol. St. dev. 
p3038_600 3038 600 122020.66 125345.34 597.11 123980.88 116.92 

p3038_700 3038 700 108685.59 112000.00 888.00 111021.47 300.21 

p3038_800 3038 800 98530.99 102216.16 981.56 102854.88 487.53 

p3038_900 3038 900 90239.65 96137.00 2804.22 96194.96 3674.77 

p3038_1000 3038 1000 83231.58 91085.83 2922.47 93108.42 2404.42 

 

Comparison of two versions of the GA for large-sized instances does not reveal the 

prevalence of one version. Average gap between the best solution and the lower bound is 

5.10% for version B and 5.32% for version C. However the quality of the solutions for 

version C is more balanced (standard deviation is in 4 cases lower than for version B). That is 

why we consider the combination of the GA with the solver producing elite solutions to be 

the most appropriate. 

 

4 CONCLUSIONS  

 

Our research suggests that combination of the genetic algorithm with integer programming is 

a promising method for solving a large-sized capacitated p-median problem. It reveals that 

the most appropriate combination is an integrative algorithm where the exact mathematical 

programming based method is embedded into the genetic algorithm to generate high-quality 

solutions. The solver is called with a small probability at each generation of the genetic 

algorithm. It solves the p-medial problem starting with the initial solution given by a 

randomly chosen good individual. The strength of this method becomes apparent in a parallel 

environment where elite solutions may be generated concurrently on one or more 

computation nodes and distributed to the other nodes that perform the genetic algorithm. 

Further research on this topic will concentrate on parallelization of the proposed hybrid 

algorithm and on development of a more efficient crossover operator that would exploit the 

knowledge about the problem being solved. 

 

Acknowledgement 

This research was supported by the Scientific Grant Agency of the Ministry of Education of 

the Slovak Republic and the Slovak Academy of Sciences under project VEGA 1/0518/15 

“Resilient rescue systems with uncertain accessibility of service” and by the Slovak Research 

and Development Agency under project APVV-0760-11 “Designing of Fair Service Systems 

on Transportation Networks”. 

 
References 

[1] Correa, E.A., Steiner, M.T.A., Freitas, A.A. and Carnieri, C. (2004). A genetic algorithm for 

solving a capacitated p-median problem. Numerical Algorithms, 35: 373–388. 

[2] Gábrišová, L. and Janáček, J. (2015). Design of capacitated emergency service system. 

Communications : Scientific letters of the University of Žilina, 17(2): 42–48. 

[3] Jánošíková, Ľ. and Žarnay, M. (2014). Location of emergency stations as the capacitated p-

median problem. Proceedings of the International Scientific Conference Quantitative Methods in 

Economics – Multiple Criteria Decision Making XVII, Virt, Slovak Republic, 28 – 30 May 

2014. Bratislava: Ekonóm. pp. 116–122. 

180



[4] Lorena, L.A.N. and Senne, E.L.F. (2004). A column generation approach to capacitated p-

median problems. Computers & Operations Research, 31: 863–876. 

[5] Osman, I.H. and Christofides, N. (1994). Capacitated clustering problems by hybrid simulated 

annealing and tabu search. International Transactions in Operational Research, 1(3): 317–336. 

[6] Raidl, G.R. (2006). A unified view on hybrid metaheuristics. In Almeida, F., Blesa Aguilera, 

M.J., Blum, C., Moreno Vega, J.M., Pérez, M.P., Roli, A. and Sampels, M. (Eds.). Hybrid 

Metaheuristics, volume 4030 of Lecture Notes in Computer Science (pp. 1–12). Berlin 

Heidelberg: Springer. 

[7] Stefanello, F., de Araújo, O.C.B. and Müller, F.M. (2012). Matheuristics for the capacitated p-

median problem. Presentation at the 4th International Workshop on Model Based Metaheuristics. 

17 – 20 September, 2012, Rio de Janeiro, Brazil. 

[8] Taillard, É.D. (2003). Heuristic methods for large centroid clustering problems. Journal of 

Heuristics, 9: 51–73. 

 

181



On robustness in deterministic linear programming

Latif Pourkarimi
Department of Mathematics, Razi University, Kermanshah, Iran;

E-mail: lp karimi@yahoo.com.com

Majid Soleimani-damaneh
School of Mathematics, Statistics and Computer Science, College of Science, University of
Tehran, Tehran, Iran & School of Mathematics, Institute for Research in Fundamental
Sciences (IPM), P.O. Box: 19395-5746, Tehran, Iran; E-mail: soleimani@khayam.ut.ac.ir

Abstract:
This paper deals with the robustness issue in deterministic linear programming from two

new standpoints. Corresponding to an optimal solution, a new quantity, robustness order, is
defined with respect to the degree of interiority of the cost vector in the binding cone. A linear
programming problem is provided to calculate the robustness order of a given optimal solution.
The second part of the paper is devoted to investigating the robustness with respect to the
eligible angle deviation of the cost vector in the binding cone. Some theoretical results are
given to obtain the maximum eligible angle deviation, and finally the connection between two
above-mentioned robustness standpoints is established.

Keywords: Linear programming, Robustness, Angle deviation, Relative interior

1 INTRODUCTION

In this paper, the following linear programming (LP) problem is considered

LP (c) : max ctx s.t. Ax ≤ b, (1)

where c ∈ Rn, A ∈ Rm×n, and b ∈ Rm. The feasible set of this problem is denoted by
X = {x ∈ Rn : Ax ≤ b}. By LP(c) we denote an LP with objective coefficient vector c. The
superscript “t” stands for transpose. In the whole paper, the inequalities between two vectors
are componentwise. For matrix A, the i-th row is denoted by ai and the j-th column is denoted
by aj . Let x∗ ∈ X be a feasible solution of LP (1). I(x∗) denotes the index set of binding
constraints of LP (1) at x∗, i.e. I(x∗) = {i : (ai)tx∗ = bi}. Also, AI(x∗) is the sub-matrix of A
whose rows are ai’s with i ∈ I(x∗). The convex cone generated by the rows of AI(x∗), denoted

by A∗, is called the binding cone: A∗ = cone

({
(ai)t : i ∈ I(x∗)

})
. This cone plays a vital

role in our work.
Studying robust solutions, the optimal solutions of LP(c) which are insensitive to some

changes of the problem data (changes of the cost vector in the present paper), is an important
issue from an applied point of view; see e.g. Deb and Gupta (2006), Ben-Tal et al. (2009),
and Zamani et al. (in press). Since a necessary and sufficient condition for optimality of
a feasible solution x∗ is c ∈ A∗, there is a strong connection between the robustness of an
optimal solution and preserving c in A∗ by some alterations in c. According to this fact, we
define the robustness with respect to the value of possible alterations in the cost vector c under
remaining this vector in the binding cone. The value of this alteration is dealt with from two
sights: the eligible angle deviation which preserves c in the binding cone and the degree of
interiority of c in the binding cone. Due to this, corresponding to an optimal solution, a new
quantity, robustness order, is defined using the degree of interiority. An LP problem is given
to calculate the robustness order of a given optimal solution. Then the robustness is defined
with respect to the eligible angle deviation of the cost vector in the binding cone. Robust
solutions in two above-mentioned senses are characterized and finally the connection between
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two robustness standpoints is established. Moreover, we show that a robustness notion existing
in the literature is equivalent to the uniqueness of the optimal solution.

2 PRELIMINARIES

We say that x0 ∈ S ⊆ Rn is a relative interior point of order k for S if there exist scalar
0 < ε ∈ R and an affine subspace H with dim(H) = k such that B(x0; ε) ∩ H ⊆ S, where
B(x0; ε) = {x ∈ Rn : ‖x − x0‖ < ε} is the ball centered at x0 with radius ε. For the sake
of convenience, in this paper we use the Euclidean norm for vectors. The largest k with this
property is called the degree of interiority of x0 in S. If k = dim(S), then x0 is called a relative
interior point of S. It is clear that, if k = n, then x0 is an interior point of S. We denote the
set of relative interior points of S by ri(S). Also, the set of relative interior points of order
k for S is denoted by ri(S; k). The notation |S| is used to denote the cardinality of S. The
convex cone generated by {a1, a2 . . . , am} is denoted by cone({a1, a2 . . . , am}).

Let α ≥ 0 and a1, a2, . . . , am be some given vectors in Rn. For a representation
∑m

j=1 αjaj ,
we use the following notations hereafter: Aα denotes the matrix whose columns are aj ’s with
αj > 0; and

J(α) = {j : αj > 0}. (2)

Also, for row vectors a1, a2, . . . , am and a representation
∑m

i=1 αia
i, the matrix Aα denotes the

matrix whose rows are ai’s with αi > 0.

Lemma 2.1 Let F = cone({a1, a2, . . . , am}) and x ∈ F . Then, x ∈ ri(F ; k) if and only if
there exists nonnegative vector α ∈ Rm such that x =

∑m
j=1 αjaj and rank(Aα) = k.

3 ROBUSTNESS W.R.T. THE INTERIORITY OF c

The feasible solution x∗ ∈ X is an optimal solution of LP (1) if and only if c ∈ A∗. According to
this fact, for an optimal solution x∗, increasing the dimension of A∗ increases the potentiality
of robustness with respect to varying the objective vector.

Definition 3.1 x∗ ∈ X is called a potentially robust solution of order k (k ≤ n) if dim(A∗) =
k. The scalar k is called the potential robustness order of x∗ and it is denoted by PRO(x∗).
Moreover, x∗ is called a potentially robust solution if dim(A∗) = n.

Definition 3.2 Let x∗ ∈ X be an optimal solution of LP(c). Then x∗ is called a robust optimal
solution (robust solution briefly) of order k (k ≤ n) if c ∈ ri(A∗; k). Moreover, the largest k
with this property is called the robustness order of x∗ and it is denoted by RO(x∗).

Definition 3.3 x∗ ∈ X is called a robust solution of LP(c) if it is robust of order n.

Example 3.4 Consider the following LP problem:

max x1 + x2
s.t. x1 + x2 ≤ 1, − x1,−x2 ≤ 0.

It can be seen that x1 = (0, 1)t, x2 = (12 ,
1
2)

t and x3 = (1, 0)t are optimal solutions to this

problem. Also, AI(x1) =

(
1 1
−1 0

)
, AI(x2) =

(
1 1

)
and AI(x3) =

(
1 1
0 −1

)
. Thus,

RO(x1) = RO(x2) = RO(x3) = 1 while PRO(x1) = PRO(x3) = 2 and PRO(x2) = 1.

The following definition, which measures the alterations in the cost vector by a norm, has
been investigated in the literature; See Definition 3.1 in Georgiev et al. (2013).
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Definition 3.5 (Georgiev et al. 2013) Let x∗ be an optimal solution of LP(c). It is said to
be robust in the norm sense if there exists scalar ε > 0 such that x∗ is an optimal solution to
LP(c+ d) for each d ∈ Rn with ‖d‖ ≤ ε.

The following theorem shows that the robustness defined in Definition 3.3 is equivalent to
that given in Definition 3.5 (in the norm sense) and its is equivalent to the uniqueness of the
given optimal solution.

Theorem 3.6 Let x∗ ∈ X be a feasible solution of LP (1). Then the following three statements
are equivalent:
(i) c ∈ int(A∗) (i.e. robustness in the sense of Definition 3.3),
(ii) There exists scalar ε > 0 such that x∗ is an optimal solution to LP(c+ d) for each d ∈ Rn

with ‖d‖ ≤ ε (i.e. robustness in the sense of Definition 3.5),
(iii) x∗ is a unique optimal solution of LP(c).

Due to the above theorem, the robustness concept defined in Definition 3.5 does not seem
convenient for expressing the robustness in linear programming. In fact, the problem in this
definition is that the optimality in linear programming strongly depends on the direction of
c and not on the norm of c. Since the direction of c is important in changing/preserving the
optimality and the direction changes when there is a positive angle deviation between the cost
vector and the altered one, in Section 5 we define the robustness with respect to the eligible
angle deviation of the cost vector such that this vector remains in the binding cone. On the
other hand, if c ∈ ri(A∗; k), then c belongs to a face of the (polyhedral) binding cone with
dimension k. Hence, there are k linear independent vectors in the binding cone which have
positive eligible angle deviation with c. Due to this, we defined the robust solution of order k
and the robustness order in Definition 3.2 using the interiority order.

4 CALCULATING THE ROBUSTNESS ORDER

Computing the potentially robustness order (PRO) is equivalent to calculating the rank of a
matrix. Therefore, there are various approaches in Linear Algebra literature to calculate it.
The following theorem provides an LP problem to compute the robustness order (RO). In the
LP given in this theorem, (w, y, α) ∈ R|I(x∗)| ×R|I(x∗)| ×R is the variable vector.

Theorem 4.1 Let x∗ ∈ X be an optimal solution to LP (1). Consider the following LP
problem

max
∑

i∈I(x∗) yi
s.t.

∑
i∈I(x∗)(yi + wi)a

i = αct

wi ≥ 0, 0 ≤ yi ≤ 1, i ∈ I(x∗),
α ≥ 1.

(3)

Let (w∗, y∗, α∗) ∈ R|I(x∗)| × R|I(x∗)| × R be an optimal solution of Problem (3), and E∗ be the
submatrix of A whose rows are ai’s with y∗i > 0. Then RO(x∗) = rank(E∗).

Theorem 4.2 Let x∗ ∈ X be an optimal solution of LP(c) and RO(x∗) = k. Then x∗ is an
optimal solution of LP(c+ d) with RO(x∗) ≥ k for each d ∈ A∗.

5 ROBUSTNESS W.R.T THE ANGLE DEVIATION

We start this section with eligible angle deviation notion. For two vectors x, y ∈ Rn, the
notation � (x, y) stands for the angle between x and y.
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Definition 5.1 Let 0 �= c, d ∈ Rn and θ ∈ (0, π]. Also, let x∗ ∈ X be an optimal solution of
LP(c). Then, θ is said to be an eligible angle deviation of c at x∗ in direction d if there exists
scalar α > 0 such that
i. c+ αd �= 0,
ii. � (c, c+ αd) ≥ θ, and
iii. x∗ is an optimal solution of LP(c+ αd).

Definition 5.2 Let x∗ ∈ X be an optimal solution of LP(c). Then, θ ∈ (0, π] is said to be an
eligible angle deviation of c at x∗ if it is an eligible angle deviation of c at x∗ in some direction
d ∈ Rn.

The following proposition provides a system to characterize the eligible angle deviation. In
the provided system, w ∈ R|I(x∗)| is the variable vector.

Proposition 5.3 θ is an eligible angle deviation of c at x∗ if and only if there exists some
w ∈ R|I(x∗)| satisfying the following system:

⎧
⎪⎨

⎪⎩

wtAI(x∗)c ≤ cos θ‖wtAI(x∗)‖‖c‖,
‖wtAI(x∗)‖ ≥ 1,

w ≥ 0.

(4)

Remark 5.4 Let x∗ ∈ X be an optimal solution of LP(c). Then, PRO(x∗) > 1 if and only if
there exists some θ ∈ (0, π) such that θ is an eligible angle deviation of c at x∗.

If RO(x∗) > 1, then by Remark 5.4 and due to RO(x∗) ≤ PRO(x∗), there exists some
θ ∈ (0, π) such that θ is an eligible angle deviation of c at x∗. The converse of this assertion
does not hold necessarily.

Proposition 5.5 gives an optimization problem to calculate the largest eligible angle devia-
tion of c at x∗. In this problem, (w, z) ∈ R|I(x∗)| ×R is the variable vector.

Proposition 5.5 Let x∗ ∈ X be an optimal solution of LP(c), and z∗ be the optimal value of
the following optimization problem:

z∗ = min z
s.t. wtAI(x∗)c ≤ z‖wtAI(x∗)‖‖c‖,

‖wtAI(x∗)‖ ≥ 1,

w ≥ 0.

(5)

Let θ∗ denote the largest eligible angle deviation of c at x∗. Then
(i) z∗ ∈ [−1, 1].
(ii) If z∗ = 1, then there is no eligible angle deviation of c at x∗.
(iii) If z∗ < 1, then θ∗ = arccos(z∗). Moreover, d = At

I(x∗)w
∗ − c is a direction with the largest

eligible angle deviation, where w∗ is a part of an optimal solution of problem (5).

Example 5.6 Model (5) corresponding to optimal solution x1 in example 3.4 is as follows:

min z

s.t. 2w1 − w2 ≤
√
2z
√
(w1 − w2)2 + w2

1,

(w1 − w2)
2 + w2

1 ≥ 1,
w1, w2 ≥ 0.

An optimal solution of this problem is (w∗
1, w

∗
2, z

∗) = (0.0000, 385.4493,−0.7071). Hence, the
largest eligible angle deviation of c at x∗ is θ = arccos(−0.7071) = 2.3562 radiant or equivalently
θ = 135.0000◦.
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Solving the optimization problem (5) can be difficult computationally, due to the second
constraint of this problem. Fortunately, in some special cases the largest angel deviation can
be obtained by some simple calculations. The following theorem deals with this issue. In this
result, ei stands for the i-th unit vector.

Theorem 5.7 Let x∗ ∈ X be an optimal solution of LP(c). Then
(a) For any i ∈ I(x∗) with � (c, ai) �= 0, the scalar � (c, ai) is an eligible angle deviation of c at
x∗ in direction ai − c.
(b) Assume that ‖ai‖ = 1 and aic ≥ 0 for all i ∈ I(x∗). Set ai0c := mini∈I(x∗) a

ic. Then(
w∗ = ei0 , z

∗ = cos ( � (c, ai0))
)
is an optimal solution of problem (5) and � (c, ai0) is the largest

eligible angle deviation of c at x∗.

Example 5.8 Consider the LP problem

max ctx

s.t.

(
A
−I

)
x ≤

(
b
0

)
,

(6)

with c = (−8,−2, 12, 0,−7,−2, 7, 0)t,

A =

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

−4 −4 7 −5 −1 −3 5 1
0 3 −2 −2 −3 0 2 −1
1 7 0 0 −6 5 −1 −2

−4 1 1 1 −6 −3 −2 −1
1 1 −1 0 1 −4 1 1
1 1 1 1 1 1 1 1

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

and b =

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

1
8
4
2
8
40

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

.

It can be seen that x∗ = (0, 0, 6.1944, 21.1389, 0, 0, 12.6667, 0) is an optimal solution of
Problem (6) (with the above A, b, and c) and I(x∗) = {1, 4, 6, 7, 8, 11, 12, 14}. It is seen that
AI(x∗)c = (172, 76, 0, 8, 2, 7, 2, 0) ≥ 0. Based on the notation used in Theorem 5.7,

ai0 = (1, 1, 1, 1, 1, 1, 1, 1),
ai0c = min{172, 76, 0, 8, 2, 7, 2, 0} = 0.

Hence, (w∗, z∗) =
(
(0, 0, 1, 0, 0, 0, 0, 0)t, 0

)
is an optimal solution of Problem (5) and � (c, ai0) =

arccos(0) = π/2 is the largest eligible angle deviation of c at x∗.

The following theorem provides an important connection between the robust order and
eligible angle deviation.

Theorem 5.9 Let x∗ be an optimal solution of LP(c) and k be a natural number. If there
exist k linear independent vectors d1, d2, . . . , dk ∈ Rn such that there is a positive eligible angle
deviation of c at x∗ in direction ±di for each i ∈ {1, 2, . . . , k}, then RO(x∗) ≥ k. If k is the
biggest natural number with this property, then RO(x∗) = k.
Conversely, if RO(x∗) = k ≥ 2, then there exist k linear independent vectors d1, d2, . . . , dk ∈
Rn such that there is a positive eligible angle deviation of c at x∗ in direction ±di for each
i ∈ {1, 2, . . . , k}.

6 Conclusion

In linear programming, the optimality of a feasible solution is equivalent to that the cost vector
belongs to the binding cone. Due to this, in the present work the degree of interiority of the cost
vector in the binding cone has been used for defining the robust solutions. A robustness order
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has been defined and an LP-based method has been presented for calculating it. In another
part of the work, robustness has been defined with respect to the eligible angle deviation
of the cost vector in the binding cone. In addition to the theoretical results concerning the
maximum eligible angle deviation, the connection between two above-mentioned robustness
standpoints has been addressed as well. Although we have provided an efficient procedure
for calculating the largest eligible angle deviation in special cases, calculating this quantity is
difficult computationally in general case. It can be worth studying in future.
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Abstract: Linear programming is one of the most frequently used techniques in operations
research, but often in real world problems, some parameters of LP cannot be precisely de-
termined. To overcome this problem, fuzzy parameters were introduced into LP and many
researchers started to investigate fuzzy linear programming. In past decades, various types
of fuzzy linear programming problems have been defined and several approaches to solving
these problems were proposed. Despite this variety, a thorough recent survey allowing for de-
tailed overview of the landscape of fuzzy linear programming techniques and applications of the
methods seems not to be available, and we intend to overcome this with our research, aimed to
propose a taxonomy allowing researchers and practitioners to navigate the knowledge domain
of Fuzzy Linear Programs techniques, technologies, and applications. In this contribution, we
focus on the fuzzy linear programming techniques.

Keywords: fuzzy linear programming, fuzzy constraints, fuzzy numbers.

1 INTRODUCTION

It has been over 40 years since in 1970, Bellman and Zadeh introduced the concept of fuzzy
decision [2]. Tanaka et. al. extended this concept into fuzzy mathematical programming in 1973
and Zimmermann proposed the formulation of Fuzzy Linear Programming (FLP) problems [20]
in 1978. Since then, researches developed a relatively large number of different methods to solve
FLP problems.

A general model of linear program (LP) problem is written as

maximize cx
subject to Ax ≤ b

x ≥ 0

Frequently in real world problems, some of the coefficients (c, A, b) can not be precisely
defined. One can avoid this problem by treating them as fuzzy numbers (as opposed to the
precise “crisp” numbers). FLP is LP where some of the coefficients involved in the objective
or constraint functions are fuzzy numbers (notation for fuzzy number a is ã). Based on the
place where fuzzy numbers appear, we can divide FLP problems into 4 main categories:

• FLP with fuzzy resources (b̃i): model of FLP where instead of crisp numbers, fuzzy
numbers appear on right hand side.

• FLP with fuzzy coefficients in objective function (c̃i)

• FLP with fuzzy technological coefficients (ãij)

• FLP with fuzzy variables (x̃i).

By combining these four categories, we get many different types of FLP problems and each
of them is solvable by different method. Authors use different indices to compare fuzzy numbers
in their methods, some of them even two different indices. Considering all this issues, it is easy
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to understand that there is a plethora of different methods to solve FLP problems, and a
practitioner or novice researcher has difficulty in finding direction in this vast landscape. With
our research, which is at this stage limited to the most significant references, we first address
the taxonomy of fuzzy linear programming approaches, which we intend to extend to include
taxonomy of technologies (i.e. software implementations) and real world applications. The
goal is to design a decision support system for practitioners, who will be able to efficiently find
the most suitable FLP technique and technology for their problem, building upon experience
from past scientific research in the area.

2 TIP OF THE BIBLIOGRAPHY ICEBERG

In 1985, Slowinski analysed 19 of most significant methods in the first decade of FLP [16].
In 1992, Lai and Hwang classified [11] FLP problems and existing approaches based on an
extensive and thorough survey literature until 1992. They distinguished FLP problems from
possibilistic LP problems. FLP problems associate fuzzy input data, which are modelled by
subjective preference-based membership functions, while in possibilistic LP imprecise data are
modelled by possibility distribution. They also made discussions of several practical problems
to fill the gap between researchers and real decision makers, since only few methods have been
tested with real-world problems by real decision makers.

An extensive research was performed by Rommelfanger [13] in 1996. He collected and stud-
ied a large number of methods that appeared in literature until 1996 and presented a good
survey on procedures for solving FLP problems. He also listed applications of fuzzy linear
programs published in the literature. In 2000, Inuiguchi and Ramık reviewed [6] some FLP
methods and techniques from a practical point of view, but they discussed only possibilistic
approaches. In 2007 Rommelfanger made a survey of optimization of fuzzy objective functions
in FLP, but in [14] he concentrated only on the handling of fuzzy objectives. A more recent
survey on FLP has been in 2012 prepared by Shams, et al in [15]. Unfortunately, it proposes
only the most basic classification of FLP problems: FLPs with fuzzy constraints, FLPs with
fuzzy constraints and fuzzy objective function, FLPs with fuzzy constraints and fuzzy techno-
logical coefficients and does not propose a navigation through the research abounding in the
recent years. They present some methods and approaches proposed to solve them, unfortu-
nately missing many more. For instance, parameters in objective function can be fuzzy with
[4] and [19] being just two of the methods developed to solve these FLP problems. Methods for
solving problems where all parameters (c, A and b) are fuzzy are in [7], [8], [12] etc. There are
also many researchers dealing with fully FLP, where all coefficients are fuzzy including variable
([3], [5], [18], [9], [10], to name a few.)

3 A PROPOSED TAXONOMY

There are many surveys of FLP problems, but to the best of our knowledge, no extensive
survey similar to [11] or [13] has been published for the last 19 years. In this period, however,
FLP research has abounded, and a large number of new methods were developed to solve
FLP problems especially fully FLP problems. Consequently, there is a need for taxonomy that
includes also new methods developed to solve various FLP problems. This is subject of our
research.

In table 1, we present five main dimensions in which models of FLP differ. Type of FLP
(as our first dimension, “FLP”) answers the question ”What is fuzzy in the LP problem?”.
As discussed, this can be resources (b), coefficients in objective function (c), technological
coefficients (a), variables (x) or a combination of those.

The second dimension illustrates the method for the ordering of fuzzy quantities (COMP).
There is no generally accepted criteria for comparison of fuzzy numbers in FLP. A decade ago,
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Table 1: Taxonomy of FLP models
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there were already more than 35 different ordering indices presented in the literature [17]. It
is possible to classify them into tree categories. Ranking function (RF) is a mapping from
the set of fuzzy quantities into set of real numbers. Fuzzy quantities can then be compared
according to the corresponding real numbers. Pairwise comparison (PC) is a fuzzy relation,
comparing fuzzy quantities involved. In the third class, reference sets are set up and all the
fuzzy quantities to be ranked are compared with the reference sets [17].

The third dimension reveals the shape of membership functions (MF) presenting fuzzy
numbers used in FLP problem. In first FLP problems, membership functions usually were
triangular and trapezoidal, because calculations with triangular and trapezoidal membership
functions are easy. We will denote them linear membership functions (LIN), which is only the
special case of L-R shape of membership function (LR), which is also the most general and
widely used. Some researches are dealing also with exponential (EXP), hyperbolic (HYP) and
logistic (LC) shapes of membership functions.

The fourth dimension explains what is the main computational procedure (MCP). Most of
researches defuzzify FLP problems, by converting them to crisp optimization problems, which
are relatively easy to solve. They prove that crisp model is equivalent to the FLP problem and
they use the optimal solution of the crisp model as the optimal solution of the FLP problem.
They convert FLP to LP (LP), parametric LP (PLP), multi-objective linear programming prob-
lem (MOLP), non-linear programming problem (NLP) or semi-infinite LP. Some researchers
claim that we should solve FLPs without converting them to crisp LP problems. They proposed
a simplex method (SM) which finds the solution of FLP problem directly.

The last dimension declares if the model is suitable also for solving fuzzy MOLP problems
(FMOLP).

So far we analysed around 50 methods, found on-line and in accessible bibliography. Based
on the findings, we completed the column Frequency with information about the how many
of the analysed methods fit into which value of each dimension. This is an indication of how
well-understood a particular approach is, but the details of that will be made available after
completion of the detailed analysis of the FLP methods, technologies and problem landscape.

4 CONCLUSION

Since there are relatively a large number of different methods in literature that deal with
FLP problems, it is difficult for researches and practitioners who desire to solve real-life FLP
problems to choose the most appropriate method. The proposed taxonomy, which is still under
development, will be a tool to help them in doing that. We hope that this first iteration will help
us gather feedback on the approach and through the feedback improve the taxonomy’s use cases
as well as content for both practitioners and researchers. In the first iteration, we have presented
values of the taxonomy dimensions related to FLP methods, as well numbers of occurrence in
our currently investigated papers. We will continue our research with exploring dimensions
related to technology (fuzzy LP implementations), real world applications and comparison
criteria. This will lead us towards a goal of allowing the researchers with a given real world
problem to suggest the most suitable technique and implementation under the criterion of their
choice.
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[16] S�lowiński, R. (1986). A multicriteria fuzzy linear programming method for water supply system
development planning. Fuzzy sets and systems, 19(3), 217-237.

[17] Wang, X., and Kerre, E. E. (2001). Reasonable properties for the ordering of fuzzy quantities (I).
Fuzzy Sets and Systems, 118(3), 375-385.

[18] Yang, X. P., Zhou, X. G., Cao, B. Y. and Nasseri, S. H. (2014). A MOLP Method for Solving Fully
Fuzzy Linear Programming with LR Fuzzy Parameters. Mathematical Problems in Engineering,
2014. Article ID 782376, 10 pages, 2014. doi:10.1155/2014/782376

[19] Zhang, G., Wu, Y. H., Remias, M. and Lu, J. (2003). Formulation of fuzzy linear programming
problems as four-objective constrained optimization problems. Applied Mathematics and Compu-
tation, 139(2), 383-399.

[20] Zimmermann, H. J. (1978). Fuzzy programming and linear programming with several objective
functions. Fuzzy sets and systems, 1(1), 45-55.

192



DESIGN OF WEB-BASED INFORMATION SYSTEM FOR 

OPTIMIZATION OF PORTFOLIO 
 

Galina Stoyanova Panayotova   

University of Library Studies and Information Technologies 

bul.Tsarigradsko shose  119, Sofia 1784, Bulgaria 

panayotovag@gmail.com 

 

 Georgi Petrov Dimitrov 

University of Library Studies and Information Technologies 

bul.Tsarigradsko shose  119, Sofia 1784, Bulgaria 

geo.p.dimitrov@gmail.com  

 
Abstract: This paper briefly introduces an integrated framework for portfolio selection and 

implementation of the framework for Web-based information system. The structure of Web-based 

information system for optimization of portfolio is investigated.  Portfolio optimization in MATLAB 

environment is given. The optimization programme created from the existing software packages uses 

single-period Mean-Variance Optimization model. 
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1 INTRODUCTION  

 

The Portfolio theory concerns an optimal allocation of financial resources buying and/or 

selling assets (securities) from the financial markets [1]. The allocation of the financial 

resources is called “investment”, which investors regard as a prospect for future return. The 

better combination of assets (securities) in the portfolio provides better future rate of return to 

the investor. The portfolio theory develops models that allow the best combinations to be 

found. This theory extends the classical economic model of uncertainty.Modern portfolio 

theory stems from Markowitz’s [2] great insights of the Mean–Variance model (MVO), 

which states that the key information of a portfolio can be derived from three measurements: 

expected returns (taken as the arithmetic mean), standard deviations and correlations among 

those returns. 

 

1.1 Modern Portfolio Theory 

 

The revolution in financial investing known as modern portfolio theory was initiated in the 

1950's by Nobel Prize winner Harry Markowitz. Markowitz showed that investors can obtain 

significantly greater return at lower risk if, instead of choosing stocks and other financial 

assets based on their individual potentials, they make choices based on calculating the impact 

on the risk and return generated by the portfolio as a whole. Certain combinations of 

investments (portfolios) are efficient (they lie on an "efficient frontier") in that they create the 

greatest possible value for the least risk. Inefficient portfolios should be avoided. Which of 

the efficient portfolios is best depends on the investor's risk tolerance or willingness to accept 

risk. 

 

1.2 Portfolio optimization.  

 

As the main stage of the framework, portfolio optimization is to ensure optimal risk-adjusted 

returns by analyzing the portfolio and managing the assets. The output of this stage is an 

efficient frontier, and the investors can have the optimal result on the efficient frontier 

according to their own risk preferences. There are many comparative optimization models to 
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be considered in this stage, such as Mean–Variance Optimization (MVO) model [2] that 

takes transaction cost (not fixed) into consideration 

 

1.3 Optimization Model 

 

In the process of selecting an efficient portfolio, the optimization model plays an important 

role [1]. 

The task of portfolio optimization is to determine these values 1 2, ,..., nx x x , which 

minimize the objective function 

min { },x p pE V        (1) 

where pE  is the expected portfolio return, pV  is the portfolio risk and 
1

1, 0
N

i i

i

x x


  . 

That means that the investment ix can have positive and negative values. For ix >0, the 

investor has to buy security i with the relative value ix of the total amount of the investment. 

For the case ix < 0, the investor has to sell security ix . This “short sale” means that the 

investor has to borrow security i, to sell it and later has to restore it. 

The portfolio return Ep( ix ) and risk Vp( ix ) give one point of the “efficient frontier”. 

Different values of the “efficient frontier” are calculated giving different values to the 

parameter   in problem (1) and respectively solving (1). (1) is linear-quadratic optimization 

problems of the mathematical programming.             

In the process of the project portfolio selection, portfolio optimization model is a key 

component, and the modelling process is knowledge- intensive and time consuming. 

In fixing the value of the parameter, the task of portfolio optimization is analytically 

determined and can be solved. The difficulties in solving (1) originate from the fact that the 

“efficient frontier” can be found only via numerical recursive computations by changing  . 

The requirements for solving (1) in real time to implement portfolio optimization as an 

informational service in Internet stress the necessity to design fast computational algorithms.   

 

2 STRUCTURE OF WEB-BASED INFORMATION SYSTEM FOR 

OPTIMIZACION 
 

The information services have been intensively developed in the last 15 years. The launch of 

Internet as universal and global communication environment gave ground to the information 

services in raising their functionality [4]. 

The information service of the portfolio optimization is implemented as a hierarchical 

information system with 4 tiers. In Fig. 1, we give a structure of this system. The server side 

is developed under Window operation system, MySQL database and Apache server.  

The optimization methods developed are implemented by PHP programming technology. 

The server application suite consists of PHP based programs that apply business logic of the 

investment process, MySQL data storage, and GD graphical library. The algorithmic server is 

developed on C++ technology. It performs the investment calculations and the optimization 

algorithms. 

The forth level performs the specific and complex data processing, performs complex 

mathematical evaluations, support on-line control functionality. The forth tier in the research 
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is called “Algorithmic Server” [3]. It performs tasks that cannot be supported by the server-

side programming tools or performs fast algorithmic information processing. 

A model database is used to support variety of modeling techniques for portfolio selection 

optimization. Optimization programs written by us or from existing software packages can be 

plugged into the database for this system to use. 

 
 

Figure 1: Fourth-tier client server model of WEB based information system 
 

Fig. 2 shows results of the portfolio optimization using single-period MVO model from an 

existing software package. It is generated dynamically by a Java applet from information 

retrieved from our system database that stores historical data. The output is an efficient 

frontier, and the users can have the optimal decision on the efficient frontier according to 

their own risk preferences. 
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Figure 2: Portfolio optimization results 

 

3 PORTFOLIO OPTIMIZATION IN MATLAB ENVIROMENT 

 

The performances of the algorithms, which solve the portfolio optimization problem, are 

given in MATLAB environment [6]. 

Common steps in optimizing portfolios include [5]: 

• Estimating asset return and total return moments from price or return data; 

• Computing portfolio-level statistics; 

• Performing constrained mean-variance, conditional value –at-risk, and mean-

absolute-deviation optimization; 

• Examining the time evolution of efficient portfolio allocations; 

• Accounting for turnover and transaction costs. 

 

For example: Asset allocation  

The portfolio optimization problem, start with basic definitions of known quantities 

associated with the structure of this problem. Each asset class is assumed to have a tradeable 

asset with a real-time price. The initial portfolio with holdings in each asset that has a total of 

$7.5 million along with an additional cash position of $60,000. These basic quantities and the 

costs to trade are set up in the following variables with asset names in the cell array Asset, 

current prices in the vector Price, current portfolio holdings in the vector holding, and 

transaction costs in the vector Unit Cost (Tab. 1). 
 

Table 1: Selected characteristics of the assets 
 

 

  

     

 

 

 

Simulating Asset Prices 

Since this is a hypothetical example, to simulate asset prices from a given mean and 

covariance of annual asset total returns for the asset classes, portsim is used to create asset 

returns with the desired mean and covariance. Specifically, portsim is used to simulate five 

years of monthly total returns. The mean and covariance of annual asset total returns are 

maintained in the variables AssetMean and AssetCovar. The simulated asset total return 

m

e

a

n

 Price InitHolding InitPort UnitCost 
Bonds                   52,4 42938 0,3 0,001 

Large-Cap Equities 122,7 24449 0,4 0,001 

Small-Cap Equities      35,2 42612 0,2 0,001 

Emerging Equities       46,9 15991 0,1 0,004 
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prices (which are compounded total returns) are maintained in the variable Y. All initial asset 

total return prices are normalized to 1 in this example. 

 
AssetMean = [ 0.05; 0.1; 0.12; 0.18 ]; 

AssetCovar = [ 0.0064 0.00408 0.00192 0; 

    0.00408 0.0289 0.0204 0.0119; 

    0.00192 0.0204 0.0576 0.0336; 

    0 0.0119 0.0336 0.1225 ]; 

X = portsim(AssetMean'/12, AssetCovar/12, 60); % monthly total returns for 5 
years (60 months) 

[Y, T] = ret2tick(X, [], 1/12);                % form total return prices 

 

 

This plot shows the log of the simulated total return prices (Fig. 3) 

 
plot(T, log(Y)); 

title('\bfSimulated Asset Class Total Return Prices'); 

xlabel('Year'); 

ylabel('Log Total Return Price'); 

legend(Asset,'Location','best'); 

 

 
 

Figure 3: Simulated total return prices 
 

An important step in portfolio optimization is to validate that the portfolio problem is feasible 

and the main test is to ensure that the set of portfolios is nonempty and bounded. Use the 

estimate Bounds function to determine the bounds for the portfolio set. See Fig.4 

 

197



 
 

Figure 4: Asset Allocation Portfolio 
 

4 CONCLUSION  

 

The paper addresses the development of the information services in the global network 

Internet. The new tendencies in the implementation of the services as multi-tier software 

client-server system insist decomposition and specialization of the server side programming 

suit on several tiers. This concept is applied for the implementation of the portfolio design 

and optimization as an e-service in Internet. Due to the lack of full available data for the 

investment optimization, soft computing approach is applied in solving the bi-level 

optimization problem. Linear-quadratic approximation and fuzzy logic is applied for solving 

the portfolio problem. Thus the optimization problem for the investment allocation is solved 

promptly, respecting the requirements for real time response to requests, arising in the 

Internet environment. 
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Abstract: This paper follows our theoretical research on duality in microeconomic theory and applies 

the duality principles, which rest on the price taking behaviour of economic subjects, on the 

monopolistic behaviour. The standard approach of deriving the profit function for the monopolist 

from the production function and defined pseudo production function is accompanied by the 

alternative approach in which the starting point is the pseudo cost function. Finally, starting from the 

derived profit function the pseudo production function is recovered and a version of Hotelling’s 

lemma is given. All results are illustrated with a numerical example.  
 

Keywords: duality, pseudo production function, pseudo cost function, profit function, Hotelling’s  

lemma. 

 

1 INTRODUCTION 

 

Rationality of economic agents in microeconomic theory is described by the optimization 

problems in which convex sets play an important role. The possibility of characterizing them 

in two ways naturally gives rise to duality in microeconomic theory [3,4]. Duality in 

microeconomic theory includes derivation and recovering of the alternative representations of 

the consumer preferences and the production technology. Since duality in this case rests on 

the price taking behaviour, the question is how can the principles of duality be applied in the 

case of a monopolistic firm where the single producer has influence on the price which he 

charges for the product [1,2,5,7]? In this paper we show how the profit function for the 

monopolist for the given demand function can be obtained by introducing the pseudo cost 

function [6] and solving the profit maximization problem. The standard approach in which 

the production function and defined pseudo production function is the starting point is also 

derived. Finally, starting from the derived profit function we show how the pseudo 

production function can be recovered. Although Hotelling's lemma, a famous result from the 

microeconomic theory, defined below, cannot be directly applied in obtaining the 

monopolist's supply function for the given demand function, a version of Hotelling's lemma 

is illustrated.  

 

2 FROM THE PSEUDO PRODUCTION FUNCTION TO THE PROFIT FUNCTION 

 

The emphasis is on a monopolist whose objective is to maximize profit. The monopolist 

faces the following negatively sloped inverse demand function [5] 

  00 xwDp  , (1) 

where 
0p  is the price of the monopolist’s product and 0w  represents the influence on 

demand of “other variables”, for example income, and D is a function of 0x  for which  

0)( 0

' xD . The monopolist’s technology is described by the production function )(0 xFx  , 

where x  is the vector of inputs used in the production of the monopolist’s product 0x .  Since 

the total revenue function is described by    0 0 ( ) ( ) ( ) ( )p x wD F F wF D F x x x x , the profit 

maximization model for the monopolist in which the quantities of inputs are the choice 

variables reduces to  
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  wxxx
x

)()(maks FDwF , (2) 

where w is the vector of input prices. If we form the pseudo production function [5]  

                                                   
w

xp
FDFF o 0* )()()(  xxx  (3) 

as deflated revenue function and interpret the parameter w in (2) as the price of the pseudo 

product, then the known results from duality theory in microeconomics could be applied. It is 

assumed that sufficient regularity conditions are satisfied so that the maximum exists [1,5,7]. 

The first order necessary conditions for the profit maximization problem reduce to  

                                                          
*( )

,i

i

F
w w i

x


 



x
 (4) 

Therefore, the monopolist will hire the levels of inputs for which the marginal revenue of the 

corresponding input, 
ix

F
w



 )(*
x

, is equal to its marginal cost, iw . An interior solution is 

assumed. It is assumed also that the input market is perfectly competitive so that the 

monopolist takes input prices as given.  

Solving the first order necessary conditions leads us to the input demand functions. By 

substituting the derived input demand functions in the production function, for the given 

demand function, we obtain the monopolist's supply function. The profit function is obtained 

by substituting the derived functions in the goal function in (2). To illustrate this procedure, 

the production function   

                                              4

1

2
4

1

1210 ),( xxxxfx   (5) 

is chosen [6]. Let us start from the linear inverse market demand function,   

                                                     )( 00 bxawp  , (6) 

for which the pseudo production function is defined as follows 

                                          2

1

2
2

1

1
4

1

2
4

1

1
4

1

2
4

1

1
4

1

2
4

1

1

* )()( xbxxaxxxxbxaF x . (7) 

The profit maximization model reduces to  

                                            2211
2

1

2
2

1

1
4

1

2
4

1

1
.

)(maks
21

xwxwxbxxaxw
xx

 . (8) 

First order necessary conditions are expressed by the following system of equations 

                            

3 1 1 1 3 1 1 1*

4 4 2 2 4 4 4 4
1 2 1 2 1 2 1 2 1

1

1 3 1 1 1 3 1 1*

4 4 2 2 4 4 4 4
1 2 1 2 1 2 1 2 2

2

( )
( ) ( 2 )
4 2 4

( )
( ) ( 2 )
4 2 4

F a b w
w w x x x x x x a bx x w

x

F a b w
w w x x x x x x a bx x w

x

  

  


    




    



x

x
, (9) 
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Dividing both expressions in (9) gets us to 
2

1

1

2

w

w

x

x
 . We can express 2x  as a function of 1x , 

1

2

1
2 x

w

w
x  , whose substitution in one of (9) leads us to 

1 1
3 1 14 4

1 14 4 2
1 1 1 11 1

4 4
2 2

( 2 )
4

w ww
x x a bx w

w w



  . By 

solving it we get the monopolist’s demand function for the first input, 

1

2 2 4
* 2
1 1 1 1

22 2 2
1 1 24 (2 )

a w w
x

w w w bw





. By inserting it in 1

2

1
2 x

w

w
x  , we get the monopolist’s demand 

function for the second input, 

1

2 2 4
* 1
2 1 1 1

22 2 2
2 1 24 (2 )

a w w
x

w w w bw





. The supply function for the 

monopolist, for the given demand function, is then 

)2(2 2

1

2
2

1

1

*

0

bwww

aw
x



 . By inserting the 

derived supply and demand functions in the goal function of a producer, the profit function is 

obtained,  

                                                           
2 2

*

1 1

2 2
1 24(2 )

a w

w w bw

  



 (10) 

 

3 FROM THE PSEUDO COST FUNCTION TO THE PROFIT FUNCTION 

 

Another method for obtaining the monopolist's profit function for the given demand function 

is to start from the monopolist’s cost function, ),( 0 wxc , which is an alternative way of 

describing technology [9]. The decision variable in this model of the monopolist’s profit 

maximization problem is the quantity of production,  

 ),()(maks),(maks 000000
00

ww xcxxwDxcxp
xx

 . (11) 

Taking into account the definition of the pseudo production function, yxxDF  00

* )()(x , 

the quantity of production can be expressed as the function of pseudo production, )(0 ygx  . 

In this case the profit maximization problem reduces to 

 

),,(maks

)(,maks

*
w

w

ycwy

ygcwy

y

y





 (12) 

where ),(*
wyc  can be called the pseudo cost function. The first order necessary condition 

for the profit maximization problem gives the following equation which needs to be solved to 

get us to the pseudo production function,  
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*( , )c y

w
y






w
. (13) 

Therefore, profit maximization for the given demand function in this model is characterized 

by the equality between the price of the pseudo product and the marginal pseudo cost. To 

illustrate how the profit function for the monopolist can be derived by starting from the 

pseudo cost function, we start from the chosen production function in (5). The cost function 

is derived from the model of cost minimization for the given level of production1,  

0

1 1

4 4
1 2 0.

( , ) minc x

subject to x x x





x
w wx

 (14) 

From the theory of production it is known that the economic efficiency is characterized by 

the equality between the marginal rate of technical substitution 

2

21

1

21

),(

),(

x

xxf

x

xxf

MRTS







  and the 

input price ratio 
2

1

w

w
 [8]. In our case it is 2 1

1 2

x w
MRTS

x w
  , from which the long-run 

expansion path is derived, which describes the optimal combinations of inputs at each output 

level as output expands, 1 1
2

2

w x
x

w
 . Substituting it in the constraint, we get the conditional 

input demand functions, which give the cost minimizing input levels for the given output 

level, 2

0
2

1

2
2

1

10211 ),,( xwwxwwx


  and 2

0
2

1

2
2

1

10212 ),,( xwwxwwx


 , whose substitution in the 

goal function of (14) gives us the cost function                           

                                                  2

0
2

1

2
2

1

1021 )(2),,( xwwxwwc  . (15) 

Our goal is to express it in terms of the pseudo production function and to obtain the pseudo 

cost function. For the given inverse demand function in (6) the pseudo production function is 

defined as 2

0000 )( bxaxbxaxy  . Therefore, the quantity of production is related to the 

pseudo production function by the following quadratic equation   00

2

0  yaxxb  from 

which it follows 
b

byaa
x

2

42

0


  and the pseudocost function as a function of 

pseudoproduction function collapses to  

                                             
21 1

* 22 2
1 2 1 2

4
( , , ) 2 ( )

2

a a by
c y w w w w

b

 
 .  (16) 

Therefore, the following optimization model needs to be solved 

                                               
21 1

22 2
1 2

4
maks 2 ( )

2y

a a by
wy w w

b

 
 . (17) 

The first order necessary condition is  

1 More on derivation and the properties of the cost function can be found in [8]. 
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      w
b

ww

byab

aww

y

c







 2

1

2
2

1

1

2

2

1

2
2

1

1 2

4

2
. (18) 

 

Solving the equation for y gives the pseudoproduction function,       

                                                      

1 1

22 2 2
1 2

2
1 1

2 2
1 2

4
,

4
2

ww w bwa
y

w w bw




 
 

 

 (19) 

whose substitution into the goal function leads to the same profit function as before, 

           

1 1
1 122 2 2 2 22 2

* 1 2 2 2
1 22 1 1 1 1

1 1
22 2 2 2

2 2
1 2 1 2

1 2

4
2

4
4(2 ) 4(2 )2

ww w bwa a w a w
w w w

w w bw w w bww w bw




   
    
 

 (20) 

 

4 HOTELLING’S LEMMA 

 

According to Hotelling’s lemma [1,2,5,7,8], the derivative of the profit function for a 

perfectly competitive, price-taking firm with respect to the product price of a firm is equal to 

the firm’s quantity supplied. Since the monopolist is not the price taker, the question is how 

can be Hotelling’s lemma applied in this case. Starting from the monopolist’s profit function 

and looking at the parameter w as the price of the pseudo product, we can apply Hotelling’s 

lemma and get the pseudo production function [6], 

                              

1 1 1 1

2 2* 2 22 2 2 2
1 2 1 2

1 1 1 1

2 22 2 2 2
1 2 1 2

2 (2 ) 4
.

4 4
(2 ) (2 )

w w w bw bw ww w bwa a
y

w
w w bw w w bw

   
  


 

 (21) 

The supply function of a monopolist can be obtained from the pseudo production function for 

the given demand function, 2*

0

*

0

*

0

*

0

*

0

*

0

*

)(
)(

xbax
w

xbxaw

w

xp

w








or 

0)(
*

*

0

2*

0 





w
axxb


. So we got the quadratic equation which needs to be solved to get the 

supply function, *

0x , for the given demand function 

               

1 1

22 2
2 2 1 2*

1 12
22 2

1 2*

0 1 1

2 2
1 2

4

4
(2 )

2 2
2(2 )

ww w bw
a a a b

a a b
w w bw aww

x
b b

w w bw




 
 


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

. (22) 
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5 FROM THE PROFIT FUNCTION TO THE PSEUDO PRODUCTION FUNCTION 

 

Starting from the profit function for the monopolist, how can we go back and recover the 

pseudo production function? Since the profit function gives the maximum profit for every 

combination of input prices, 1w  and 2w , and the parameter w, its definition brings us to the 

following inequality  

                              wwwxwxwFDwFwww ,,)()(),,( 21221121  xx . (23) 

Definition of the pseudo production function enables us to rewrite the previous inequality as 

                                wwwxwxwwFwww ,,)(),,( 212211

*

21  x , (24) 

from which it follows that the pseudo production function is the result of the following 

optimization problem 

  ),,(:max)( 212211

* wwwxwxwwyyF x . (25) 

By normalizing the price of the pseudo product and dividing all the input prices by w , 

w

w
W

w

w
W 2

2
1

1 ,  , the previous optimization problem reduces to  

                      21212211

* ,,),,1(:max)( WWWWxWxWyyF  x  (26) 

 

and                               ),,1(min)( 212211
,

*

21

WWxWxWF
WW

x . (27) 

Its solution is the monopolist's pseudo production function. Below we illustrate how to 

recover the pseudo production function from the profit function. Starting from our derived 

profit function in (10), the normalized profit function2 is 
2

1 2 1 1

2 2
1 2

(1, , )

4(2 )

a
W W

W W b

 



 and 

the pseudo production function can be obtained as the solution to the following optimization 

problem 

                                       
1 2

2
*

1 1 2 2 1 1
,

2 2
1 2

( ) min

4(2 )
W W

a
F W x W x

W W b

  



x . (28) 

The system of equations that expresses the first order necessary conditions follows,  

 

                                            

1 1 1 12
22 2 2 2

1 1 2 1 2

1

1 1 1 12
22 2 2 2

2 1 2 1 2

2

(2 ) 0
4

(2 ) 0
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f a
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f a
x W W b W W

w








   




   



 (29) 

2 The profit function ),,1( 21

w

w

w

w
  is actually the conjugate function to the pseudoproduction function 

)(*
xF  if )(*

xF  is concave [5 ]. More on the conjugacy approach to duality theory can be found in [7]. 
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Multiplying quantities of inputs gives 42

1

2
2

1

1

2

21 )2(
16

 bWW
a

xx  which implies 

1 1 1 1

2 2 4 4
1 2 1 12

2

a
W W b x x

 

   and 
1 1 1 1

2 2 4 4
1 2 1 1

4 2

a b
W W x x

 

  . The product of the corresponding input 

with its price reduces to 
1 1 1 1

4 4 2 2
1 1 1 2 1 2

4 2

a b
W x x x x x   and 

1 1 1 1

4 4 2 2
2 2 1 2 1 2

4 2

a b
W x x x x x  . Inserting the 

given results in the goal function gives  

                            
1 1 1 1 1 1 1 1 1 1

* 4 4 2 2 4 4 4 4 2 2
1 2 1 2 1 2 1 2 1 2( ) 2 2 ,

4 2 2

a b a
F x x x x x x ax x bx x    x  (30) 

which is the pseudo production function we started from.   

 

6 CONCLUSION 

 

Since duality in microeconomics rests on price taking behaviour, the main idea was to apply 

the known duality principles to the monopolistic case. In deriving the profit function for the 

monopolist the standard approach is shown which includes starting from the production 

function and the defined pseudo production function. We give another approach by starting 

from the pseudo cost function. Finally, starting from the derived profit function the pseudo 

production function is recovered. A version of Hotelling’s lemma, important from the 

empirical standpoint, is given. Application of the duality theory in monopoly to the real data 

is left for the future research.  

 

References: 

[1] Appelbaum, E. (1975). Essays in the Theory and Applications of Duality in Economics. PhD 

Thesis. Vancouver:University of British Columbia.  

[2] Appelbaum, E. (1979). Testing Price Taking Behaviour. Journal of Econometrics, 9: 283–294. 

[3] Blume, L. E. (2008). Convex Programming. In Durlauf, S. N., Blume, L. E. (Eds.). The New 

Palgrave Dictionary of Economics Online.  

<http://www.dictionaryofeconomics.com/article?id=pde2008_C000348> 

doi:10.1057/9780230226203.0314. 

[4]  Blume, L. E. (2008). Duality. In Durlauf, S. N., Blume, L. E. (Eds.). The New Palgrave 

Dictionary of Economics Online. 

<http://www.dictionaryofeconomics.com/article?id=pde2008_D000196> 

doi:10.1057/9780230226203.0411. 

[5] Diewert, W.E. (1982). Duality Approaches to Microeconomic Theory. In Intriligator, M.D., 

Arrow, K..J. (Eds.). Handbook of Mathematical Economics (pp. 535–599). Amsterdam: North 

Holland. 

[6] Krpan, M. (2011). Dualnost u mikroekonomskoj teoriji. PhD Thesis. Zagreb: Sveučilište u 

Zagrebu, Ekonomski fakultet-Zagreb. 

[7] Lau, L. J. (1978). Applications of Profit Function. In Fuss, M., McFadden, D. (Eds.). Production 

Economics: A Dual Approach to Theory and Applications (pp. 133–216). Vol II, Part IV. 

Amsterdam: North-Holland. 

[8] Mas – Colell, A., Whinston, M. D., Green, J. (1995). Microeconomic Theory. New York: Oxford 

University Press. 

[9] Shepard, R.W. (1970). Theory of Cost and Production Functions. Princeton: Princeton 

University Press. 

205



 

206



 

 

 

 

 

The 13th International Symposium on 

Operational Research in Slovenia 
 

SOR ’15 
 

Bled, SLOVENIA 

September 23 - 25, 2015 

 
 

Session 2: 

GGrraapphhss  aanndd  TThheeiirr  
AApppplliiccaattiioonnss   

207



 

208



LOGISTICS CYCLE INDEXES: 

SUPPLY NETWORK ANALYSIS TAKES A STEP FURTHER 
 

Anna Azzi, Daria Battini, Alessandro Persona and Fabio Sgarbossa  

Department of Management and Engineering, University of Padua, Stradella San Nicola 3, 36100, Italy. 

Email: annaazzi.uni@gmail.com, daria.battini@unipd.it, alessandro.persona@unipd.it, 

fabio.sgarbossa@unipd.it 

 
Abstract: Supply Network Analysis (SNA) is a methodology inspired by Ecological Network 

Analysis and based on the concept of information entropy. By measuring flows of goods and 

interaction costs between different sectors of activity, within the supply chain, a network of flows can 

be empirically built and successively investigated by SNA, a powerful tool for supply chain analysis 

and mapping. To reach a complete comprehension of the complexity dimension, as well as to extend 

the analysis to reverse logistics, SNA is here extended to the study of supply chain cycling, with the 

introduction of ten different Logistics Cycle Indexes (LCIs), meant to identify complexity drivers and 

quantify how much a supply chain contains closing loops. The theoretical model, properly developed 

to investigate forward and reverse logistics flows, provides a diagnosis of supply chains structure in 

presence of closed cycles. 
 

Keywords: Supply Network Analysis, Closed Loop Supply Chain, Reverse Logistics, Material Cycle, 

Logistic cycles.  

 

1 INTRODUCTION ON LOGISTIC CYCLING CATEGORIES  

 

Reverse logistics is a hot topic, which has had a significant economic impact on industry as 

well as society [6], and its function in supply chain management has received great attention 

in recent years due to increased awareness and implementation of legal requirements [3, 9].  

Although manufacturers show a growing interest in extracting value from product returns, the 

need to make the appropriate reverse supply chain design choices, has not inspired much 

research [3]. Starting from this perspective, the opportunity to develop a methodology to 

analyze and compare these kinds of network, make the topic even more challenging. As 

previously mentioned, the purpose is not just to extend SNA to the analysis of reverse 

logistics flows, but in a broader sense, to include every cause of cycling inside a supply 

network, which cause an increase of logistics complexity. From a literature review, ten 

different categories of logistics flows have been identified, and summarized in Figure 1.  It 

represents a draft generalization of possible logistics flow that involves cycling. Of course it 

is not to be intended as a hard configuration, but rather a theoretical and conceptual 

framework of real flows; in other word, supply networks are neither necessarily characterized 

by every possible cycling flow nor portrayed by flows having exactly the schematized paths. 

The aim is rather to be comprehensive of all possible cycling categories previously detailed. 

As illustrated in figure 1, customers may return products to the renter or reseller for several 

reasons: in such a case products are returned to the forward distribution channel. In some 

cases, diagnostic tests are performed to determine what action would recovers the most value 

from the returned product: this is done also in case of product returns due to defects or 

failures. Returns from costumers may also be related to maintenance tasks, for repairing and 

refurbishing. Cannibalizing and remanufacturing are activities that may be conducted in 

common plants or structures that pool all remanufacturing activities in a separate plant. 

Remanufactured products may be sold in the same market or in a secondary markets, often to 

a marketing segment unwilling or unable to purchase a new product. At last, returns may also 

be used to recover spare parts for warranty claims, to reduce the cost of providing these 

services for customers.  Products which are not either partially reused or remanufactured are 

designated for scrap or recycling, usually after physically destroying the product. Reverse 
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logistics flows headed for recycling may also come directly from a municipal waste 

collection or a third party recycler. Other possible logistics cycling, feasible at every supply 

chain tier, are those related to returnable goods, such as returnable transportation items, 

returnable packaging materials and certain categories of reusable products.  At the same time, 

at every tier, supply chain members can be part of materials and products cycling due to 

returns for non-conformity (both related to quantity and quality). Last, but not least, logistics 

cycling may be related to part processing subcontracting. 

 

 

Figure 1. Logistics cycling categories framework. 

 

2 FINN CYCLING INDEX  

 

A cycle is defined as a path, through which energy and matter flow through the chain to 

return to the starting point, and is often examined in ecosystem ecology, especially as it 

relates to the behavior of autonomous systems, i.e. characterized by reduced dependence on 

external energy absorption. Although the presence of trophic cycles was discovered and 

reported early in ecological studies [4], the first model aiming to quantify the amount of 

cycling occurring was not proposed until the end of the nineteen-seventies, by Finn in 1976 

[2] in the context of Ecological Network Analysis (ENA).What became known as Finn's 

cycling index (FCI) accounts for the percentage of all fluxes that is generated by cycling, and 

has been applied in a wide range of ecological studies [1, 5]). The chief advantage of FCI has 

been its simplicity, as its computation requires but a single matrix inversion, and its 

dimensionless, a feature that allows ecologists to directly compare diverse ecosystems.          

Before giving a deeper dissertation of Finn’s model and its development and computation, we 

should take a back step, since Finn’s methodology starts by employing the so called “Input-

Output” technique to quantify the amount of recycling in ecosystems. In economics, an 

Input-Output model is a quantitative economic technique that represents the 

interdependencies between diverse branches of the national economy or between branches of 

different, and even competing economies. Wassily Leontief in 1967 [7] was credited with 

Nobel Memorial Prize in Economic Sciences for the development of this model. The method 

consists in the construction of a matrix reflecting the economic structure of inter-branches 

flows in an economic system, aiming to estimate the amount of raw materials and services 

required to produce a certain quantity of goods. Input-Output analysis of ecosystems [2, 8, 

10] is an ecological adaptation of the original Input-Output analysis proposed by Leontief [7] 

and can be considered the starting point for Finn’s methodology.  Given a matrix of 
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exchanges T, one can normalize its columns by dividing each coefficient jiT , by its 

corresponding inflow ,iS . 

                                                               
.. iii XTS                                                               (1)  

or, in other words, defining a fractional inflow matrix, [G],where [G] are obtained from the 

elements of the flow matrix, [T], and the input vector, (X), by normalizing the inter-

compartmental exchanges using the total input to the receiving node, j , 

                                                          ik jk

ji

ji
Xt

t
g



 ,

,

,

                                                      (2) 

Element jig ,  represents the fraction of j ’s inflows that is comprised by i . Reading column 

j  of [G], information about the percentages for each logistics flow coming from i  and 

entering a node j , which constitutes of the full intake by j .  

 

 

 

Figure 2. Example of an industrial supply chain. 

 

For example, in the very simple network in figure 2, the nine non-zero values of jiT , , 

generate corresponding nine elements in the matrix [G].  

Multiplying the matrix  G (      2GGG  ), the reader’s attention is drawn to the fact that 

each of the non-zero elements of  2G  corresponds to the collection of pathways of length 2 

that connect i  with j . For example, the 1–5 element of  2G  reveals how much gets to 5 

from 1 over the two step pathway 1→4→5, i.e. plant1→3PL→retailer 1.  Multiplying  2G  

by  G  once more yields the matrix  3G . Again, non-zero elements of  3G  correspond to 

the three step pathways in the graph. For exemple, 1-7 element of matrix  3G  match with the 

path 1→4→6→7, i.e plant 1→3PL→retail 2→recovery product plant (remanufacturing). 

Thus, the m
th

 power of [G] contains contributions from each and every pathway of exactly 

length m in the graph. The sequence of powers of  G  truncates with    0
k

G , whenever 

there are no pathways k  in the network. 
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When logistics cycling flows are in the network, the sequence of power of  G  does not 

vanish, though growing progressively smaller. Recalling that the geometric series: 

                                           


 


0

432

1

1
...1

n

n

q
qqqqq                                        (3)  

Whenever 11  q , it is possible to demonstrate (Higashi et al., 1991) that, whenever 

10  ijG

 

, then  

 n

nG  = I + G + G 2  + … G n    [I-G] 1               (4) 

Where  I  is the identity matrix (i.e. it consists of ones along its diagonal and zeroes 

elsewhere.) This limit,     1
 GIL ,is called the Leontief structure matrix.  The i–jth 

component of [L] provides the fraction of the total input to j from i over all pathways of all 

lengths per unit of final demand, which plays a key role in economic theory. The discovery of 

the [S] matrix enabled economists to estimate the necessary production in various economic 

sectors in order to satisfy any vector of final demands. The Leontief matrix can be interpreted 

as follows: the number of times a quantum entering 
thi  will visit 

thi  compartment (the 

diagonal elements) is at least 1, where any coefficient greater than unity indicates that the 

compartment participates in the cycles.  

The Finn cycling index (Finn, 1976) utilizes the Leontief matrix to assess the amount of 

material cycling within the supply chain. The formula, derived from the inverse matrix L is 

straightforward and simple: 

                                                                                                              (5)  

where iil  is the 
thi  coefficient along the diagonal of the Leontief matrix, TST is the Total 

System Throughput ..... DEXTTST  and iS  is the total inflow to the 
thi  supply chain 

ii

ii
N

i

i

l

l

TST

S
FCI
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



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member, where .. iii XTS 

 

The FCI related to the simple distribution network under study 

turns out to be:

 

0495.0FCI

 

meaning that the 4.95% of logistics flow are due to cycling.

  

3 LOGISTICS CYCLE INDEXES AND FINAL CONCLUSION 

 

Up to here, it is clear how SNA is successful in highlighting the complexity of a logistics 

network, however, what is not obvious is how to discriminate this complexity and how to 

relate it to the proper kind of logistics flows, since cycles certainly increase network 

complexity and FCI is capable of measuring the amount of material and product cycling 

within a supply network. Based on these considerations, therefore, a methodology to identify 

which fraction of FCI can be ascribed to a category of cycling rather than another is 

proposed. These “fraction” are called Logistics Cycle Indexes (LCIs) and are named after the 

typology of cycling flows involved, i.e. Reuse LCI, Maintenance LCI, Subcontracting LCI, 

Non-conformity LCI, Returnable goods LCI, Repair LCI, Refurbishing LCI, 

Remanufacturing LCI, Cannibalization LCI, Recycling LCI. The flow chart describing the 

computation procedure is illustrated in figure 3, together with a very simple example. 

 

 

Figure 3. LCIs computation: procedure flow-chart. 

 

The procedure includes the 4 steps reported on the left in figure 3. In the sample network 

reported in figure 2, two kinds of logistics cycles can be identified: 

 Plant 3 → Plant 2 → Plant 3, in case of subcontracting; 

 Retailer 2 → Recovery product plant → 3PL → Retailer 2, in case of 

remanufacturing. 

Then, the probability of each cycle, which is the product of the coefficients in G matrix 

corresponding to the arcs formed by the cycle, can be computed.  In this case the first cycle's 

probability is %53.121253.0288.0435.023321  ggpC . While the second cycle 

probability is: %6060.01060.014674672  gggpC  

List all the cycles

STEP 1

Cycle 1: 3 → 2 → 3
Cycle 2: 6 → 7 → 4 → 6

Categorize all the cycles according to the nature of 
their logistics flows

STEP 2

Compute the probability of each cycle, which is 
the product of the coefficients in G matrix 

corresponding to the arcs that form the cycle

STEP 3

Compute the Logistics Cycle Indexes (LCI) as the 
sum of the fraction of probability of each cycle 
belonging to the same category times the FCI

STEP 4

6762.0
060.01253.0

1253.0

21

1 





 FCIFCI
pp

p
FCI

CC

C

Cycle 1: outsourcing
Cycle 2: remanufacturing

3238.0
060.01253.0

060.0

21

2 





 FCIFCI
pp

p
FCI

CC

C

OUTSOURCING LCI:

REMANUFACTURING LCI:

EXEMPLE

%6060,01060,014674672  gggpC

%53,121253,0288,0435,023321  ggpC
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The fraction of probability of each cycle is:  

 %62.676762.0
060.01253.0

1253.0

21

1 



 CC

C

pp

p
 

  %38.323238.0
060.01253.0

060.0

21

2 



 CC

C

pp

p
 

Therefore, LCIs in this simple numerical example can be computed for the Outsourcing and 

Remanufacturing cycles as reported in figure 3: 

03347.06762.0  FCIgLCIOutsourcin
 

01602.03238.0Re  FCIingLCImanufactur  

This simple numerical application aims to demonstrate the real feasibility to mathematically 

compute the impact of closed loops in a supply chain by a network analysis point of view. 

Further investigations are under development to extend the methodology to real industrial 

cases. 
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Abstract: The paper deals with the problem of designing the optimal structure of a public service 

system. The public service system design is often related to the p-median location problem. We 

designed the exact algorithm based on the branch and bound method with the Erlenkotter approach. We 

try to decrease a gap between the lower and upper bound with a suitable choice of the candidate to the 

fixation. We designed and verified the various variants of the function for obtaining the candidate to 

the branching on the Slovak road network. We chose the most feasible function for our exact algorithm.         

 

Keywords: public service system design, p-median location problem, Erlenkotter approach, candidate 

for the facility location  

 

1 INTRODUCTION 

 

A public administration system, fire-brigade deployment, police service system and medical 

emergency system [4] represent the typical public service system. The public service system 

structure is formed by deployment of a limited number of the service centres and the associated 

objective is to minimize the total costs. The public service system design are often related to 

the uncapacitated facility location problem or the p-median location problem. The p-median 

location problem is the NP-hard problem [6], [7], which became one of the most well-known 

problems in the field of the facility location. This problem is formulated as a task of 

determination of at most p network nodes as facility locations. The number of the possible 

service center locations seriously impacts a computational time. Balinski [2] provided an early 

integer programming formulation of the plant location problem which has historically been 

adapted to the p-median problem. Finding the optimal solution of the p-median location 

problem consists of a formulation of the mathematical model and applying some mathematical 

programming method. Avella, Sassano and Vasil´ev [1] presented a branch-and-price-and-cut 

algorithm to solving the large-scale instances of the p-median problem. Reese [11] summarized 

the exact solution methods for the p-median problem. Mladenovic [10] summarized the 

heuristic methods for solving the p-median problem. This problem is very similar with the 

uncapacitated facility location problem. Erlenkotter [5] used knowledge from the theory of 

duality and proposed one of the most effective algorithms DualLoc for solving the 

uncapacitated facility location problem. The algorithm DualLoc realizes the branch and bound 

method. Inspired by this approach Korkel [9] improved the Erlenkotter approach and designed 

the algorithm PDLoc. Janacek and Buzna [8] improved the Erlenkotter and Korkel approach 

and designed the algorithm BBDual for solving the uncapacitated facility location problem. 

These algorithms exploit the relation between the primary and dual formulation of the strong 

linear programming relaxation of the original problem. Erlenkotter [5] tried to minimize a gap 

between values of the primary and dual solution with the fixation of locations in the branch 

and bound algorithm and to obtain the better lower bound. 

We generalized the Erlenkotter dual approach to the lower bounding to be able to solve p-

median location problem in [3]. We formulated the dual model of the p-median location 

problem and verified the procedure for obtaining the lower bound. We designed the exact 

algorithm pMedBBDual based on the branch and bound method. The designed algorithm 

processed big number of the processed nodes which increase the computational time. The 

215



better lower bound in the branch and bound method is addicted to a choice of the candidate to 

the fixation. Obtaining the good candidate can markedly decrease number of the processed 

nodes. We design the various variants of the function for obtaining the candidate to the 

branching. We verify the individual variants of the function in the computational time and the 

frequency of execution on the benchmarks from Slovak road network. We choose the most 

effective function for our exact algorithm pMedBBDual.  

        

2   PROBLEM FORMULATION AND OUR SOLUTION 
 

2.1 Mathematical model of p-median location problem 

 

The p-median location problem can be modeled using the following notation. Let the decision 

of the service center location at the place i ∈ I be modeled by a zero-one variable yi ∈ {0, 1} 

which takes the value of 1, if a center is located at i, otherwise it takes the value of 0. In addition, 

the variables zij ∈ {0, 1} for each i ∈ I and j ∈ J represent to assign a customer j to a possible 

location i by the value of 1. The maximal number of the facility locations represents the 

constant p. The mathematical model for the p-median location problem is formulated as 

follows (1-6): 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒                                𝐹𝑃 = ∑ 𝑓𝑖 𝑦𝑖

𝑖 ∈𝐼

+  ∑ ∑ 𝑐𝑖𝑗 

𝑗∈𝐽

𝑧𝑖𝑗

𝑖∈𝐼

                                                           (1) 

𝑆𝑢𝑏𝑗𝑒𝑐𝑡 𝑇𝑜:                                      ∑ 𝑧𝑖𝑗 = 1

𝑖 ∈𝐼

                    𝑓𝑜𝑟 𝑗 ∈ 𝐽                                               (2) 

 𝑧𝑖𝑗 ≤ 𝑦𝑖                          𝑓𝑜𝑟 𝑖 ∈ 𝐼,       𝑗 ∈ 𝐽                                (3) 

∑ 𝑦𝑖 ≤ 𝑝

𝑖 ∈𝐼

                                                                                      (4) 

    𝑦𝑖  ∈ {0,1}                    𝑓𝑜𝑟 𝑖 ∈ 𝐼                                                 (5) 

 𝑧𝑖𝑗 ∈ {0,1}                    𝑓𝑜𝑟 𝑖 ∈ 𝐼, 𝑗 ∈ 𝐽                              (6) 

The objective function (1) represents the minimization of the total costs of the p-median 

location problem which consists of the fixed charges fi and the costs cij. The constraints (2) 

ensure that each customer is assigned to the exactly one possible service center location. 

Binding constraints (3) enable to assign a customer to a possible location i, only if the service 

center is located at this location. The constraint (4) bounds the maximal number of the located 

service centers. The obligatory conditions in the mathematical model are (5) and (6). 

 

2.2 Dual model of p-median location problem 

 

We applied the theory of duality and formulated the associated dual model of the p-median 

location problem than Erlenkotter for solving the uncapacitated facility location problem. The 

dual model of the p-median location problem has the following notation (7-11): 

 

𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒             𝐹𝐷 = ∑ 𝑣𝑗

𝑗 ∈𝐽

+ 𝑝𝑥                                                                                                      (7) 

𝑆𝑢𝑏𝑗𝑒𝑐𝑡 𝑇𝑜:                     ∑ 𝑚𝑎𝑥{0, 𝑣𝑗 − 𝑐𝑖𝑗} + 𝑥 + 𝑢𝑖 = 𝑓𝑖

𝑗 ∈𝐽

   𝑓𝑜𝑟 𝑖 ∈ 𝐼                                    (8) 

𝑣𝑗 ≥ 0                                                       𝑓𝑜𝑟 𝑗 ∈ 𝐽                                     (9) 
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 𝑢𝑖 ≥ 0                                                      𝑓𝑜𝑟 𝑖 ∈ 𝐼                                   (10) 

𝑥 ≤ 0                                                                                                           (11) 

The dual variables νj correspond to the constraints (2). The dual variable x corresponds to the 

constraint (4). A lower bound for the optimal solution of the problem (1-6) constitutes the 

objective function value of the arbitrary feasible solution of the dual problem (7 – 11). 

 

2.3 Complementary conditions 

 

A dual solution and an induced primal feasible solution can be obtained by applying the 

complementary constraints (12 - 15): 

 

(𝑦𝑖 − 𝑧𝑖𝑗) 𝑚𝑎𝑥{0, 𝑣𝑗 − 𝑐𝑖𝑗} = 0                 𝑓𝑜𝑟 𝑖 ∈ 𝐼, 𝑗 ∈ 𝐽                      (12) 

𝑢𝑖𝑦𝑖 = 0                                                          𝑓𝑜𝑟 𝑖 ∈ 𝐼                                        (13) 

𝑚𝑎𝑥{0, 𝑐𝑖𝑗 −  𝑣𝑗} 𝑧𝑖𝑗 = 0                            𝑓𝑜𝑟 𝑖 ∈ 𝐼, 𝑗 ∈ 𝐽                      (14) 

(𝑝 − ∑ 𝑦𝑖) 𝑥 = 0

𝑖𝜖𝐼

                                                                                                  (15) 

According to the weak duality theorem, the objective function value FD (7) of any feasible 

solution is smaller or equal to any objective function value FP (1) of any feasible solution of 

the linear relaxation of the problem (1-6). Our approach for construction of the associated 

primal solution to the dual solution minimizes the difference between the primal and dual value 

of the objective function as follows (16): 

 

𝐹𝑝 − 𝐹𝐷 = ∑ ∑(𝑦𝑖 − 𝑧𝑖𝑗)

𝑗∈𝐽𝑖 ∈𝐼

𝑚𝑎𝑥{0, 𝑣𝑗 − 𝑐𝑖𝑗} + (∑  𝑦𝑖 − 𝑝) 𝑥 +

𝑖∈𝐼

∑ 𝑢𝑖𝑦𝑖

𝑖∈𝐼

+ ∑ ∑ 𝑧𝑖𝑗  𝑚𝑎𝑥{0, 𝑐𝑖𝑗 −  𝑣𝑗}

𝑗∈𝐽𝑖∈𝐼

  (16) 

Fp represents a value of the objective function of the p-median location problem (1-6). FD 

represents a value of the objective function of the associated dual problem (7-11).  

  

2.4 Choice the candidates 

 

Our algorithm creates the nodes of the branching tree in the branch and bound methods with 

the 0-1 fixation of the candidate for the facility location. It means, one fixation of the selected 

candidate distributes one problem to two subproblems. We solve subproblems and try to 

decrease a gap (16) between the lower and upper bound which is addicted to a choice of the 

candidate to the fixation and a minimal set of locations. We designed the function for obtaining 

the minimal set of locations. This function ensures that condition (15) will be respected and 

tries to obtain the minimal set of locations with the minimal gap (16). It is not possible to ensure 

always the satisfaction of conditions (12-14) when we construct of a minimal set. Otherwise, 

the created gap is possible to decrease with the good choice of the candidate for the location. 

Obtaining a good candidate also decreases a number of the processed nodes and the 

computational time.  The function for obtaining the candidate is based on the evaluation of the 

complementary conditions (12-14) and finding the first location from the set of locations which 

does not satisfy the conditions (12-14). This location gives a candidate to the fixation. We 

designed 6 variants of the function for obtaining the candidate which differ in the order of the 

evaluation of the complementary conditions (see Table 1).  
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Table 1: Order of evaluation of complementary conditions for created variants of function 

 

 Evaluation of conditions   
1. 2. 3. 

Variant V1  12  13 14 

Variant V2 12 14 13 

Variant V3 14 13 12 

Variant V4 13 14 12 

Variant V5 13 12 14 

Variant V6 14 12 13 

 

We search the best variant of the function for obtaining of the candidate to the fixation in our 

exact algorithm pMedBBDual. If we do not obtain a candidate with the evaluation of conditions 

(12-14), then we choose the candidate i ∈ I with a minimal value xmin (17) of the variable x. 

𝑥𝑚𝑖𝑛 =   min
𝑖 ∈𝐼

{𝑓𝑖 − ∑ 𝑚𝑎𝑥{0, 𝑣𝑗 −  𝑐𝑖𝑗}

𝑗 ∈𝐽

}                                            (17) 

 

3   EXPERIMENTS AND EVALUATION 

  

We tested and verified our algorithm pMedBBdual with designed variants of function for 

obtaining the candidate on the benchmarks from the Slovak road network. Tested benchmarks 

were BB100x100 - 100 candidates for the facility location and 100 costumers from  district of 

Banska Bystrica (see Table 3), ZA315x315 - 315 candidates for the facility location and 315 

costumers (Table 2 and Table 3) and others (NR350x350 - district of Nitra and TN276x276 – 

district of Trenčin). We verified the variants in the computational time and the number of the 

obtained candidates (frequency of function execution).  

The experiments from district of Banská Bystrica showed us the small differences of the 

variants in the computational times and the number of the candidates. So we tested the larger 

benchmarks from the Slovak road network (Nitra, Trenčín, Žilina). We selected for the 

demonstration of the obtained results some cases from district of Žilina, where the differences 

in the computational time between the variants were the largest (see Table 2).  The experiments 

in the Table 2 showed us that obtaining the optimal solution in some cases is time-consuming 

(symbol *). We obtained with the variants V1, V2, V4 and V5 the shortest time in the tested 

cases. Otherwise the variants V3 and V6 did not provide us the best computational times. 

 
Table 2: Comparing variants of function for obtaining candidates on the benchmark ZA315x315 

 

p Computational times in the seconds (s) 
V1 V2 V3 V4 V5 V6 

24 511 644 928 105 81 914 

27 151 94 501 451 403 490 

30 78 125 206 546 379 178 

51 843 1 222 918 273 424 916 

54 194 160 2 035 743 861 2 027 

55 317 312 3 600* 1 046 1 059 3 600* 

58 3 600* 2 118 3 600* 1 468 1 729 3 600* 

59 3 600* 3 058 2 721 1 102 899 2 676 

60 3 313 3 600* 1 954 614 495 1 962 

62 710 1 205 3 600* 1 040 1 075 3 600* 

63 591 641 2 242 484 462 2 217 

65 524 891 3 600* 713 597 3 600* 
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We want to choose the most feasible variant of function, so we use the total statistics (absolute 

and relative number of the candidates, absolute and relative computational time) for the better 

evalution of the results and the feasibility (see Table 3). Absolute number of candidates gives 

the frequency of the function execution for all values of the constant p. Relative number of 

candidates gives a number of the candidates of the actual variant to the minimal number of the 

candidates obtained by some variant for all values of the constant p. Absolute computational 

time gives sum of the times of actual variant for all values of the constant p. Relative 

computational time gives times of the algorithm with the actual variant to the times of the 

algorithm for the variant with the shortest time for all values of the constant p.  

 
Table 3: Comparing variants of function for obtaining candidates in total statistics on the benchmarks 

BB100x100 and ZA315x315 

 

Variant 
BB100x100 ZA315x315 

Number of candidates Computational time Number of candidates Computational time 
absolute relative absolute relative absolute relative absolute relative 

V1 16 204 191,71 39,38 123,70 1 165 219 992 44 648 1 244 

V2 43 026 462,51 58,24 161,02 1 436 251 1 025 56 145 1 304 

V3 17 100 211,54 49,63 152,58 3 436 204 1 553 98 432 2 054 

V4 16 557 194,96 46,30 132,91 584 149 480 23 735 510 

V5 16 633 195,67 51,15 146,21 605 787 490 22 716 469 

V6 16 898 207,06 53,97 163,89 3 399 542 1 431 90 738 1 996 

 

The total statistics in the Table 3 for the benchmark BB100x100 showed us that the best variant 

of function gives V1. Otherwise, variant V1 for the larger-scale benchmark ZA315x315 is 

doubly time-consuming than variants V4 and V5. The variants of function evaluate condition 

(13) on the first place. The differences between V4 and V5 are small in the computational time 

and the frequency of the candidates. Based on all executed experiments from the Slovak road 

network and the total statistics the variant V5 provides us the better computational time in the 

most of cases than the variant V4. The variant V5 is the most feasible for our designed 

algorithm pMedBBDual. 

  

4   CONCLUSION 

 

The public service system design is the NP-hard problem. This problem is often related to the 

p-median location problem. We designed the exact algorithm pMedBBDual for solving the p-

median location problem based on the Erlenkotter approach. Erlenkotter designed one of the 

most effective algorithm for solving the uncapacitated facility location problem. We 

generalized the Erlenkotter dual approach to the lower bounding to be able to solve the 

associated location problem with restricted number of the located service centers. The 

obtaining the good lower bound is addicted on the effective procedures for obtaining the dual 

solution and the good choice of the candidate to the fixation in the branch and bound method. 

The obtaining the good candidate also decreased the number of the processed nodes and the 

computational time. We designed six various variants of the function for obtaining the 

candidate to the branching. We tested and verified our algorithm pMedBBdual with the 

designed variants of the function for obtaining the candidate on the benchmarks from the 

Slovak road network in the computational time and the number of the obtained candidates. 

Based on all executed experiments from the Slovak road network and the total statistics the 

variant V5 provided us the better computational time in the most of cases. The variant V5 is 

for us the most feasible for our designed algorithm pMedBBDual.  

In the future we would like to design new functions for the construction of the minimal set 

of the facility locations and compare with the actual used function.  
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Abstract: Zone partitioning problem is one of many problems solved when designing zone tariff. It can 

be described by the mathematical model similar to the p-median problem, but main drawback of this 

model is a nonlinear objective function. This paper deals with various modifications of greedy heuristic 

approach to the zone partitioning problem which, on the basis of specified criteria, gradually merge 

small areas into larger zones. We make a computational study on test data from selected region in 

Slovak Republic to compare effectivenes of proposed heuristic methods with exact solution. 

 

Keywords: tariff planning, tariff zones design, zone partitioning, heuristic method, greedy approach. 
 

1  INTRODUCTION 
 

Planning of the regional public transportation is connected with a large set of optimization 

problems. One of problems that transport planners deal with is the problem of the tariff and the 

ticket prices. Various types of tariffs were mentioned in [4] and [10]. In this paper we are 

dealing with the counting zones tariff system, where the region is divided into smaller sub-

regions - tariff zones and the price for travelling depends on the origin and destination zone 

and on the number of travelled zones on the trip.  

When we want to design zone tariff system, there are several decisions that need to be made. 

It is necessary to design zones and to fix new fares. Several approaches for designing zone 

tariff system can be found in the literature. Hamacher and Schöbel in [4], Schöbel in [10] and 

Babel and Kellerer in [1] proposed exact solution approaches for the counting zones tariff 

system where the goal was to design zones such that new and old price for most of the trips are 

as close as possible. A note on fair fare tariff on the bus line was mentioned also by Palúch in 

[9]. Exact algorithm to solve the problem was mentioned also in [5] and [6]. 

This paper deals with various modifications of greedy based heuristic approach to the zone 

partitioning in the counting zone tariff system design and will be organizes as follows. In 

section 2 we present mathematical model of the zone partitioning for counting zones tariff 

system and we briefly describe solution approaches. In section 3 we introduce greedy based 

heuristic method with various criteria of merging small areas into larger zones. In section 4 we 

present a computational study on the test networks to compare the results obtained by greedy 

heuristic method with the solution of exact method in terms of computation time and 

preciseness of the solution. 

 
 

Figure 1: Example of the counting zones tariff system in Bratislava region [12] 
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2  MATHEMATICAL MODEL OF THE ZONE PARTITIONING PROBLEM WITH 

GIVEN PRICES AND NUMBER OF ZONES 
 

Let all stations in the public transport network constitute the set of nodes I. Stations i and j 

from the set I are connected by the edge (i,j)  E, if there is a direct connection by public 

transport line between these two stations. Symbol E denotes the set of edges. Distance between 

stations i and j is denoted as dij. For each pair of stations i and j is cij the current or fair price of 

travelling between these two stations. We assume that cij is equal to cji for each pair of stations 

i and j. Number of passengers between stations i and j is bij (OD matrix). To describe passenger 

flows we introduce parameter aij
rs, where used paths will be observed. Value of the parameter 

aij
rs is equal to 1 if the edge (r,s) is used for travelling from station i to station j and 0 otherwise.  

Zone partitioning problem is similar to the general graph partitioning problem [3], where 

we want to divide the vertex set of a graph into a number of nonempty subsets so that the total 

weight of edges connecting distinct subsets is minimized. In the zone partitioning problem we 

use different objective function compared to general graph partitioning problem. 

Construction of the zone partitioning model was inspired by the model of the p-median 

problem [5]. Based on this model, we introduce binary variables yi, which represent a 

“fictional” centre of the zone and is equal to 1 if there is a centre of the zone in node i and 0 

otherwise. For each pair of stations i and j we introduce variable zij which is equal to 1 if a 

station j is assigned to the zone with centre in the node i and 0 otherwise. We expect to create 

at most pmax tariff zones.  

When we want to set a new price for travelling in proposed system, there are more 

possibilities how to do it. Hamacher and Schöbel in [4] and Schöbel in [10] proposed solution 

of a fare problem with fixed zones to obtain new fares for trips with various number of travelled 

zones. In [5] and [7] a unit price for travelling per one zone was set. In this paper we use two 

different unit prices, as was mentioned in [5] – price f1 for travelling in the first zone and unit 

price f2 for travelling in each additional zone. If we want to calculate new price of the trip 

between nodes i and j in the system, we need to calculate number of zones crossed on this trip. 

The calculation of the number of crossed zones can be easily replaced by the calculation of 

crossed zone borders accordingly to [4] and [10]. We assume that station can be assigned only 

to one zone and the border between zones is on the edge. We introduce binary variable wrs for 

each existing edge (r, s)  E, which is equal to 1 if stations r and s are in different zones and 

is equal to 0 otherwise. For the calculation of crossed borders number we need to determine 

the used path for travelling between stations i and j. New price nij determined by the number 

of crossed zones is calculated as follows (1):  
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When we want to suggest the objective function of the model, there are many possible ways. 

In presented model we will use the average deviation between current and new price for all 

passengers, according to the advices of experts in [10]. In objective function (2) value of nij 

depends on variables z and w as explained above. Mathematical model of the zone partitioning 

with fixed prices and number of zones can be written in the following form: 
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Conditions (3) ensure that each station will be assigned exactly to one zone. Conditions (4) 

ensure that the station j will be assigned only to the existing centre of the zone. Condition (5) 

ensures that we will create at most p tariff zones. Conditions (6) are coupling between variables 

for allocation of the station to the zone and variables for determining the zone border on the 

edge (j,k).  

Objective function (2) in this model is not a linear function. In [5] and [6] the linearization 

of the model was proposed and the model was subsequently solved using IP solver Xpress [11]. 

To determine the optimal values of parameters in the model, a two-phase procedure was used. 

In the first phase the optimal number of zones was determined and the model with different 

settings of parameters f1 and f2 and with given number of zones p was solved in the second 

phase. Optimal parameter setting was determined from parameters of the solution with the best 

value of objective function. A major drawback of this process was the time complexity of the 

problem where the computation time for given parameter p grows rapidly with the increase of 

the problem size, as was written in [6]. 

Another approach to solve this problem was proposed in [1], [4] and [10]. In the first stage 

optimal price of travelling is calculated and subsequently, three algorithms were used to 

calculate the zone partitioning. First algorithm is based on the clustering theory, second 

algorithm is a greedy algorithm and the last algorithm is based on  the spanning tree approach. 
 

3  GREEDY HEURISTIC APPROACH 
 

Based on ideas of previously mentioned methods we proposed a greedy based heuristic method 

to solve the zone partitioning problem. The algorithm starts with the situation, where each 

station forms separate zone and the number of zones is equal to the number of stations. In the 

algorithm we subsequently select two smallest neighbouring zones which are merged into the 

one new zone. The goal is to create zones that are approximately the same size. Algorithm 

terminates when given maximum number of zones is reached. Greedy heuristic algorithm with 

approximately same zone size (GH_size) can be described as follows: 

STEP 1: Start with a partition P consisting of |I| zones, each zone contains a single station. 

For each zone Zi from P calculate the parameter ei to express size of the zone.  

STEP 2: Determine two neighboring zones Zi and Zj, where the sum ei + ej is minimal. 

STEP 3: Merge zones Zi and Zj to the new zone Zk and get a new partition P. For new zone 

Zk calculate parameter ek. 

STEP 4: If maximum number pmax of zones is reached, then terminate, else go to STEP 2. 

For the calculation of zone size parameter ei we can use various approaches. In [7] and [8] there 

were proposed various formulas and we select two formulas which give best solutions. Formula 

(10) calculates parameter ei as the average distance of all stops in the zone Zi to the 

neighbouring zones. Formula (11) use number of inhabitants of all stations in the zone Zi as 

the zone size parameter e’i. In all formulas we use following notation: Si is the set of stops, 

which are connected with at least one stop in the zone Zi, |Zi| represents the number of nodes 

in the zone Zi and parameter bk represents the number of inhabitants in the node k. 
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To obtain the best settings of parameters f1 and f2 in this approach we apply the GH_size method 

to obtain the zone partitioning with given pmax parameter and then we subsequently calculate 

average difference between new and old prices for all possible settings of parameters f1 and f2. 

As the best solution we choose the one that has the smallest value of the average difference. 

Formulas (10) and (11) do not include the price for traveling, what can be the drawback in 

the preciseness of solution. Therefore we propose the modification of the greedy algorithm, 

which takes this issue into the consideration.  

For the price difference calculation we use two formulas. Formula (12) calculates price 

difference gij according to the difference between old and new price only and formula (13) uses 

the number of passengers between stations i and j the zone as a weight to the price difference 

gij. 

 ijijij ncg   (12) 

 ijijijij bncg   (13) 

Greedy heuristic algorithm with price criterion (GH_price) can be then described as follows: 

STEP 1: Start with given parameters f1 and f2, a partition P consisting of |I| zones, each zone 

contains a single station. For each zone Zi from P calculate the parameter ei using formula 

(10).  

STEP 2: For all pairs i, jI calculate the price difference gij. Find i’ and j’ where gi’j’ is 

maximal. 

STEP 3: For all (r,s)E, where ai’j’
rs = 1, determine two neighboring zones Zr and Zs, where 

the sum er + es is minimal. 

STEP 4: Merge zones Zr and Zs to the new zone Zk and get a new partition P. For new zone 

Zk calculate parameter ek using formula (10). 

STEP 5: If maximum number pmax of zones is reached, then terminate, else go to STEP 2. 
 

4  COMPUTATIONAL STUDY 
 

The goal of numerical experiments is to compare proposed greedy heuristic methods with 

previously mentioned exact approach [5] [6]. We compare the effectiveness of heuristic and 

exact approach for selected values of parameter pmax. 

We make the computational study on the data sets created from the real public transportation 

network in the Zvolen Region in Slovak Republic. Stations in networks are represented by 

municipalities or parts of municipalities. We use two networks with 25 or 51 stations, which 

are shown in the Figure 2. Current prices were calculated according to real prices depending 

on the distance for travelling by regional buses. The OD matrix was estimated using the gravity 

model as in [2]. Numerical experiments were performed on the personal computer equipped 

with Intel Core 2 Duo E6850 with parameters 3 GHz and 3.5 GB RAM. Experiments were 

performed in Xpress Optimizer solver [11]. 
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 In the computational study we want to calculate best values of fare prices for selected values 

of parameter pmax. According to the current fare prices, we set the values of parameter f1 from 

0.3 to 0.9 with step by 0.1 and values of parameter f2 from 0.1 to 0.6 with step by 0.1 for all 

the experiments.  

Table 1 represents results of numerical experiments and Table 2 represents computation 

time of numerical experiments. In all tables we denote columns as follows. Columns denoted 

as Exact represent results of the model (2) – (9) using exact approach described in [5]. Columns 

denoted as GH_sz1 represent solution for GH_size with criterion (10), columns denoted as 

GH_sz2 for the GH_size with criterion (11). Columns denoted as GH_pr1 represents results 

GH_price with formula (12) and columns denoted as GH_pr2 for the GH_price using formula 

(13). For the exact solution we denoted as F* best values of objective function for average 

deviation calculated for given parameter pmax in previous research. Solutions of heuristic 

approaches are represented by the gap in % between optimal solution obtained by exact method 

and the best solution obtained by given heuristic approach. 

Table 1: Best values of average deviation – networks with 25 (a) and 51 (b) stations 

a)       b)      

pmax   
Exact GH_sz1 GH_sz2 GH_pr1 GH_pr2  

pmax   
Exact GH_sz1 GH_sz2 GH_pr1 GH_pr2 

F*   
Gap 

[%]   

Gap 

[%]   

Gap 

[%]   

Gap 

[%]    
F*   

Gap 

[%]   

Gap 

[%]   

Gap 

[%]   

Gap 

[%]   

4 4276 2.4 1.9 3.3 1.7  6 9656 6.2 10.1 10.5 1 

6 4124 2.7 5.6 10.1 2.6  10 9230 3 3.2 10.3 2.3 

8 4095 2.6 5.6 5.4 2.1  13 8455 5.3 3.6 15.3 2.6 

10 4054 2.4 6.3 4.7 1.2  16 8266 4.5 7.8 15 2.2 

13 3990 2.2 9.5 8.3 1.7  20 7860 4.8 5.2 13.9 1.3 

16 3999 2.2 9.2 7.1 1.4  25 7991 7.1 10.7 9.1 3.1 

20 4031 3.1 8.1 8.1 1.6  30 8383 4.5 2.2 7.1 0.6 

 

Table 2: Computation time in seconds – networks with 25 (a) and 51 (b) stations 

a)       b)      

pmax   Exact GH_sz1 GH_sz2 GH_pr1 GH_pr2  pmax   Exact GH_sz1 GH_sz2 GH_pr1 GH_pr2 

4 19.2 1.6 1.7 21.2 20.9  6 145.8 27.4 24.1 145.8 146 

6 17.9 1.6 1.7 18 17.9  10 136.7 27.2 24 135 134.9 

8 19.2 1.6 1.6 16.3 16.9  13 137.8 27.2 24.1 130.7 130 

10 21.9 1.6 1.7 14.5 15  16 150.3 27.7 24 120.5 119.9 

13 18.9 1.7 1.7 12 12.7  20 140.7 27 24.4 110.1 110.9 

16 18.7 1.7 1.7 10.9 10.4  25 210 26.9 24.3 95.6 96.5 

20 17.6 1.6 1.7 8.5 8.6  30 164 27.1 24.3 82.7 81.9 

      
 

Figure 2: Test networks with 25 and 51 stations, Map source: openstreetmap.org 

225



5  CONCLUSION 
 

In the paper we proposed two variants of greedy based heuristic method to solve the zone 

partitioning problem in zone tariff system and we performed numerical experiments on the 

data sets created from the public transport network in Zvolen Region in Slovakia.  

From the results of the numerical experiments in the Table 1 and Table 2 we can see, that 

the best solution of proposed heuristic approaches we can obtain using greedy heuristic 

algorithm with price criterion GH_price and formula (13). Comparing computation time we 

find that computational time in the case of GH_price approach increases with the decreasing 

of pmax value. This is caused by the fact, that zone partition calculation in this case depends on 

the prices and we cannot calculate zone partition in the first step as in GH_size, but we need to 

calculate zone partitioning for all the parameters settings separately. 

In the future we would like to verify this approach on the different networks with real OD 

matrix. Numerical experiments will be also extended to the larger test network to study 

behavior of designed heuristics on larger problems, because from the numerical experiments it 

is obvious, that computation time of GH_price with best obtained heuristic solutions 

approaches computation time of exact method for instances with smaller values of parameter 

pmax. 
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Abstract: This paper presents an analysis framework to evaluate the effects of technology 

heterogeneities and undesirable outputs on environmental efficiency measurement. The proposed 

framework combines directional distance function and a meta-frontier analysis. Firstly, production 

units are divided into four groups using the factors of regional competitiveness based on Regional 

Competitiveness Index approach. In the second step the meta-frontier is set down. The obtained 

results indicate a significant improvement of meta-technology ratio holds within the European regions 

and support the evidence that the traditional differences of technological frontiers formation are more 

significant in comparison with group frontiers constitution.  
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1 INTRODUCTION 
 

Environmental issues have become one of the most important problems related with social 

and economic sustainable development. Modern comprehensive evaluation of environmental 

efficiency begins with the problem of the limitation of energy and the carbon dioxide 

emissions caused in the process of energy production in 1980s. Evaluating environmental 

efficiency in different regions and sectors can have strong practical implications and 

therefore a comprehensive environmental efficiency measurement must be appropriately 

developed and computed. Regional-scale environmental assessments require integrating data 

sets from a variety of sources collected for diverse purposes and having inconsistent spatial 

or temporal scales. Moreover, the environmental processes and the relationships among 

variables in the assessment tend to be poorly understood [9]. Regional assessments often use 

multivariate statistics to describe the relationships between these variables, but multivariate 

analyses frequently reduce data dimensionality; see e.g. [16] or [15]. However, the current 

evaluation methods for environmental efficiency are mostly based on the determination of the 

inputs and outputs evaluation index. Some evaluation methods (such as the Data 

Envelopment Analysis or Stochastic Frontier Analysis) are proposed based mainly on the 

macro data or micro data. 

The paper is focused on efficiency evaluation of the EU28 NUTS 2 regions by selected 

regional data included in one composite indicator - Regional Competitiveness Index 2013 

(RCI 2013). This synthetic indicator has been finally performed by [1]. The roots of the RCI 

2013 lay down in the most known competitiveness indicator, the Global Competitiveness 

Index reported by the World Economic Forum; see [17]. RCI 2013 is based on a set of 80 

candidate indicators of which 73 have been included in the index. In the paper, we 

understand measuring environmental efficiency as measuring of production environment 

efficiency just using selected socio-economic indicators based on competitiveness approach 

and included undesirable outputs in form of negative impacts on health and long-term 

unemployment. Efficiency of the production units might be evaluated by the parametric and 

non-parametric approach. The classic non-parametric approach used in the analysis of data 

227



set is defined by the certain combination of outputs and inputs. Unlike the second one – 

parametric approach evaluates the efficiency through the estimated parameters defined 

production function in advance. Our paper is focused on non-parametric approach to the 

efficiency evaluation by the production multiple desirable and undesirable economic, social, 

environmental and infrastructural outputs based on the RCI 2013 approach. The production 

function makes no assumptions about functional relationship among variables but by 

quantifying the extent to which desirable outputs can extend desirable outputs and contracted 

inputs and undesirable outputs. Furthermore, there is distinguished from the production range 

– the production function with the constant return to scale (CRS) or variable return to scale 

(VRS) revenue from the range of production function. The paper follows CRS production 

function. For measurement of the decision making unit (DMU) distance from the efficiency 

frontier the directional output distance function that takes into account the presence 

heterogeneity is used. 
 

2 METHODOLOGY 
 

Directional distance function (DDF) in empirical analysis can be calculated in several forms 

and approaches: [6] specify the DDF as a quadratic distance function and employ linear 

programming (LP), [3] employ the non-parametric approach using Data envelopment 

analysis (DEA) - type of LP, [11] provides modified DDF to define and decompose the meta-

frontier Malmquist-Luenberger productivity index, [18] used DDF for measuring the 

environmental efficiency and constructing the environmental efficiency index and [7] 

explains DDF in primal and dual spaces and appendixes the parametric and non-parametric 

form of DDF. There are two main differences between the above mentioned approaches. The 

first approach can easily calculate shadow prices however it requires the assumption on the 

functional form of the directional distance function and imposes a lot of restrictions on the 

parameters. The latter approach does not require any functional form of directional distance 

function nor does it place any restrictions on the parameters. We employ the latter approach 

in our paper. Assuming for each production unit a productive process using an input vector

 Hx R , to obtain a set of desirable outputs denoted by the vector 
 Ny R and a vector of 

undesirable outputs 
 Fb R through a production technology given by following equation: 

   : .P can produce x,y,b y,b     (1) 

The described technology (1) indicates all technological feasible relationships between inputs 

and outputs. A number of assumptions are required in the form of axioms on the output side; 

see e.g. [14], [3] or [11]. We model the idea that reduction of bads may be costly to be 

diverted to reduce undesirable outputs (weak disposability). This condition allows for the 

reduction of the undesirable outputs only when accompanied by the simultaneous reduction 

of the desirable outputs. In words, this states that a reduction in bads is feasible only if goods 

are simultaneously reduced, given a fixed level of inputs. In addition, we assume that the 

good or desirable outputs are freely disposable. In words, says that the good outputs are 

“null-joint” with the bad outputs if the only way to produce no bads is by producing zero 

good outputs. Alternatively, this means that if a good output is produced in a positive amount 

some bad output must also be produced. These conditions will be incorporated into our 

computational model discussed further. We also consider group heterogeneity in production 

activities and we assume that technology of one group is different from those of other groups 

and there are G different groups (g=1,…,G) in the whole sample. [3] provide the basis to 

represent the joint production of good and bad outputs by extending the Shepherd’s output 

distance function [13] to the directional output distance function. This distance is in our case 

defined for o-unit in the g group as follows: 
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    max : , ,g g g g

o y b P ,  D x, y,b; g x y + g b - g    (2) 

where ( , ) ( , ) y bg g g y b is direction vector. This distance function searches for maximum 

attainable expansion of desirable outputs in the gy direction and the largest feasible 

contraction of undesirable outputs in the -gb direction, which is negative and therefore as 

consequences of the reduction of undesirable production output. We also replace 

   g g

o oD x, y,b; g D x, y,b in the remainder of this paper. The directional distance function of 

the o-th DMU in the g-th group is represented by g

o reported in [12].   

We assume that we have sample of k=1,2,…,K production units, a vector of  h=1, 2, …, H 

inputs to obtain a vector of m=1, 2, …, M desirable outputs and f=1, 2, …, F undesirables 

outputs. Assuming that the production process satisfies a constant return to scale (CRS) and 

strong disposability of all inputs and outputs, the output set can be under the above 

mentioned assumptions and using the directional output distance function is set by 

optimization model: 

       
0

max
g

g g





D x, y,b      (3) 

1

s. t. 1,2,...,
K

hk k ho

k

x x h H


        (4) 

1

 (1 ) 1,2,...,
K

g

mk k mo

k

y y m M 


        (5) 

1

 (1 ) 1,2,...,
K

g

fk k fo

k

b b f F 


   =      (6) 

 0 1,2,..., ,k k K         (7) 

where  1 2, ,..., K   λ is  a vector of intensity variables. The first constrain (4) ensures that 

resultant input is no more than what is actually being used. The second constrains (5) ensure 

that the resultant desirable output is no lower than what is actually being produced. The third 

constrain (6) expresses that the resultant undesirable output could be higher than what is 

actually being produced.
 
Weak disposability and null-jointness hypotheses are imposed in 

equation (6) through the strict equality of undesirable outputs constrain. Symbol g

represents the technical inefficiency denoted by distance from the observation point to the 

production frontier in g-th group. Obviously, g takes value of zero for a technically efficient 

production unit on the frontier, whereas a positive value implies an inefficient production unit 

below the frontier. The higher the value, the more inefficient the production unit is set. 

Within using the DDF for the whole group of regions, there is supposed, that all regional 

producers possess the same level of production technology, which is unreal, and confirmed in 

the study [12] or [18]. Study [10] proposed and applied the meta-frontier concept in 

estimation of DEA efficiency. They estimated a meta-frontier through the use of overall 

samples and also they divided the DMUs into the groups and estimated group frontiers of 

group samples. These groups should capture better the heterogeneity of the production 

processes with regard to the technologies or variable production environment of the input 

resources or desirable and also undesirable outputs. All EU28 regions are divided into 1, 2, 

…, G groups and for each group is defined K1,K2, …, Kg, …, KG  regions and there is valid, 

that their sum is equalled to the number of units in meta group, i.e. K. Further there will be 

distinguish for each o-th DMU in one time period of meta-efficiency 1 m

o oMEE    and 

group-efficiency 1 g

o oGEE    , where parameters m

o or g

o are obtained through optimization 

model in equations (3) to (7), which is analysed for the whole sample or particular group g. 

Because the meta-frontier is enveloped in the G group-specific frontiers, the efficiency 
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measured on the basis of the meta-frontier is less than that of the group frontiers i.e. 

.o oMEE GEE We can also measure the ratio between the efficiency of the meta-frontier 

(MEE) and group frontier (GEE), (see e.g. [2]) using Meta-technology ratio (MTR) given by 

(8): 

0 1.o
o

o

MME
MTR

GEE
         (8) 

The closer 
oMTR is to 1, the smaller is technology heterogeneity, which means that the 

efficiency of that group’s frontiers is closer to the meta-frontier. The 
oMTR evaluated based 

on the meta-frontier and group-frontier indicates that 
oDMU  in group-specific frontiers are 

only distinguished by technology heterogeneity between the two frontiers, so the source of 

the inefficiency of the meta-frontier inefficiency cannot be identified. 
 

3 DATA AND EMPIRICAL RESULTS 
 

The data set for empirical analysis was collected from regional statistics database of Eurostat 

[5] and from annexes of RCI 2013 draft report [4]. All values of indicators have been 

normalized by z-scores; for more details see [1]. The whole tested sample includes 258 

NUTS 2 regions instead of 276 in the whole EU28 countries under current NUTS 2013 

classification because of the unavailability of data for 18 NUTS 2 regions placed in 

Germany, Spain, France, Greece, Portugal, Romania and Croatia. All selected RCI 2013 

indicators were collected between years 2006 and 2011 and values have been normalized by 

z-scores. The distribution of RCI 2013 scores between 1.5 (highest level) and (-1.5) (lowest 

level). Zero value of RCI 2013 shows the average value of regional competitiveness. For the 

purpose of evaluation of meta-efficiency and group-efficiency of EU28 NUTS 2 regions 

based on concept of RCI 2013 – 10 indicators of inputs were selected (x1, …, x10), 4 desirable 

indicators of outputs (y1, …,y4) and 3 undesirable indicators of outputs (b1, b2 and b3) has 

been chosen. Selected dataset of RCI 2013 indicators include 17 indicators placed in 11 

pillars of RCI 2013 (see Tab. 1). 
 

Table 1: Selected Inputs (x), Desirable (y) and Undesirable (b) Outputs of selected EU28 NUTS 2 Regions 
 

x/y/b RCI 2013 Pillar RCI 2013 Indicator Unit Mean Standard 
Deviation 

x1 Institutions 
Corruption Index  5.255 0.997 

x2 Rule of Law Index 5.228 0.937 

x3 
Infrastructure 

Motorway potential accessibility Index 4.897 0.990 

x4 Railway potential accessibility Index 4.846 0.992 

x5 Number of passenger flights Number 4.834 0.956 

x6 Higher education Accessibility to universities % 4.886 1.124 

x7 Labour market efficiency Labour productivity 
GDP/person 

employed  
4.974 1.002 

x8 Technological readiness Households access to broadband % 5.071 1.006 

x9 Innovation 
Knowledge workers % 4.940 0.967 

x10 Total intramural R&D expenditure % 4.890 1.051 

y1 Market size Potential GDP in PPS GDP (PPS) 4.815 0.932 

y2 Business sophistication GVA (K-N sectors) % 4.780 0.964 

y3 Innovation Total patent applications Number 4.944 0.954 

y4 Health Healthy life expectancy Number 5.046 0.985 

b1 Health 
Road fatalities  Number 4.860 1.105 

b2 Cancer disease death rate  % 4.994 1.053 

b3 Labour market efficiency Long-term unemployment  % 5.169 0.987 

All selected regions were firstly ranked in ascending order and divided into 4 groups based 

on the scores of RCI 2013. Zero value of RCI 2013 shows the average value of selected 258 
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NUTS 2 regions. The new formed groups of selected NUTS 2 regions can be described as 

follows:  

1. Group 1 includes the regions with the minus RCI 2013 value under the first quartile 

(N1=69 regions). Structure of NUTS 2 regions within first group is represented 

mostly by regions from ‘new’ EU Member States (EU13) plus regions of Portugal 

and Greece.  

2. Group 2 contains the regions with below-average regional competitiveness 

compared to the RCI 2013 index scores between the first and second quartile 

(median) (N2= 35 regions). This group is presented only by regions from ‘old’ EU 

Member States (EU15) and most of Italian and Spanish regions are included here.   

3. Group 3 introduces the regions with above-average RCI 2013 scores compared to 

the EU28 and RCI 2013 scores between the second and the third quartile (N3=72 

regions). The most variable structure of NUTS 2 regions from EU15 and EU13 

Member States is presented in this group, especially in the regions of Austria, 

Cyprus, Germany, Finland, France, Ireland, Spain, Sweden and United Kingdom.  

4. The majority of the competitive regions from EU15 Member States is placed in the 

Group 4 and the level of RCI 2013 is above the third quartile of RCI 2013 scores 

(N4 = 82). There are NUTS 2 regions from Belgium, France, Germany, Netherland 

and United Kingdom.  

The efficiency of the meta-frontier and group-frontiers are estimated using optimization 

model for 258 NUTS 2 regions and further for each group g=(1,…,4) using free version of R 

software (version 3.2.0) with package ‘direc.dea {nonparaeff}’solving the DDF with 

undesirable outputs; see [3]. Table 2 summarizes the amounts of efficient NUTS 2 regions by 

the meta-environmental efficiency (MEE) and group environmental efficiency (GEE). For 

the whole sample the share of the efficient regions reached almost 70%. In the second group 

there are all NUTS 2 regions defined as efficient. In the other groups, the share of efficiency 

units is in the range of 91.3 to 98.6%, which is in compliance with other comparative 

empirical studies focused on EU Member States or regions, e.g. [11], [2] or [8].   
 

Table 2: Meta and Group Frontiers Efficiencies of selected EU28 NUTS 2 Regions 
 

 Number of DMUs Technical Efficiency 
Number % 

Meta 258 179 69.4 

Group 1 69 63 91.3 

Group 2 35 35 100.0 

Group 3 72 71 98.6 

Group 4 82 77 93.9 

 

Table 3 completes further descriptive statistics of the efficiency indices for analysed group 

samples and confirms the following relation: meta-environmental efficiency is lesser or equal 

to the group-environmental efficiency: g g

average averageMEE GEE .The lower average group-

efficiency was indicated in the first group of the regions and there were identified the highest 

standard deviations. On the contrary, in the second group the efficiency was almost unitary 

with the lowest variability inside the group. A share of the efficient units in the fourth group 

of the regions was in the amount of 0.998% and variability of the efficiency in the group was 

lower compared to the second group. The differences between the efficiencies of the meta-

frontier for various groups were examined using non-parametric statistic. We applied the 

Kruskal-Wallis test to examine the technology frontier differences between all groups of 

regions using IBM SPSS Statistics 22. The results shows that the Kruskal-Wallis value is 

6.133 and we reject the null hypothesis that the distribution of MEE is the same across group 
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samples at 5% level of significance (sig.= 0.105). This indicates that the four group-samples 

are formed different populations and that technology heterogeneity exists between them.  
 

Table 3: Descriptive Statistics of the Meta-frontier and Group-frontiers Efficiencies 
 

Descriptive statistics Group g

averageMEE  g

averageGEE  g

averageMTR  

Mean 

1 0.9940 0.9980 0.9959 

2 0.9969 1.0000 0.9969 

3 0.9913 0.9998 0.9915 

4 0.9888 0.9992 0.9896 

 1 0.0150 0.0078 0.0100 

Standard deviation 2 0.0074 0.0000 0.0074 

 3 0.0162 0.0018 0.0158 

 4 0.0195 0.0035 0.0186 

 

Conclusions of the Kruskal-Wallis test also confirm the MTR indicator that is the lowest for 

the fourth group with the highest standard deviation. The lowest average level of the MTR is 

for the first group of analysed NUTS 2 regions, but variability is in the group higher 

compared to the second group. We can also briefly mention individual results of 

environmental efficiency of the meta-frontier 0

gMEE  in different group-samples. Among the 

worst efficient NUTS 2 regions belong Groningen (NL11), Bremen (DE50), South Western 

Scotland (UKM3), Zachodniopomorskie (PL42) and Dolnośląskie (PL51), where the 

reduction of undesirable outputs and increasing desirable outputs should be at the minimal 

level of 6%. The following NUTS 2 regions Prov. Oost-Vlaanderen (BE23), Pomorskie 

(PL63), Prov. Namur (BE35), East Wales (UKL2), Lorraine (FR41) and Lietuva (LT00) 

should increase desirable outputs and decrease undesirable outputs minimally by 5%. 

Significant share between the environmental efficiency in relation to the meta-frontier (MEE) 

and group-frontier (GEE) for the above mentioned NUTS 2 regions demonstrates that there 

exist a higher technology heterogeneity of the production process with comparison to the 

group and meta-frontier.  
 

4 CONCLUSION 
 

Most of empirical studies that analysed the environmental efficiency of the production 

process of territories are devoted to the relation between CO2 emissions and economic 

activity. Our paper deals with the evaluation of the efficiency of the production process of 

258 NUTS 2 regional units in the EU28 countries. Production process comes out of the 

concept of the input and output indicators designed by the RCI 2013 approach focused on 

evaluation of regional competitiveness. As benefit of the paper we find an inclusion of 

selected undesirable outputs in a form of negative impacts on health (e.g. car accidents linked 

with the increasing traffic load, lifestyle diseases as a cancer following increasing stress 

situation in work) and long-term unemployment. Preliminary analysis of the relation between 

meta-frontier and group-frontier could distinguish a variable heterogeneity of the production 

process in the groups of NUTS 2 regions. Within the analysis of meta-frontier it was 

identified, that 69.4% of the regional production units was efficient. Average level of Meta-

environmental efficiency was higher (0.997) in the second group of EU15 regions with the 

below-average level of RCI 2013 compared to the EU28 average and also variability of the 

efficiency was the lowest compared to the other groups of regions. On the other side, the 

lowest average meta-efficiency (0.989) was indicated by the fourth group of regions in the 

EU15 countries with the above-average of RCI 2013 scores in the EU28, but with the highest 

efficiency variability in the group. Average level of the Meta-technology ratio in the groups 
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ranged from 0.9896–0.9969 and therefore it seems heterogeneity between groups is low, but 

the Kruskal-Wallis has indicated that four group-samples are formed different populations 

and that technology heterogeneity exists between them at 5% level of significance. The 

preliminary results of the paper include a wide range of assumptions that should be analysed 

further. For instance: a creation of wider database of indicators, classification of regions into 

the groups, conditions of the constant revenues from the range of production process, the 

same intensity of the decline in undesirable and increase in desirable outputs, free desirable 

outputs and possibility of reduction the undesirable outputs.  
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STAR COLORING OF FIBONACCI CUBES
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Abstract: The L(1, 1)-labeling of a graph is an abstraction of assigning integer frequencies
to radio transceivers such that transceivers that are one or two units of distance apart receive
frequencies that differ by at least one. The least span of frequencies in such a labeling is referred
to as the λ1,1-number of the graph. Similar labeling problem, known as star-coloring problem,
has been also studied in the context of the problem of data distribution in parallel memory
systems. The hypercube of order d, denoted by Qd, is the graph G = (V,E) where the vertex
set V (G) is the set of all binary strings u = u1u2 . . . ud, ui ∈ {0, 1}, and two vertices x, y ∈ V (G)
are adjacent in Qd if and only if x and y differ in precisely one place. A Fibonacci string of
length d is a binary string u = u1u2 . . . ud, ui ∈ {0, 1}, with ui ·ui+1 = 0 for i ∈ {0, 1, ..., , d−1}.
The Fibonacci cube Γd is the subgraph of Qd induced by the Fibonacci strings of length d. In
this paper, an upper bound for the λ1,1-number of Fibonacci cubes is established.

Keywords: Fibonacci cube, L(1, 1)-labeling, star labeling

1 INTRODUCTION

Hypercube is a popular interconnection scheme for multicomputers. Routing in a hypercube is
simple by using the labels of vertices in the hypercube, i.e. a shortest path from a node x to a
node y, where I is the set of bit positions in which x and y differ, can be found easily by flipping
bits of x with positions I in some arbitrary order. The Fibonacci cube is a communication
network that possesses many suitable properties which are important in network design and
application. Its major advantage is that it uses fewer links than the comparable hypercube,
while its size does not increase as fast as the hypercube’s. In other words, they allow more
alternatives to build networks of various sizes. Note also that the Fibonacci cube can emulate
many hypercube algorithms. Moreover, they emulate other topologies, such as trees, rings and
meshes very efficiently and can therefore find applications in fault-tolerant computing.

Efficient assignment of frequencies for wireless communication in different network scenarios
has become an extremely important topic of recent research. The main reason is the enormous
growth of wireless networks which causes the issue of efficiently using the radio spectrum -
an expensive and scarce resource - very important. The wide class of frequency assignment
problems (FAPs) asks for assigning frequencies (channels) from the available radio spectrum
to the transceivers of the network, so that unconstrained simultaneous transmissions cannot
cause interference. The objective is to minimize the used radio spectrum. While problems of
these type arose some decades ago in radio and TV broadcasting, they today play a growingly
significant role due to the wide diffusion of telephone and satellite communication. Since the
problems are of vital importance, they have been largely explored in the literature [3, 7, 11].

In a broadcasting network, each transceiver is assigned a frequency channel for its trans-
missions. Two transmissions can interfere if their channels are too close. That means that even
if two transceivers use different channels, there still may be interference if the two transceivers
are located close to each other.

For the interference graph of the network such kind of problem can be seen as a variation
of a vertex coloring problem [1, 4]. More formally, for a given graph G = (V,E) modeling
the wireless network, where vertices represent transceivers and edges between two transceivers
represent possible interference, we consider a function from the set of vertices of G to the set
of nonnegative integers such that the given separation constraints are satisfied.
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Among the variants of the frequency assignment problem, the L(p, q)-labeling problem
where adjacent vertices must be assigned colors of distance at least p apart and vertices of
distance two must be assigned colors at least q apart has attracted considerable interest. In
this paper, we are interested in L(1, 1)-labeling problem, i.e. vertices of distance at most two
must be assigned different colors.

Similar labeling problems have been also studied in the context of the problem of data
distribution in parallel memory systems such that a high degree of data-parallelism is achieved.
The goal is to store data items in such a manner that they can be accessed with zero conflicts
assuming that the multiprocessor architecture is able to request a number of data items from
the memory subsystem.

We define the data distribution problem as follows. Let G be a host graph representing the
data structure corresponding to an application and H be a subgraph of G. Copies of H in G,
called the templates, describe memory modules which are to be accessed together. The data
distribution problem asks for an efficient algorithm for mapping the data items onto memory
modules such that the number of modules for accessing the specified template is minimized
when conflict-freeness must be guaranteed.

It is straightforward to see that minimizing the conflicts for arbitrary templates is compu-
tationally hard, since this problem corresponds to a variant of a graph coloring where a color
represents a memory module while nodes in a template instance must have different colors to
guarantee conflict-freeness.

A natural choice for data distribution schemes of conflict-free access is the star template
which consists of a vertex of a host graph G together with all of its neighbors. The goal is to
color the vertices of the host data structure in such a way that vertices in any arbitrary star are
assigned different colors. The data distribution problem for the star template in a host graph
G is called the star-coloring problem. It is not difficult to see that the star-coloring problem
for a graph G corresponds to a L(1, 1)-labeling of G.

Star templates appear in many classical algorithms. For instance, graph algorithms based
on breadth-first search explore in each iteration a vertex’s immediate neighbors yet to be visited.

These types of problems have been studied for various types of host graphs: circular lists,
trees, tori and hypercubes (see [2] for the details).

It is also well known, that a L(1, 1)-labeling of a graph G is equivalent to the vertex coloring
of the square of G ([6, 8]).

2 PRELIMINARIES

The hypercube of order d, denoted by Qd, is the graph G = (V,E), where the vertex set V (G)
is the set of all binary strings u = u1u2 . . . ud, ui ∈ {0, 1}, and two vertices x, y ∈ V (G) are
adjacent in Qd if and only if x and y differ in precisely one place.

We will use [n] for the set {1, 2, . . . , n} in this paper.
The Fibonacci numbers form a sequence of non-negative integers Fn, where F0 = 0, F1 = 1

and for n ≥ 0 satisfy the recurrence Fn+2 = Fn+1 + Fn.
A Fibonacci string of length d is a binary string u = u1u2 . . . ud, ui ∈ {0, 1}, with ui·ui+1 = 0

for i ∈ [d − 1]. In other words, a Fibonacci string is a binary string without two consecutive
ones. The Fibonacci cube Γd is the subgraph of Qd induced by the Fibonacci strings of length
d. The name is obtained from the appealing Zeckendorf’s theorem which asserts that any
positive integer can be uniquely written as the sum of nonconsecutive Fibonacci numbers.
Hence Fibonacci strings are representations of integers in this number system. It is well known
that |V (Γd)| = Fd+2. The Fibonacci cubes Γ1,Γ2, and Γ3 are shown in Fig. 1.

For two vertices u and v in a graph G, we denote by d(u, v) the distance between u and
v. An L(1, 1)-labeling of a graph G is a function f from the vertex set V (G) to a set C of
non-negative integers (called labels) such that
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Figure 1: The Fibonacci cube Γ1,Γ2, and Γ3

f(u) �= f(v) if d(u, v) ≤ 2.

A k-L(1, 1)-labeling is a L(1, 1)-labeling of G such that C = {0, . . . , k}. An optimal L(1, 1)-
labeling of G is a k-L(1, 1)-labeling with smallest possible k. The largest label used by an
optimal L(1, 1)-labeling is called the λ1,1-number of G and denoted by λ1,1(G).

Let G = (V,E) be a graph. The square G2 of a graph G is given by V (G2) := V (G) and
uv ∈ E(G2) if and only if 1 ≤ dG(u, v) ≤ 2. It is straightforward to see that a L(1, 1)-labeling
of a graph G is equivalent to the vertex coloring of G2.

3 BOUNDS ON THE STAR-COLORING

A lower bound for the star-coloring of a Fibonacci cube is given by the following lemma.

Lemma 3.1 [9] If d ≥ 1, then λ1,1(Γd) ≥ d.

The following lemma is also easy to obtain.

Lemma 3.2 If H is a subgraph of G, then λ1,1(H) ≤ λ1,1(G).

It is proved in [2], that λ1,1(Qd) ≤ 2d. From Lemma 3.2 then it follows

Lemma 3.3 [9] If d ≥ 1, then Γ1,1(Γd) ≤ 2d.

Note that it is confirmed in [9] by an exhaustive search that for d ≤ 10 we have Γ1,1(Γd) =
d. It is therefore a natural question, whether a better upper bound on the star-coloring of
Fibonacci cubes can be provided.

4 NEW PRESENTATION OF FIBONACCI CUBES

In order to provide a better upper bound on the star-coloring of Fibonacci cubes , we introduce
the following presentation of this class of graphs.

Let v = v1v2 . . . vk, where vi ∈ {0, 1, 2}, i ∈ [k], denote a ternary string of length k. As
usual, vi ∈ {0, 1, 2} is called a trit. Let also Tk denote the set of all ternary strings of length k.
Since two adjacent bits of a vertex of Γd cannot be both equal to one, the vertices of Γd can be
represented as ternary strings of length �d2� in a natural way. More formally, we define a maping
t : V (Γd) → T� d

2
� such that for u ∈ V (Γd) we have t(u) := v1 . . . v� d

2
�, where vi := 2u2i + u2i−1

(note that 2u2i + u2i−1 ∈ {0, 1, 2}.) The mapping t is called the ternary representation of Γd.
The ternary representation of Γ5 is depicted in Fig. 2.
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Figure 2: The Fibonacci cube Γ5 and its ternary representation

5 ALGORITHM

Let ⊕3 define a tritwise sum modulo 3 operator, i.e. ⊕3 takes two ternary strings of equal
length and performs the sum modulo 3 on each pair of corresponding trits. For instance,
210⊕3 221 = 101. Let also 0h stands for the vertex with zero at all coordinates and 0h−i−110i

(resp. 0h−i−120i) for the vertex with one (resp. two) exactly at the i-th coordinate for i ∈ [h].
Let s3(n) denote a ternary representation (i.e. a ternary string) of a nonnegative integer n.

By a slight abuse of notation, a nonnegative integer n will also sometimes stand for s3(n) and
vice-versa. In particular, for i ∈ [n], the integer 3i−1 (resp. 2 · 3i−1) will stand for 0h−i10i−1

(resp. 0h−i20i−1) and vice-versa in algorithm Fibonacci cube star-coloring. The algorithm for
the Fibonacci cube Γd computes a star labeling of Γd. The algorithm is based on the ternary
representation of Γd.

Algorithm 1: Fibonacci cube star-coloring(d)

Data: The dimension d of Γd.
Result: A star labeling c of Γd.
begin

k := �d2�;
t := the ternary representation of Γd;
c(0d) :=0;
for i := 0 to k − 1 do

for j := 1 to p do
for all u ∈ V (Γd) with j3i ≤ t(u) < (j + 1)3i do

c(t(u)) := (2i+ j)⊕3 c(t(u)− j3i)
end

end

end

end

As an example, consider the running of the algorithm for Γ5. We get:
c(t(00000)) = c(000) = 0,
c(t(00001)) = c(001) = 1,

237



c(t(00010)) = c(002) = 2,
c(t(00100)) = c(010) = 3,
c(t(00101)) = c(011) = 4,
c(t(01000)) = c(020) = 4,
c(t(01001)) = c(021) = 5,
c(t(01010)) = c(022) = 3,
c(t(10000)) = c(100) = 5,
c(t(01001)) = c(101) = 3,
c(t(10100)) = c(110) = 4,
c(t(10101)) = c(111) = 2,
c(t(10010)) = c(102) = 6.

We can prove [9] the following

Theorem 5.1 Algorithm Fibonacci cube star-coloring computes in linear time a L(1, 1)-labeling
of Fibonacci cube Γd using 3�log3d�+1 colors.
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Abstract: In decision analysis, the importance of criteria may be determined either directly by 

compensatory criteria weights, or indirectly based on the selective characteristics of criteria. The 

paper discusses the correlation between the noncompensatory influence of veto and criteria 

importance weights. It builds on the methods for automatic derivation of weights from the veto 

related preferential information that is modelled in the special case of dichotomic sorting analysis on 

the basis of the outranking relation. It formally adapts and extends these methods to the general 

problematics of sorting and ranking, and to different types of preference models. 
 

Keywords: Multiple criteria decision analysis, Criteria importance modelling, Outranking relation, 
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1 INTRODUCTION 

 

One of key steps in the process of decision-making is the specification of criteria importance 

weights. Several studies have discovered that it is a difficult and time-consuming task [7, 9, 

12, 14, 15], and have therefore introduced various structured techniques to facilitate the 

elicitation of weights. Most of these techniques aim primarily at reducing the cognitive load 

of the decision-maker, and at improving his ability of analysis, expression and structuring of 

information. Few, however, derive weights automatically according to other complementary 

preferential parameters that model the characteristics of a problem situation [11, 17]. 

Within the scope of our past research work, two methods have been defined that derive 

criteria weights from the discordance related preferential information, i.e. with regard to veto 

thresholds [4]. As these thresholds have a noncompensatory influence on the evaluation of 

alternatives, a single criterion veto can prevent the selection of any alternative independently 

of the assessment of other preferential parameters. The more alternatives that a criterion 

disqualifies as inappropriate choices by opposing a veto, the higher selective strength it has. 

In this way, it contributes to a greater extent to the final decision, and hence exhibits a higher 

relative importance. 

The two proposed methods derive criteria weights in the forms of selective strengths and 

dominance indices, respectively. Their limitation is that they are designed for a specific 

decision-making problematic and a specific preference model, i.e. the dichotomic sorting of 

alternatives based on the concepts of pseudo-criterion and outranking relation [6]. Although 

this approach has several advantages [1, 2, 3], other decision-making problematics are often 

addressed, such as rank ordering of alternatives or sorting of alternatives into an arbitrary 

number of categories [18], and many different preference models and methods for multiple 

criteria decision analysis are used, especially from the domain of utility theory [8]. It is 

therefore the goal of this research paper to adapt the inference of criteria weights form the 

veto related preferential information (1.) to the general problematics of sorting and ranking, 

and (2.) to different types of preference models. An additional purpose of the presented study 

is to experimentally evaluate the efficiency of the derived criteria weights that are based on 

selective strengths and dominance indices. Due to limitations in the scope, empirical results 

of the evaluation study will be presented in a follow up paper. 

The rest of the paper is organized as follows. Section 2 briefly describes fundamental 

concepts by discussing the correlation between veto thresholds and criteria weights, and by 

presenting the weight derivation mechanisms for the case of localized alternative sorting. In 
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Sections 3 to 5, the weight derivation mechanisms are generalised to different decision-

making problematics and preference models. Finally, Section 6 concludes the paper with a 

resume and some directions for further work. 

 

2 WEIGHT DERIVATION FOR THE CASE OF DICHOTOMIC SORTING 

 

One of fundamental approaches to decision analysis is outranking [13]. It derives a partial, 

weak or complete rank order of alternatives by constructing outranking relations with regard 

to thresholds of pseudo-criteria. The preference and indifference thresholds determine to 

what compensatory extent an alternative outperforms another alternative. The veto threshold 

describes the noncompensatory conditions under which an alternative may not outperform a 

compared one regardless of any other threshold. If alternatives are sorted into preordered 

categories, criterion-wise thresholds are modeled in the neighbourhood of a reference profile 

that delimits categories [10]. In the case of dichotomic sorting, the set of alternatives is 

partitioned into two exclusive categories – the positive category of all acceptable alternatives 

and the negative category of unacceptabe alternatives [1, 4, 6]. The localization principle 

calls for the prevention of the incomparability relation. Otherwise, it cannot be clearly stated 

whether an alternative should be assigned to the positive or to the negative category. Only 

one discordance index 𝑑𝑗(𝑎𝑖) is hence defined for each criterion 𝑥𝑗. 
Because the veto threshold characterizes the conditions for a single discordant criterion to 

prevent an outranking relation, and because it has a noncompensatory effect, it can, on its 

own, eliminate any alternative from the positive category. The more selective it is, the more 

the corresponding criterion contributes to the final decision. The importance of a criterion is 

therefore determined by both its weighting coefficient and its veto capacity. 

As a result of past research work, two localized weight derivation mechanisms have been 

introduced: the selective strength based approach and the binary relation based approach [4]. 

Both construct a fuzzy veto relation by organizing partial discordance indices for the set of 

alternatives 𝐴 and the set of criteria 𝑋: 

𝑉 = (𝑑𝑗(𝑎𝑖))
𝑖=1..𝑚,𝑗=1..𝑛

, 𝑎𝑖 ∈ 𝐴, 𝑥𝑗 ∈ 𝑋. 

 

2.1 Selective strengths based approach 
 

The approach consists of three required and three optional steps (steps 1 to 3, and steps 4 to 

6, respectively): 

1. All possible 𝛼-cuts of the fuzzy relation 𝑉 are taken. 

2. Partial selective strengths are calculated for each 𝛼-cut. 

3. Partial selective strengths are joint with an algorithm or an equivalent operator. 

4. The obtained complete selective strengths are transformed so that ratios of pairs of 

weights are reflected through a comparison matrix. 

5. The decision-maker modifies the proposed ratios. 

6. Weights are computed from the adjusted pairwise comparison matrix. 

The partial selective strength indicates the degree to which the j-th criterion outperforms the 

weakest criterion. It is obtained according to the i-th alternative and the 𝛼𝑘 cut-level: 

𝜑𝑗𝑖
𝑘 = {

card(𝑥𝑙 ∈ 𝑋\{𝑥𝑗}: 𝑑𝑙(𝑎𝑖) < 𝛼𝑘), 𝑑𝑗(𝑎𝑖) ≥ 𝛼𝑘
0, 𝑑𝑗(𝑎𝑖) < 𝛼𝑘

. 

The algorithm that aggregates partial selective strengths into complete selective strengths is 

based on several presumptions: 

1. The contribution to total strengths is proportional to the 𝛼𝑘 cut-level. 
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2. The criterion 𝑥𝑗 gains the highest achievable selective strength according to 𝑎𝑖 at the 

first cut for which the discordance degree 𝑑𝑗(𝑎𝑖) exceeds the 𝛼𝑘 threshold. 

3. The logical maximum concept is obeyed. Only the cut with the highest level 𝛼𝑘1 is 

considered when 𝜑𝑗𝑖
𝑘1 = ⋯ = 𝜑𝑗𝑖

𝑘ℎ  for adjacent 𝛼𝑘1 > ⋯ > 𝛼𝑘ℎ. 

The algorithm for the derivation of complete selective strengths may be substituted with a 

straightforward operator: 

Φ𝑗 =∑ ∑ 𝛼𝑘 ⋅ (𝜑𝑗𝑖
𝑘 − 𝜑𝑗𝑖

𝑘−1)
𝑖=1..𝑚𝑘=1..𝑙

, 𝜑𝑗𝑖
0 = 0. 

Selective strengths do not have to be directly interpreted as criteria weights. Computed 

strengths can be modified in order to properly reflect an individual’s personal beliefs. Ratios 

of criteria weights are transformed with a linear or exponential function in a consistent AHP 

pairwise comparison matrix. Each ratio increases according to the difference Δ𝑖𝑗 = Φ𝑖 −Φ𝑗. 

 

2.2 Dominance indices based approach 
 

A fuzzy binary relation on the criteria set is first constructed with a triangle superproduct 

composition so that Lukasiewitcz’s implication compares two criteria with regard to their 

restrictive veto effects on a single alternative. Then, the transitive closure of the fuzzy binary 

relation is found. Every 𝛼-cut of the transitive closure is analysed to obtain a unique partial 

order of criteria. Partial orders are combined into one weak order. Finally, dominance indices 

are computed, which measure how influential different criteria are. A criterion is the more 

influential the more are relations in which it is with other criteria distant from the antiideal 

considering all cut-levels and standard distance metrics. More details on the method may be 

found in the literature [4]. 

 

3 SORTING OF ALTERNATIVES INTO ARBITRARY MANY CATEGORIES 

 

In the case of sorting alternatives into 𝑝 + 1 ordered categories with regard to 𝑝 reference 

profiles the criterion-wise influence of veto is locally restricted to two adjacent categories. 

This means that different values of the veto threshold can change the assignment of an 

alternative for at most one category. Therefore, sorting depends globally on the evaluations 

of referential profiles, and locally on the evaluations of veto thresholds. 

Theorem 

The influence of veto depends on the veto threshold 𝑣𝑗  only in the neighbourhood of one 

referential profile, while it depends on the absolute evaluation of the profile 𝑔𝑗(𝑏ℎ) for all 

other referential profiles. 

Proof 

For 𝑝 ≥ 2 and a maximized criterion, referential profiles are ordered in the ascending order, 

so that 𝑔𝑗(𝑏1) < 𝑔𝑗(𝑏2) < ⋯ < 𝑔𝑗(𝑏𝑝) and 𝑔𝑗(𝑏ℎ) < 𝑔𝑗(𝑏ℎ+1) − 𝑣𝑗 < 𝑔𝑗(𝑏ℎ+1). The 

evaluation of the alternative 𝑎𝑖 with regard to the criterion 𝑥𝑗 is generally in one of the 

intervals [𝑔𝑗(𝑏ℎ−1), 𝑔𝑗(𝑏ℎ)], or in the intervals [𝐷𝑗
−, 𝑔𝑗(𝑏1)] or [𝑔𝑗(𝑏𝑝), 𝐷𝑗

+], where 𝐷𝑗
− and 

𝐷𝑗
+ are the lower and upper bounds of the 𝑗-th criterion domain. Then, ℎ is the index of the 

only profile at which the veto is dependent on the threshold 𝑣𝑗 . It can be observed that an 

alternative may not be subjected to veto of the lower ℎ − 1 successive profiles regardless of 

𝑣𝑗 , because: 
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𝑔𝑗(𝑎) > 𝑔𝑗(𝑏𝑖), ∀𝑖 = 1,… , ℎ − 1. 

Analogously, the veto always has a full effect according to the upper 𝑝 − ℎ profiles for each 

possible value of 𝑣𝑗: 

𝑔𝑗(𝑎) < 𝑔𝑗(𝑏ℎ) ⇒ 𝑔𝑗(𝑎) < 𝑔𝑗(𝑏𝑖) − 𝑣𝑗 , ∀𝑖 > ℎ, ∀𝑣𝑗 < 𝑔𝑗(𝑏𝑖) − 𝑔𝑗(𝑏𝑖−1). 

Therefore, the selection of the veto threshold 𝑣𝑗  influences only the assignment into the 

adjacent categories 𝐶ℎ and 𝐶ℎ+1, respectively. This means that for any allowed modification 

of 𝑣𝑗  the assignment of each alternative can improve or deteriorate for at most one category. 

If the veto threshold 𝑣𝑗  is set close to the preference threshold 𝑝𝑗 and consequently has a 

moderate strength, then alternatives that are slightly outperformed by the profile 𝑔𝑗(𝑏ℎ) 

according to the criterion 𝑥𝑗 are sorted into the lower category 𝐶ℎ. And at the opposite, if 𝑣𝑗  

is more distant from 𝑝𝑗, alternatives that are considerably worse than 𝑔𝑗(𝑏ℎ) may be sorted 

into the higher adjacent category 𝐶ℎ+1. When many categories are applied, the veto threshold 

consequently has a globally small contribution to the overall decision. 

Based on the theorem and its proof, it is possible to derive criteria weights in the case of 

arbitrary many categories in such a way that the profile with the limited local veto effect is 

identified. If it exists, it is processed analogously as in the case of dichotomic sorting. 

 

4 RANKING OF ALTERNATIVES 

 

It is a slightly more difficult task to extend the mechanisms for criteria weight derivation for 

the decision-making problematic of ranking alternatives based on the outranking relations. In 

this case, a single alternative may impose a veto on zero, one or many other alternatives with 

regard to the 𝑖-th criterion. Since there is a set of 𝑚 alternatives, 𝑚 discordance degrees are 

required for the combination of the 𝑖-th criterion and 𝑗-th alternative. The discordance index 

𝑑𝑖(𝑎𝑗), 𝑖 = 1,… , 𝑛, 𝑗 = 1, …𝑚 is hence substituted with indices 𝑑𝑖(𝑎𝑗, 𝑎𝑘) where 𝑖 = 1,… , 𝑛 

and 𝑗, 𝑘 = 1,… ,𝑚. These indices express the fuzzy opposition to a set of assertions: »The 

alternative 𝑎𝑗 is at least as good as the alternative 𝑎𝑘 according to the criterion 𝑥𝑖.« They 

imply an additional third dimension compared to the case of dichotomic sorting. Three 

dimensions may be dealt with in two ways: (1.) directly by processing the fuzzy veto relation 

in the three-dimensional space, or (2.) by the reduction to a two-dimensional problem with 

the use of an appropriate fuzzy aggregation operator. It is more straightforward to implement 

the latter approach by defining the transformation: 

𝑑𝑖(𝑎𝑗, 𝑎𝑘) → 𝑑𝑖(𝑎𝑗), 

which leads to the basic two-dimensional veto relation with the interpretation: »The criterion 

𝑥𝑗 imposes a veto on the alternative 𝑎𝑗.« The rationale for this interpretation is that weighting 

applies to measuring the influence of criteria instead of the influence of alternatives. For this 

reason, the following questions are relevant to determine the importance of a criterion: 

1. how many alternatives in total are subjected to the 𝑖-th criterion's veto; 

2. how many alternatives are disqualified because of the 𝑖-th criterion's veto according 

to the single 𝑗-th alternative, and with what intensity; 

3. according to how many different alternatives the single 𝑗-th alternative is disqualified 

because of the 𝑖-th criterion's veto, and with what intensity; 

4. how many other criteria impose a veto on the same 𝑗-th alternative. 

As a consequence of the above four rules, a criterion is selectively strong if it dismisses 

many alternatives, if other criteria impose no veto or, at most, a weak veto on the same set of 
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alternatives, and if many alternatives oppose a veto on the same 𝑗-th alternative with regard 

to this criterion. The second and third rule are correlated because of the symmetry: 

𝑎𝑗𝑉𝑖𝑎𝑘 ⇒ ¬(𝑎𝑘𝑉𝑖𝑎𝑗). 

The first rule is dependent on the second and third rule, and the last rule is implemented in 

the dichotomic sorting algorithms for the derivation of selective strengths and dominance 

indices. It follows that the reduction of dimensionality may be simplified based on the fact 

that the criterion 𝑥𝑖 outranks the alternative 𝑎𝑗 by means of other alternatives 𝑎𝑘, for some 

𝑘 = 1,… ,𝑚 and 𝑗 ≠ 𝑘, which implies that the selective strength of 𝑥𝑖 over 𝑎𝑗 is proportional 

to the number of alternatives 𝑎𝑘. Then it is possible to aggregate discordance/veto matrices 

with the fuzzy »or« operator: 

𝑑𝑖(𝑎𝑗) = 𝛾 ⋅ max
𝑘=1..𝑚

𝑑𝑖(𝑎𝑗 , 𝑎𝑘) + (1 − 𝛾) ⋅
∑ 𝑑𝑖(𝑎𝑗 , 𝑎𝑘)𝑘=1..𝑚

𝑚
, 

where 𝛾 = 0.5. The compensation between the maximum and average values overcomes two 

contradictory drawbacks: 

 A criterion with a strong veto according to a single alternative should not necessarily 

outperform another criterion with weaker vetos according to many alternatives. 

 The average of several weak vetos should not necessarily substitute for a strong veto, 

since the higher the degree of discordance is, the more relevant it is. 

To summarize, 𝑑𝑖(𝑎𝑗) expresses a weak veto of the criterion 𝑥𝑖 on the acceptability of the 

alternative 𝑎𝑗. It is reflected through fuzzy discordance degrees of 𝑚− 1 alternatives that 

contradict the preference of 𝑎𝑗 over these 𝑚 − 1 alternatives. As a result, a two-dimensional 

veto matrix is obtained that is identical to the one which is used in the case of dichotomic 

sorting. Two approaches from Section 2 can hence be applied after the transformation of 

veto matrices in order to derive criteria weights. 

 

5. APPLICATION OF VETO IN RELATION WITH THE UTILITY FUNCTION 

 

Sections 2 to 4 refer to decision-making approaches of the so called European school, which 

is founded on the outranking relation [13]. However, the utility theory [17] is often applied 

in practice. In the past, some ideas have been expressed to introduce three key concepts of 

outranking – constructivism, incomparability and veto based (partial) incompensation – into 

the utility theory [16]. One of the first theoretically sound and useful approaches to apply the 

noncompensatory veto effect in the multi-attribute utility function has been designed within 

the scope of our previous research work [5]. It is based on the veto criterion. 

The veto criterion is modelled in accordance with the underlaying concepts of the utility 

theory. The veto function is specified by obeying the formal axiomatized concept of certain 

equivalence, so that criterion-wise values of alternatives are monotonously projected on the 

[0, 1] interval. There are three key distinctions between the »ordinary« criterion and the veto 

criterion. The first has a relative compensatory effect, exhibits positive characteristics that 

should be maximised, and is modelled locally on various hierarchical levels of the criteria 

structure. The latter has an absolute noncompensatory effect, shows negative characteristics 

that should be minimised, and is modelled globally on the highest hierarchical level. 

The operator that aggregates compensatory utilities with noncompensatory discordance 

information multiplies the total utility with the product of inverse veto degrees: 

𝜎(𝑎𝑖) = 𝑢(𝑎𝑖) ⋅∏ (1 − 𝑑𝑗(𝑎𝑖))
𝑗=1..𝑛

. 
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It can be observed that the veto degrees 𝑑𝑗(𝑎𝑖) form the veto matrix 𝑉, as is defined in 

Section 2. The selective strengths and dominance indices based weight derivation methods 

can therefore be directly applied. Further information may be found in the literature [5]. 
 

6 CONCLUSION 
 

The importance of criteria does not need to be specified directly in the form of compensatory 

criteria weights. It can also be indirectly and (semi)automatically inferred from the values of 

other preferential parameters, especially the noncompensatory veto thresholds or functions. 

Such derivation depends on the set of available alternatives. It provides a good insight into 

the modelled decision-making situation, reduces the decision-maker's cognitive load, and is 

applicable for autonomous aggregation-disaggregation algorithms. 

The paper introduced the methodological foundations of weight derivation in the context 

of various decision-making problematics and preference models. Because of limitations in 

the scope, it omitted some aspects that will be presented separately. Hence, the efficiency of 

the proposed weight derivation methods will be discussed in a follow up paper, and some 

practical examples will be additionally provided. 
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Abstract: Analytic hierarchy process is a suitable method for group multi-criteria decision making. 

Individual judgments can be aggregated into interval-valued group judgments as intervals could better 

reflect diversity of decision-makers. Interval-valued judgments can be interpreted as interval 

judgments or as triangular fuzzy numbers. In the paper we propose two new methods for deriving 

weights from interval-valued comparison matrices and apply them to real world case study (Pohorje, 

Slovenia). 
 

Keywords: analytic hierarchy process, group decision making, fuzzy numbers, interval numbers 

 

1 INTRODUCTION 

 

Group decision-making is important in dealing with complex real world problems as diverse 

knowledge, experiences and perspectives could be included with different stakeholders. The 

analytic hierarchy process (AHP) [14] is a widely used method in group multi-criteria 

decision making. AHP is hierarchical approach with hierarchy of goal, criteria and 

alternatives based on pairwise comparisons of decision-makers valued from 1 to 9 on the 

AHP scale. The group judgments are rather presented as interval-valued judgments than as 

scalar-valued as they can better reflect diversity in opinions of individuals. There are two 

possible interpretations of the group interval-valued judgments, expressed as interval 

judgments or as triangular fuzzy numbers (TFNs). In the paper we discuss both possibilities, 

and suggest new approaches for deriving a priority vector from the interval-valued 

comparison matrices. The presented approaches are applied to a decision making problem of 

development of Pohorje, a mountain range in northeastern Slovenia. 

 

2 ANALYTIC HIERARCHY PROCESS 

 

Let  ( ) ,  , 1,..., ,  1,...,k

ij n n
A a i j n k r


    be comparison matrices of pairwise comparisons in 

AHP of r decision-makers comparing n objects and 
( ) ( )1/k k

ji ija a . The priority vectors 

(

1

)) (( ) ,..., )( k

n

k k ww w  can be derived from the comparison matrices by many known methods 

[5, 14, 16]. The consistency of comparisons is measured by the consistency ratio: 

 max,  ,
1

nCI
CR CI

RI n


 




  (1)  

max  denoting the principal eigenvalue of comparison matrix A and RI  denoting the random 

index. According to Saaty [15], 0.1CR   is considered acceptable.  

According to the literature the most common aggregating approach is connected with 

minimal and maximal individual judgments. Let   ,  , 1,...,group group

ijA a i j n   be a 

comparison matrix of the group interval-valued judgments.  

Group judgments 
group

ija  can be interpreted as interval judgments ,group group group

ij ij ijua l    [1, 

19]  
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 where  ( )

1,2,...,
mingroup k

ij ij
k r

l a


   (2) 

   and  ( )

1,2,...,
max .group k

ij ij
k r

u a


   (3) 

or as TFN judgments  , ,group gro group group

i

up

ij jj ji ia m ul [2, 3, 11] 

 where  ( )

1,2,...,
mingroup k

ij ij
k r

l a


   (4) 

        

1/

( )

1

r
r

group k

ij ij

k

m a


 
  
 
   (5) 

    and  ( )

1,2,...,
maxgroup k

ij ij
k r

u a


  . (6) 

Interval comparison matrix  ,group group group

ij ij
nxn

uA l     is reciprocal because  

          ( ) ( ) ( ) ( )

1,2,..., 1,2,...,1,2,..., 1,2,...,
1/ 1/ max 1/ max 1/ 1/ 1/ min min .group k k k k group

ji ji ij ij ij ij
k r k rk r k r

u a a a a l
  

      (7) 

 Similarly 1/ group group

ji ijl u   for , 1,...,i j n .  TFN comparison matrix is reciprocal because  

     , , ,1/ ,1/ , ,1/ 1/ 1/ ,group group group group group group

ji ji ji j

group group group group group

ji ji ji iji i jj iijm u u m m ua l l l a     (8) 

where usual fuzzy arithmetic operations have been applied. 

According to Wang [20] TFN comparison matrix   ,m ,group group group group

ij ij ij
n n

A l u


  is 

acceptably consistent if scalar-valued matrices  mm group

ij n n
A


  and   1/2

glu group group

ij ij
n n

uA l


  

are acceptably consistent. Similarly we define interval comparison matrix 

 ,group group group

ij ij
nxn

uA l     to be acceptably consistent if scalar-valued matrix 

  1/2
glu group group

ij ij
n n

uA l


  is acceptably consistent. 

One of the important questions in such cases and the main concern of our paper is how to 

derive a priority vector from the interval-valued comparison matrix. There are several known 

methods of deriving an interval priority vector from the interval comparison matrix [9, 12, 

18, 19, 21, 22], but ranking of interval weights is not always easy if the weights overlap.  

The extent analysis method [4] with its improved version [8, 17, 23] is the most popular 

method for deriving weights from a triangular fuzzy comparison matrix. Its main drawback is 

that it could produce illogical zero weights [17]. 

To overcome this drawback we propose a new aggregation method that results in scalar-

valued weights. We choose Wang&Chin DEA method [16] as the base for our approach:  

 

0 0

1

1 1

1

max

1,

                 , 1,..., ,

                 0, 1,..., .

n

j j

j

n n

ij j

j i

n

ij j i

j

j

w a x

subject to a x

a x nx i n

x j n



 





 
 

 

 

 



 



  (9) 

Wang&Chin DEA method has already been expanded to the WGMDEA method [7], the 

method for deriving group weights from individual scalar-valued judgments and has already 

been successfully employed in several applications [6, 10, 13]. 
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3 PROPOSED APPROACH FOR DERIVING WEIGHTS FROM INTERVAL-

VALUED COMPARISON MATRIX 

 

First, we propose a new method, called IGMDEA, for deriving weights from interval 

comparison matrix  ,group group group

ij ij
nxn

uA l    : 

 

 

 

 

1/2

0 0 0

1

1/2

1 1

1/2

1

max

1,

                 , 1,..., ,

                 0, 1,..., .

n
group group

j j j

j

n n
group group

ij ij j

j i

n
group group

ij ij j i

j

j

w l u x

subject to l u x

l u x nx i n

x j n



 



 

 
  

 

  

 



 



  (10) 

Second, we propose a new method, called TFNGMDEA, for deriving weights from TFN 

comparison matrix   ,m ,group group group group

ij ij ij
nxn

A l u : 

 

 

 

 

1/3

0 0 0 0

1

1/3

1 1

1/3

1

max

1,

                 , 1,..., ,

                 0, 1,...,

n
group group group

j j j j

j

n n
group group group

ij ij ij j

j i

n
group group group

ij ij ij j i

j

j

w l m u x

subject to l m u x

l m u x nx i n

x j n



 



  

 
   

 

   

 



 



.

  (11) 

In TFNGMDEA method not only lower and upper bounds of TFNs are taken into account but 

also the middle values, which may reflect that TFNs are not necessary symmetrical. 

 

4 EXAMPLE 

 

We apply the presented methods on an example where stakeholders resolve which sector is 

most important for the development of Slovenian mountain range Pohorje. This research was 

already presented in the  doctoral thesis [6]. Twelve stakeholders familiar with Pohorje (three 

experts from each sector) compared four sectors (forestry, agriculture, tourism, nature 

protection) and estimated which is from their point of view most important for the 

development of Pohorje. Their judgments are aggregated into interval comparison matrix 
groupA  applying (2) and (3) 

 

     
     
     
     

1 0.5,8 0.33,3 0.25,3

0.125,2 1 0.2,2 0.2,2

0.33,3 0.5,5 1 0.25,4

0.33,4 0.5,5 0.25,4 1

groupA

 
 
 
 
 
  

  (12) 

and into TFN comparison matrix groupA  applying (4), (5) and (6) 
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     

       

       

       

(1,1,1) 0.5,1,8 0.33,0.94,3 0.25,0.94,3

0.125,1,2 1,1,1 0.2,0.98,2 0.2,0.71,2
.

0.33,1.06,3 0.5,1.02,5 1,1,1 0.25,0.86,4

0.33,1.06,4 0.5,1.41,5 0.25,1.16,4 1,1,1

groupA

 
 
 
 
 
  

  (13) 

Both group comparison matrices are acceptably consistent because of   0.005gluCR A   and 

  0.003mCR A  . Priority weights are derived from groupA  using IGMDEA (10) and from 

groupA  using TFNGMDEA (11). They are presented together with results of WGMDEA 

method [7] and improved extent analysis method for TFN [17]  in Table 1.  
 

Table 1: Weights of four sectors, calculated with different methods 
 

 IGMDEA TFNGMDEA WGMDEA 
Improved extent 

analysis  

Tourism 28.0% 26.8% 24.2% 24.9% 

Forestry 16.3% 18.3% 22.8% 23.7% 

Agriculture 27.3% 26.4% 24.4% 24.9% 

Nature protection 28.4% 28.5% 28.6% 26.6% 

 

The individual results show that the majority of stakeholders slightly favored their sector, but 

the aggregation negated this phenomenon. The group results show that nature protection 

received the highest weight, indicating that stakeholders believe that opinion of experts from 

the sector of nature protection is important, since they strive for maintaining the nature and 

biodiversity of Pohorje. However, weights do not differ much. The second and the third place 

were gained by tourism and agriculture. The smallest weight belongs to the forestry. 

The differences between methods are not high. Forestry received smaller weight with 

methods IGMDEA and TFNDEA. This indicates that the differences between stakeholders 

have been considered to a higher degree. While geometric mean of individual judgments used 

in WGMDEA obliterate the differences between individual judgments, IGMDEA and 

TFNDEA take into account the whole range of individual judgments.  

 

5 CONCLUSIONS 

 

In the paper we presented aggregation of individual judgments in AHP into group interval 

judgments or/and into group TFNs. We proposed two new methods, IGMDEA and 

TFNDEA, for deriving weights from group interval comparison matrix and group TFN 

comparison matrix, respectively. The results obtained in the application of the methods on 

the problem of the development of Pohorje, Slovenia show that methods could be suitable for 

the application. They better take into account the wide range of individual judgments as some 

other methods. The future work should be devoted to the further evaluation of the new 

methods.  
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Abstract: Verification of the consistency of the pair wise comparisons matrix plays a key role in the 

Analytical Hierarchy Process (AHP). This test consists of calculating the consistency ratio CR, which 

depends on the random index RI. A method for determining these values has been described by Saaty. 

Since then, a number of studies have been published which give different values of these coefficients. 

Unfortunately, these values refer to several selected ranges of values and do not take into account the 

other scales, described by Saaty in [7]. Therefore, the need arises to calculate new RI values which 

take into account the needs of AHP users. This paper presents an R script, which allows to solve this 

problem. However, for a large number of decision criteria or variants, this may be a very time-

consuming process. To solve this problem an approximated formula was suggested that facilitates the 

determination of RI. 

 

Keywords: decision making, MCDM, AHP, consistency index, random index 

 

1 INTRODUCTION 

 

In the AHP method described in [8] the creation of a ranking of discrete decision variants 

starts with pairwise comparisons. The consistency of this process is verified by CR, which 

can be described by the relation (1).  
 

 𝐶𝑅 =
𝐶𝐼

𝑅𝐼
 (1) 

 

Here CI is the consistency index, which has been calculated using the formula (2) where m is 

the number of decision criteria or variants compared, and λmax is the largest eigenvalue of the 

pairwise comparisons matrix (PCM) of A.  
 

 𝐶𝐼 =
λmax−𝑚

𝑚−1
 (2) 

 

If the matrix A is consistent, its rank is equal to exactly 1 and it has only one non-zero 

eigenvalue. This value is equal to the sum of diagonal elements of A and it equals exactly m. 

If the matrix A is consistent then both CI and CR are 0. Otherwise, there are additional 

eigenvalues that are complex numbers, and the value of λmax is greater than m. Of course, the 

sum of all the eigenvalues of the matrix A is equal to m, thus CI can be interpreted as 

expressing the degree of non-consistency of pairwise comparisons. This value is dependent 

on the dimension of the matrix A. To obtain a measure that is independent of the size of the 

matrix A, formula (1) includes RI, which reflects the average size of CI for a given m. In [7] 

Saaty describes a method for determining the value of RI. It involves the generation of n 

random matrices A, which all have the same dimensions as the PCM analyzed. Then, for each 

of these matrices, CI is calculated. The value of RI is the arithmetic mean of the calculated 

CI’s. AHP users do not have to compute RI in this way, because these values are given in the 

literature. Unfortunately, since the publication of the work [8] many authors have proposed 

many significantly different variants of the values of RI. An overview of these studies is 

included in [2]. 
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Alonso and Lamata in [2] analyzed the values of RI determined by various authors (among 

them [1], [4], [5] and [6]) and compared nine different versions of RI. Alonso and Lamata 

studied RI’s calculated from samples of 100, 500, 1000, 2500 and 100 000 random matrices. 

They noted that the achieved results do not differ significantly in samples which consist of 

100 000 and 500 000 experiments, respectively. In addition, the paper [2] proposed a 

polynomial expression, which enables the user to determine RI without conducting computer 

simulations. However, for large m, the values of the polynomial may differ significantly from 

the values obtained in computer simulation. It is worth noting that the results obtained in [5] 

by Noble and Sanchez for samples of 500 random matrices are consistent with the values  

For determining the RI, Saaty in [8] determined a sample size of only 100 for m ranging 

from 2 to 11, and the sample size was increased to 500 for m ranging from 12 to 15. In [3] 

Donegan and Dodd noticed that the size of these samples seems too small for a proper 

estimation of confidence intervals for RI. On this basis, they carried out calculations for 

samples of 1000 elements, resulting in a slightly smaller value of RI. Saaty in his review 

paper [7] suggests to increase the number of simulation experiments to 50 000, which seems 

sufficiently large.  

These results have been adopted in this study and it was assumed that the sample size is 

50 000 elements. 

 

2 EVALUATION OF RI 

 

In chapter 4 of [7] Saaty discusses various scales used to build a PCM. Table 1 on page 257 

defines Fundamental Scale of Absolute Numbers [7, p. 257]. The first of these scales is 

commonly used and admits values from 1 to 9 and their reciprocals. The second scale is used 

to compare very similar activities. For such problems, the results of pairwise comparisons 

admit values 1 and 2 only. To further illustrate the diversity of the objects compared, Saaty 

proposes to introduce another scale, which ranges from 1.1 to 1.9 in steps of 0.1, whose 

interpretation coincides with that of the first scale. For the second scale, the corresponding 

values of RI have not been proposed.  

The procedure for determining the RI described in chapter 6 of [7] is as follows. We 

construct n random matrices A. The values of pairwise comparisons on the main diagonal are 

1 while the values above it are selected at random from among all the possible values of the 

scale. In the case of the standard scale there are seventeen such values, forming the set {1/9, 

1/8, 1/7, ..., ½, 1, 2, ..., 9}. If the objects being compared are very similar, the values are 

drawn from the following set of 19 elements: {1/1.9, 1/1.8, 1/1.7, … , 1/1.2, 1/1.1, 1, 1.1, 1.2, 

… ,1.9}. Next, the elements below the main diagonal are calculated as the inverses of the 

corresponding elements above the main diagonal. For such a randomly selected matrix the 

values of CI are calculated from formula (2). The value of RI is calculated as the mean of the 

previously calculated values of CI. It is also possible to determine the standard deviation and 

the limit value RI at a given level of confidence, according to equation (3).  

 

 𝑅𝐼[𝑚] = 𝑚𝑒𝑎𝑛(𝑟𝑖𝑚) − 2.33
𝑠𝑡𝑑(𝑟𝑖𝑚)

√𝑛
 (3) 

 

2.1 A suggested script in R 

 

It is convenient to perform calculations in the statistical package R which was described in 

[9]. This package allows for efficient matrix calculations and is free of charge. The proposed 

script is shown in Listing 1. First, the size of the sample (n = 50 000) and the dimension of 

the matrix A (m = 15) are specified, and the number k of elements located above the main 
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diagonal is determined. The vector scores contains all the values of the scale used to compare 

the objects. Then the individual samples are drawn; they will serve to create further samples 

of A. The function runif generates random variables with uniform distributions. In the loops 

the consecutive values of CI are generated and stored in the vector ci.sampl. At the end, the 

mean and the standard deviation of ci.sample are determined. Based on this statistics the 

value of RI can be determined. Listing 1 contains a procedure which allows to determine RI 

for a standard 1-to-9 scale. 

 

 
 

Listing 1: The determination of statistics for the standard 1-to-9 scale  

 

In the case of another scale, with values from 1.1 to 1.9, the vector scores and the method of 

generating the matrix samples should be modified. The necessary modifications of Listing 1 

are shown in Listing 2. 

 

 
 

Listing 2: The modification which allows the determination of statistics for the 1.1-to-1.9 scale 

 

2.2 An approximate formula for RI 

 

Analyzing the results of the calculations contained in Table 1 and the graphs of RI published 

in [7] and [2] it can be seen that the relevant points are arranged along a curve resembling a 

logarithmic function. It turns out that a good approximation of the values of RI published in 

[7] can be obtained from equation (4). In this expression k is the number of elements of the 

scores  <- c(1/seq(1.9, 1, by=-0.1), seq(1.1, 1.9, by=0.1)) 

samples <- matrix(scores[round(runif(n*k,max=18))+1],n,k) 

 

n        <- 50000 

m        <- 15 

k        <- m*(m-1)/2 

ci.sampl <- matrix(nrow=n) 

scores   <- c(1/9:1, 2:9) 

samples  <- matrix(scores[round(runif(n*k,max=16))+1],n,k) 

 

for (p in 1:n) { 

  a <- diag(m) 

  l <- 1 

  for(i in 1:(m-1)) for(j in (i+1):m){ 

    a[i,j] <- samples[p,l] 

    a[j,i] <- 1/samples[p,l] 

    l      <- l+1 

  } 

 

  b           <- a %*% diag(1/apply(a,2,sum)) 

  w           <- apply(b,1,mean) 

  lambda      <- mean(a %*% w /w) 

  ci.sampl[p] <- (lambda-m)/(m-1) 

} 

 

mean(ci.sampl) 

sd(ci.sampl) 

mean(ci.sampl)-2.33*sd(ci.sampl)/sqrt(n) 
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matrix A below the main diagonal and m is the size of the array. The values obtained from 

expression (4) are shown in Table 1, in the row marked as Approx. 

 

 𝑅𝐼[𝑚] =
log(𝑘)

log⁡(𝑚+3)
 (4) 

 

3 THE MAIN RESULTS 

 

Using the script described in the previous section we can determine RI for m in the range 

from 3 to 15 and for m equal to exactly 30. The calculations were made for the standard 1-9 

scale and for the 1.1-1.9 scale. In both cases, the sample size is 50 000. The calculation 

results are provided in Tables 1 and Table 2 and illustrated in Figure 1. The sample size is 

large enough so that the mean value of CI and the expression (3) do not differ. In the course 

of the experiments, consistent pairwise comparison matrices occur only for small values of 

m. For larger values of m the values of CI indicate a lack of consistency of the matrix drawn. 

 

3.1 Results for the standard scale 

 

Table 1 contains the following rows: 

- m  – size of PCM, 

- Saaty – values of RI given in [7], 

- Approx –values of RI determined from the relation (4), 

- mean(rim) – average values in ci.sampl, 

- sd(rim)  – standard deviation  components of the vector ci.sampl, 

- RI[m] – limits determined from formula (3) and 

- DD – values published by Donegan and Dodd in [3]. 

 
Table 1: The values of RI obtained for the standard 1-to-9 scale  

 

m 3 4 5 6 7 8 9 10 11 12 13 14 15 30 

Saaty 0.52 0.89 1.11 1.25 1.35 1.40 1.45 1.49 1.52 1.54 1.56 1.58 1.59 - 

Approx 0.61 0.92 1.11 1.23 1.32 1.39 1.44 1.48 1.52 1.55 1.57 1.59 1.61 1.74 

mean(rim) 0.51 0.86 1.07 1.20 1.28 1.34 1.38 1.41 1.43 1.45 1.47 1.48 1.49 1.57 

std(rim) 0.67 0.61 0.50 0.40 0.33 0.27 0.23 0.20 0.18 0.16 0.14 0.13 0.12 0.06 

RI[m] 0.51 0.85 1.06 1.20 1.28 1.34 1.38 1.41 1.43 1.45 1.47 1.48 1.49 1.57 

DD 0.49 0.80 1.06 1.18 1.25 1.32 1.37 1.41 1.42 1.45 1.46 1.48 1.50 1.58 

 

The results of the procedure described in Listing 1 (see Table 1 and Fig. 1) are very similar to 

those given by Donegan and Dodd in [3] and Noble and Sanchez in [5]. It is worth noting 

that in [3] the sample size is smaller and is equal to only 100 for m < 12.  
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Figure 1: The values of RI obtained for the standard 1-to-9 scale  

 

3.2 Results for the scale of 1.1 to 1.9 

 

Table 2 contains the following rows of values, whose meaning is discussed in section 2. 

 
Table 2: The values of RI obtained for the 1.1-to-1.9 scale  

 

M 3 4 5 6 7 8 9 10 11 12 13 14 15 330 

mean(rim) 0.027 0.041 0.050 0.055 0.059 0.062 0.064 0.066 0.067 0.069 0.070 0.071 0.071 0.077 

std(rim) 0.034 0.028 0.022 0.018 0.016 0.014 0.012 0.011 0.010 0.009 0.008 0.007 0.007 0.003 

RI[m] 0.027 0.041 0.049 0.055 0.059 0.062 0.064 0.066 0.067 0.069 0.070 0.071 0.071 0.077 

 

It is worth noting that for m > 11 the increment of RI is already very slow and reaches its 

saturation value of around 0.07.  

 

4 CONCLUSIONS 

 

This paper contains R scripts which can be used for two different scales. For the standard 

scale the results achieved are similar to those obtained in [3] and [5]. Furthermore, the 

authors of publications on AHP most often included only a dozen or so values of RI. This 

may constitute an obstacle to more complex problems. The proposed R scripts allow to 

exceed this limit and to determine the necessary value of RI. Moreover, the construction of 

the scripts allows to determine RI for those problems in which non-standard scales occur. 

The results of calculations for a sample assessment scale ranging from 1.1 to 1.9 are given in 

section 3.2. 

The proposed form of the approximated formula (4) used to determine RI for the standard 

1-to-9 scale coincides with the value of RI published in the paper [7]. The proposed formula 

makes it possible to estimate RI for larger problems where it is necessary to compare more 
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than a dozen elements. In contrast to other proposals based on polynomial functions, the use 

of a logarithmic function in (4) results in a much slower increase of the estimates of RI for 

large values of m. 
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Abstract: This paper considers that most actual models for Multicriteria Decision Making (MCDM) 

for projects selection present two common drawbacks: Use of subjective considerations that make 

unlikely for a problem to get a matching result when different models are used to solve it.In addition, 

it is believed that many relaxing assumptions are made in trying to replicate actual scenarios, not only 

by simplifying them but also by not taking into account existing conditions. The model presented here 

addresses these two issues. 
 

Keywords: Linear Programming, SIMUS, Subjectivity, ERM matrix, PDM matrix, Ranking. 

 

1 INTRODUCTION  

 

Decision-Making practice supported by mathematical help has been around for some time 

now, and different mathematical models grounded on diverse postulates have been developed 

addressing this issue. They have been devised by authors such as (Dantzig, 1948) [SIMPLEX 

algorithm][2]based on Linear Programming (LP); (Roy,1968) [ELECTRE 

method][8][9]based on outranking; (Brans and Vincke (1985) [PROMETHEE method][1] 

based on outranking; (Saaty,1980) [AHP method][9] based on personal preferences; 

(Saaty,1996) [ANP method][10] based on personal preferences; (Hwang and Yoon, 1981) 

[TOPSIS method][4] based on distances. In most of them different degrees of subjectivity are 

present which produces dissimilar results when solving a problem. In addition, poor modelling 

is also present. 

1.1 Subjectivity.  

Given a problem, all of the above mentioned methods reach compromise solutions, 

although with different results, regarding project selection and rankings. Since all of them use 

sound mathematical procedures, why different models produce different solutions? Because 

subjectivity, related to assigning weights, establishing preferences, thresholds acceptance for 

outranking, unsupported assumptions, distances selection, etc. 

Naturally, decision-making is per se a subjective activity depending on the analysis, 

experience and knowledge of the Decision-Maker (DM), and because the amount and 

complexity of interrelations, he must be assisted by MCDM tools. Obviously, nobody can 

blindly rely on what a mathematical model shows, or take it as the true and irrefutable best 

solution; these models are only tools to process data and to help and support the DM. However, 

results are based on data, own ideas and experience, supplied by the DM, who of course, is 

not infallible when using his judgement. Nevertheless, he applies these models to get results 

obtained by using his own objective and subjective inputs, which may be biased, or influenced 

by external factors, or simply incorrect because uncertainty. Data reliability, results 

examination, analysis and decisions pertain to the DM,while processing is left to a model. 

Consequently, results in some extent depend on the person doing the analysis and this explains 

the different results. It appears that the only way to get homogenous results, it does not matter 

the method used, is avoiding subjectivity, and this is the aim of this paper. 
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1.2 Modelling 

 In addition, all models are crude approximations to reality, as they are very basic in their 

formulation by ignoring important aspects of each scenario; therefore, the mathematical model 

usually does not accurately represent reality, and then results are debatable.The model 

proposed here tries to improve modelling by using useful characteristics from LP. 

 

2 THE MODEL FOUNDATION AND HOW IT WORKS 

 

‘SIMUS’ (Munier, 2011a,b),[6][7] is the name of the model introduced in this paper; it is an 

acronym for ‘Sequential Interactive Model for Urban Systems’, addressing the two issues 

above mentioned, that is subjectivity and poor modelling. 

SIMUS is a hybrid MCDM method designed to select and rank projects or alternatives 

based on both Linear Programming (LP) and Outranking. It is grounded on the fact that 

objective functions (which are our goals), and criteria (namely a set of conditions to evaluate 

projects), have the same mathematical structure, and thus they are interchangeable.  

Modelling starts by building a standard ‘Decision matrix’ in Excel (Table 1), that is, a table 

with a set of projects to be evaluated in columns, a set of criteria or targets responsible for this 

evaluation in rows,and cardinal values at their intersections or cells, denoting the contribution 

of each project with respect to each criterion. The DM must decide which criteria will be used 

as objective functions and identify them as ‘Targets’ (Table 2). SIMUS works by selecting the 

first target, extracting and deleting it from the decision matrix, and applying said target as the 

objective function of a linear programming problem. Then, data is processed by 

‘Solver’(Frontline Systems), an Excel add-in, which operates according to the Simplex 

algorithm. The process produces (it exists) an optimal solution that turns up as a score for each 

project. This set of scores is saved in the first row of a new matrix called ‘Efficient Results 

Matrix’ (ERM) (Table 2), and then the target previously chosen is returned to the decision 

matrix. 
Table 1:Typical Decision Matrix 

 

 

 

 

 

Then, the following target is extracted and follows the same procedure, saving the result as a 

second row of the ERM. This sequence is repeated until all targets have been tested as 

objective functions. The resulting ERM is a ‘Pareto Efficient Matrix,composed by a set values 

or scores that cannot be improved, because they are optimal values. 

 
Table 2:Construction of the Efficient Results Matrix (ERM) 

 

 

 

 

 

 

 
* ‘Criteria’ and ‘Targets’ are the same. ‘Criteria’ is a generic name and all of them used to evaluate a set of projects. 

However, if the DM selects some criteria (or them all), to be also used as objectives, they are called ‘Targets’. 

 

 Projects 

Criteria A B C 

Criterion 1 42.4 39.8 42.0 

Criterion 2 0.23 0.15 0.18 

Criterion 3 801 726 582 

 Projects 

Criteria* A B C 

Target 1 0.23 ----- 0.56 

Target 2 0.21 1.23 0.15 

Target 3 --- 1 --- 
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The ERM is then normalized (Table 3), and used as a source of reliable data. From it, the 

model follows two different procedures or modes that will produce two different results. It is 

equivalent of treating the decision matrix of a problem by two different methods. 

According to the first procedure (ERM mode), the model examines column-wise the 

normalized ERM. 

a) It sums-up the values or scores within each project column (SC) along all 

criteria,which constitutes a partial measure of importance for each project.  

b) Computes the number of times each project in its column has scores or contributions 

along all criteria, and finds the ratio of this contribution regarding the total number of 

criteria considered. This is the ‘Performance Factor’(PF), and it is required because it 

could be that a project participates with a very high score in one criterion and with ‘0’ 

in others, and then being selected because it has a high (SC), while there could be other 

projects that participate in many criteria although with smaller values, and thus 

yielding a smaller (SC). Once computed the (PF) is normalized (NPF). 

c) The model multiplies (SC) by the normalized (NPF) and delivers the final score for 

each project.  

d) These final figures (when > 0) not only identify selected projects from the original set, 

but also rank them according to their decreasing values. 
 

Table 3: Normalized ERM and results according to the ERM mode 
 

 Projects 

Criteria A B C 

Target 1 0.29 ----- 0.71 

Target 2 0.13 0.77 0.09 

Target 3 --- 1 --- 
 

                                           SC               0.42             1.77               0.80 

                                           PF                 2/3              2/3                 2/3 

               Scores (SC) x(NPF)               0.28             1.17                0.53 

 

Thus, the ranking, using the ERM mode is:     Project B – Project C – Project A 

According to the second procedure (PDM mode), the model also starts from the normalized 

ERM (Table 2) and analyzes it row-wise. It works as follows: 

a) The model builds a new square matrix called ‘Project Dominance Matrix’ (PDM) 

(Table 4) composed by projects in columns and rows. 

b) Examining the first row of the normalized ERM (Table 3), finds the highest score on 

that row (Target 1) and identifies the project it belongs to (in this example, C, with 

0.71). 

c) Find the differences between this score and each score on the same row corresponding 

to the other projects; that is, C with A and B, and after that, A and B. 

Project C – Project A = 0.71–0.29 = 0.42 

Project C – Project B = 0.71–0      = 0.71 

On this same row Project A outranks Project B, then 

Project A – Project B = 0.29-0       = 0.29 

d) In PDM enters the two first difference values on the row corresponding to project ‘C’, 

and at the intersections with the columns pertaining to projects ‘A’ and ‘B’ respectively 

as shown in Table 4. 

The third difference value is placed on PDM on row A and at the intersection with 

column B. 
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e) The model then analyzes row two of the normalized ERM and follows the same 

procedure. 

f) The model then analyzes row three of the normalized ERM and follows the same 

procedure. Notice that ‘1s’ are added on row B to the cells for projects A and C, 

because the differences are unitary when analyzing target 3.  
 

Table 4: Project Dominance Matrix (PDM) and result according to the PDM mode 

 

Next step is the summation of values on each row. The result indicates the dominance of the 

project corresponding to each row. Thus, project A has a dominance value of 0.33. 

Next step is the summation of values on each column. The result indicates the 

subordination of the project corresponding to each column. Thus project A, has a subordinate 

value of 2.06.The net difference between dominant and subordinate values for a same project 

gives its importance. In this case, Project B is a clear winner, followed by Project C and Project 

A. 

Thus, the ranking using the PDM mode: Project B - Project C - Project A 

Observe that the two procedures (ERM mode and PDM mode), deliver the same ranking.  

In a more elaborate scenario with say 17 projects, probably there will be as a result a subset 

of selected projects with values >0, and a subset of unselected projects with values = 0. In this 

case both ERM and PDM modes will identify the same selected and unselected projects and 

in addition the same rankings for those selected.  

 

3 SIMUS FEATURES TO IMPROVE ACCURACY AND MODELLING  
 

It is detailed here a list of the model features - that this author believes are not present in other 

methods - to generate results that are subjectivity free, and that in some extent reflect more 

precisely real life situations and circumstances, and in so doing helping the DM. 

 

3.1 Regarding subjectivity 
 

It has been stressed at the beginning of this paper that subjectivity is the culprit for which 

different methods, even when based on mathematical procedures do not coincide in their 

results when analyzing a problem. Subjectivity is a product of uncertainties and materializes 

in different ways according to the methods, such as establishing weights for criteria, using 

personal preferences, establishing thresholds to determine when a project outranks another, 

selecting a certain distance scheme to reach a solution, etc. LP does not need any of these 

subjective estimates, except in the selection of the number of criteria and their definitions (that 

is the decision matrix), which is a common ground to all methods. Consequently,it is believed 

that LP possesses a definitive advantage, as well as some drawbacks in other aspects, for 

instance, in working only with one objective function, which is not realistic in many cases. 

SIMUS, which is heavily based in LP, takes advantage of LP properties regarding absence of 

subjectivity and tries to overcome the drawbacks. 

 Subordinate Projects    

Dominant 

Projects 
A B C 

Sum of 

rows 
Net difference  

A  0.29 0.04 0.33 0.33-2.06  =  -1.73 Third 

B 0.64+1  0.68+1 3.32 3.32-1       =     2.32 First 

C 0.42 0.71  1.13 1.13-1.72  =   -0.59 Second 

Sum of 

columns 
2.06 1 1.72 
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3.2 Regarding reliability 
 

Probably the most important feature in this model is that for each problem it simultaneously 

delivers two solutions. This is a unique and very important attribute amongst MCDM models, 

because considering that if two different procedures deliver the same set of selected projects 

and the same ranking, it means a large probability that the ‘right’ result has been achieved. It 

is equivalent to treat a problem with two different methods and reaching the same outcome. 

Naturally, this does not guaranty that the method reaches the optimal solution, even if it exists, 

but obviously offers an additional dimension for acceptance when compared with other 

methods. 

3.3 Approximation to reality 
 

The model acknowledges the fact that everything in our world is limited or restricted in some 

way or the other, be it funds, man-hours, level of contamination, public acceptance, annual 

budgets, etc., which in most systems are ignored. In this model these limitations are taken into 

account by establishing limits or thresholds for each criterion, but which are not arbitrary, 

because they depend on economical, technical, social and environmental conditions that will 

be affected by a project. These limits can be physical and known quantities such as available 

funds, storage capacity, allowable contamination levels, maximum amount of energy to be 

generated, etc., and corresponding to quantitative criteria. However, normally there are also 

qualitative criteria such as for instance ‘Maximize Disposable Income’, or ‘Minimize Poverty’, 

which do not posses limits, as they are just ‘wishes’ or goals; however, the method generates 

limits ased on the extreme values of the respective cardinals. Therefore, the model is capable 

of representing reality more faithfully than other methods. 

3.4 DM participation 
 

The method allows - and in fact demands - strong DM participation, but not related with 

subjective figures or personal preferences, conditions, or assumptions, unless data come from 

experts. His duties are associated to the construction of the decision matrix and keeping an eye 

when examining every partial result and its significance related to selected projects. As a 

matter of fact, this characteristic allows for solving problems in Group Decision-Making, 

where the DM participates jointly with his/her staff, proposing amendments and 

modifications, and most important examining and quantifying these outcomes, which allow 

for accepting or rejecting changes proposed by any member of the team. 

3.5 Projects discrimination 
 

In a portfolio of projects, it usually occurs that two or more projects show the same or very 

close scores. If this happens, a model is not helping in project selection because it does not 

discriminate, and then putting the DM in a difficult situation leaving him at square one. SIMUS 

has various procedures to break these ties. This author is not aware that this discriminatory 

power exists in other methods. 

3.6 Projects dependency 
 

In many situations in which there are several projects, a condition or restriction may exist 

establishing that if project B is selected, then project D, must also be selected because they are 

complementary. The same happens when for whatever reasons a project H can only be started 

when project J is finished, that is, there is a functional or construction dependency between 

projects that must be honoured. These aspects are easily managed by SIMUS. Again, this 

author is not aware that this consideration of dependencies exists in other methods. 

Considering these comments there is no doubts that SIMUS has the ability of modelling 

more faithfully actual scenarios than most popular MCDM methods. 
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4 TESTING 
 

The model has been tested in about 75 different large and small projects involving many 

different activities such as large Hydroelectric projects (Argentina and Nepal), Non-

conventional sources of energy (Canada), Manufacturing and Risk (Spain), Urban highways 

(Argentina), Urban planning (various cities in the Americas and Europe), City rehabilitation 

(Spain, Mexico and Palestine), City Planning (China), Environmental indicators (Canada), 

Social housing development (Ghana, World Bank), Doctoral Thesis (Spain and Cuba), 

Location analysis (Italy), Airport expansion (The Netherlands), Land use (Taiwan), Recycling 

policies (Canada), SWOT analysis and Business Administration (Valencia Polytechnic 

University, Spain), as well as teaching examples on People selection, Crops planning,  

Broadband options, etc. SIMUS software in β version (Lliso, 2014)[5]is in the Web and freely 

available. 

 

5 CONCLUSION 
 

This paper proposes and explains a new method called SIMUS for MCDM, which addresses 

two main observable aspects, namely subjectivity, which provokes different results according 

to the method and the person doing the analysis, and lack of a proper modelling of an actual 

scenario to represent it more faithfully. For the first aspect the proposed model is explained 

stressing the fact that it does not need any subjective consideration. It also demonstrates step 

by step how SIMUS generates more accurate results, based in the concordance of two different 

procedures.  The paper comments the different advantages of the proposed method  to 

represent reality more accurately, by supporting scenarios where facts such as project 

discrimination is needed, project dependency considered, limited resources included, and 

group participation admitted. Due to page limit it was not possible to illustrate each one of 

these advantages, which will be the matter of another paper. Section 4 provides information 

about the different types of projects the different fields where the model has been applied. 
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Abstract: In this paper we propose a new linearization approach for solving multi objective linear 

fractional programming problems by using goal programming methods. The applicability of the 

proposed methodology has been tested on the example of financial structure optimization of a 

company. The obtained results show the advantages of the proposed methodology compared to the 

existing methods. The proposed methodology is simple for both the analyst and the decision maker. 

Determining objective function weights by the decision maker, the obtained solutions reflect the 

decision maker's preferences. 
 

Keywords: Multi objective linear fractional programming; goal programming; financial structure 

optimization. 

 

1 INTRODUCTION 
 

If the economic problem goals are expressed as the ratio of two economic magnitudes, and if 

the parameters and variables in the model are linear, then the optimization of economic 

problems requires multi objective linear fractional programming (MOLFP).  

The problem of linear fractional programming with one objective function was extensively 

researched and efficient methods were developed for solving such problems ([3], [5]). 

However, in MOLFP problems determining efficient (Pareto optimal) solutions is 

technically demanding. Solving multi objective linear fractional programming models is 

limited to a small number of multi objective programming methods which are not efficient 

enough either from the viewpoint of the analyst or the decision maker ([1], [2], [6], [7]).  

A special problem arises in the application of goal programming methods as by adding the 

deviation variables d   and d   to the fractional linear functions to form the constraints of the 

goal programming model, nonlinear constraints are obtained which cause problems in model 

solving. Several methods have been developed that use goal programming to solve multi 

objective fractional linear programming model ([4], [8], [9]), but there are few studies in 

which these methods are applied and tested in solving real economic problems ([7], [9]). 

In this paper a new goal programming approach based on the linearization of linear 

fractional objective functions for solving multi objective fractional programming problems 

has been proposed. In the proposed method the decision maker is only asked to provide the 

information on the relative importance and the aspired value of the objective functions. The 

proposed method has been tested on the example of financial structure optimization of a 

company. 

 

  

265



2 GOAL PROGRAMMING METHODOLOGY FOR SOLVING MOLFP 

PROBLEMS 
 

2.1. MOLFP model 
 

A MOFLP model can be written as ([8]) 

 1 2max , ,..., K
x S

f f f


,      ,S Ax b       (1) 

where fk = 
0 0

1 1

/ ,
n n

k k

jk j jk j

j j

c x c d x d
 

   
    

   
   k = 1, 2, ..., K, are linear fractional functions, A 

is a m x n matrix, x is a n – dimensional nonnegative variable vector, b is a m – dimensional 

constraint vector. 

To solve the model (1) by the goal programming methods the linear fractional objective 

functions have to be linearized. Many different methods of the linearization of objective 

functions have been proposed ([9], [10]). 
 

2.2. The proposed goal programming model 
 

To solve the model (1) by the goal programming method we need to linearize the objective 

functions. Let 

 min ( ), max ( ), 1,2,..., .k k k k
x S x S

m f x M f x k K
 

     

We have 

 ( ) 0 ( ) .k k k k k k km f x M f x m M m         

If we divide these inequalities by 0k kM m  , we obtain 

 
( )

0 1 .k k

k k

f x m

M m


 


  

Thus, if we define 

 

( )

( ) ( ) ( )( )
( ) , 1,2,..., ,

( ) ( )

k
k

k k k k kk
k

k k k k k k k

c x
m

f x m c x m d xd x
f x k K

M m M m M m d x


 

   
  

  (2) 

then we have 

 0 ( ) 1, min ( ) 0, max ( ) 1,k k k
x S x S

f x f x f x
 

      (3) 

where the optimal points for min and max for ( )kf x  are the same as those for ( )kf x . In this 

way we have normalized the objective functions in the sense that the functions 

 : ,k k kf S m M  with different sets of values are transformed into the functions 

 : 0,1kf S   with the same set of values. Generally speaking we have done an affine 

transformation of the given objective functions, 

1
( ) ( ) ( ) ( ) , 1,2,..., .k

k k k k

k k k k

m
f x f x f x f x k K

M m M m
      

 
 

The same is true for inverse transformation, 

 ( ) ( ) ( ) ( ) ( ) , 1,2,..., .k k k k k k kf x f x f x M m f x m k K          
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Now we can transform the initial problem into the problem  

  1 2max ( ), ( ), ..., ( ) .K
x S

f x f x f x


  (4) 

Let  

 
( )

( ) , 1,2,..., .
( )

k
k

k

c x
f x k K

d x
    

By this definition, ( )kc x  and ( )kd x  are not uniquely defined. Using (2) we have 

  ( ) ( ) ( ) , ( ) ( ) ( ), 0.k k k k k k k kc x c x m d x d x M m d x         

Let  

  sgn ( ) , 1,2,..., .k k
x S

d x k K


    

Note that 
k  is well defined because we have assumed that ( )kd x  has a constant sign on S. 

In the above expressions we take such   for which sgn( ) k  , or equivalently k   , 

holds. This yields ( ) 0kd x   and, using (2), ( ) ( ) 0k kd x c x  . Let 

   ( ) ( ) ( ) ( ) ( ) ( ) ( ) , 1,2,..., .k k k k k k k k k kz x d x c x M d x c x M d x c x k K           

Obviously ( )kz x  is linear function and we have ( ) 0,kz x x S   and also min ( ) 0k
x S

z x


 . 

Now, we normalize ( )kz x  by dividing it by its maximal value on the set S . Thus, we define 

 
( )

( ) .
max ( )

k
k

k
y S

z x
z x

z y


   

Since   

    max ( ) max ( ) ( ) max ( ) ( ) ,k k k k k k k k
y S y S y S

z y M d y c y M d y c y  
  

      

we have  

 
 

 
( ) ( )

( ) , max ( ) ( ) , 1,2,..., ,k k k k

k k k k k k
y S

k

M d x c x
z x N M d y c y k K

N







      (5) 

which is now uniquely defined (it does not depend on   any more). Note also that 

 ( ) ( ) ( ) ( )k k k k k k kM d x c x M d x c x    . By this construction we obtain 

 0 ( ) 1, min ( ) 0, max ( ) 1, 1,2,..., ,k k k
x S x S

z x z x z x k K
 

       (6) 

where minimum is attained in the same point(s) where ( )kf x  and ( )kf x  achieve maximum. 

Now, we state the MOLFPP (4) in the following linear form, 

  1 2min ( ), ( ), ..., ( ) .K
x S

z x z x z x


  (7) 

The problems (4) and (7) are equivalent in the sense that for each 1,2,...,k K  we have  

 
( ) ( ) ( )max ( ) ( ) max ( ) ( ) 1 min ( ) ( ) 0.i i i

k k k k k k
x Sx S x S

f x f x f x f x z x z x
 

         

Now we can form the following goal programming model: 

'
min
x S

 gk( k kw d  , k kw d  ), 
_

' ; ,kk k kS z d d z Ax b  
     
 

 k = 1, …, K (8) 
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where kz  is decision maker’s aspired value of kth objective function. In the model (8) both 

the objective function and the constraints are linear. This model can be solved by using the 

following linear programming model ([11]): 

 
( , ) ''
min ,
x S




  
_

'' ; ; ,kk k k k k kS w d d z d d z Ax b     
       
 

 k = 1, ..., K (9) 

 

3. PRACTICAL EXAMPLE: FINANCIAL STRUCTURE OPTIMIZATION 
 

3.1. MOLFP model 
 

The data for the problem are taken from [10]. Based on the data the following model is 

formed: 

 

 

1 2 3 4

1 3 4 6
1 1 3 2 3 4 5 6 3 1 2 4 6

3 5 6 1 2

6

1 2 3 4 5 6 1 2 3 4 5 6 1 2

1 2 3 4 3 4

max , , , ,

60
where ( , ) , ( , , , ) , ( , ) , ( ) ,

60

, , , , , : , , , , , 0,150 250, 300,

350, 75 300, 100 300, 250,

x S
f f f f

x x x x
f x x f x x x x f x x f x

x x x x x

x x x x x x R x x x x x x x x

S x x x x x x



  
   

 

    

        

5 6 1 2 3 4 5 675 125, 100 140, .x x x x x x x x

 
 
 
         
 

    (10) 

Note that minimization of current and debt ratio is turned into maximization by changing the 

sign in 
1f  and 

2f .  
 

3.2. MOLFP model solving 
 

The extreme values 
im  and 

iM  of the model (10) are given in Table 1. 
 

Table 1. Marginal solutions 
 

 

Extremes 
im  and 

iM  
1 2 3 4 5 6( , , , , , , )ix x x x x x f  

1m  (250, 300, 75, 210, 125, 140, 10 / 3)  

1M  (150, 300, 175, 100, 75, 100, 6 / 7)  

2m  (250, 300, 275, 100,75, 100, 15 / 7)  

2M  (250, 265, 150, 100, 125, 140, 50 / 53)  

3m  (250, 300, 75, 210, 125, 140, 6 / 55)  

3M  (250, 175, 75, 175, 75, 100, 12 / 85)  

4m  (250, 300, 75, 300, 75, 100, 5 / 3)  

4M  (250, 300, 75, 260, 75, 140, 7 / 3)  

 

The normalization is done by using (5) and the data from Table 1. Now we have 

 

 

 

 

1 3
1 1 1 1 3 1

3 4 5 6
2 2 2 2 5 6 3 4

1 2
3 3 3 3 1 2

4 4 4 4

7 66
( ) ( ) ( 1) ( ) ,

7 7

53 53 50 5050
( ) ( ) ( 1) ( ) ( ) ,

53 53

12 12 510012
( ) ( ) ( 1) ( ) 60 ,

85 85

7
( ) ( ) ( 1) 60

3

x x
M d x c x x x

x x x x
M d x c x x x x x

x x
M d x c x x x

M d x c x









 
       

 

   
         

 

  
      

 

    6 6140 ,x x
 

   
 
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and 
1 2 3 41300 / 7, 11125 / 53, 1500 / 85, 40N N N N    ,   

1 3 3 4 5 6 1 2 6
1 2 3 4

7 6 53 53 50 50 425 140
, , , .

1300 11125 125 40

x x x x x x x x x
z z z z

      
     

The problem (8) is given in the form: 

 

 1 1 1 2 2 2 3 3 3 4 1 1
( , , ) '

1 3
1 2 3 4 5 6 1 1

3 4 5 6 1 2
2 2 3 3

6
4

min ( ); ( ); ( ); ( ) , 1,2,3,4

7 6
( , , , , , ) , 1.05,

1300

53 53 50 50 425
' 1.1,

11125 125

140
1.08,

40

k kx d d S
w d d w d d w d d w d d k

x x
x x x x x x x S d d

x x x x x x
S d d d d

x
d

 

       



 

   

    


    

    
      


 4

.

1.1 , 0, 1,2,3,4.k kd d d k   

 
 
 
 
 
 
 

    
 

  (11) 

The model (11) is transformed to the following linear programming model: 

 
( , , , ) ''

                             min

'' ( , , ) ', 0, ( ), 1,2,3,4 .

k kx d d S

k k k k kS x d d S w d d k




 

  

        
    (12) 

The aspired value of the objective functions (1.05; 1.1; 1.08; 1.1) is obtained from the 

decision maker. For different values for wk, k = 1, 2, 3, 4, the following solutions have been 

obtained:  
 

Table 3. Goal programming solutions 
 

GP solution Variable values f1 f2 f3 f4 

Model (12) w1 = 

w2 = w3 = w4 = 

0.25 

x1 = 153.19 x2 = 271.82 

1.0213 1.4286 0.1412 1.6667 x3 = 150.00  x4 = 100.00  

x5 = 75.00  x6 = 100.00 

Model (12) w1 = 

0.4, w2 = 0.3, w3 

= 0.2, w4 = 0.1 

x1 = 150.00 x2 = 300.00 

1.0000 1.2500 0.1333 2.0833 x3 = 150.00 x4 = 100.00 

x5= 75.00 x6 = 125 

Model (12) w1 = 

0.1, w2 = 0.2, w3 

= 0.3, w4 = 0.4 

x1 = 219.17 x2 = 205.83 

1.4611 1.4286 0.1412 1.6667 x3 = 150.00 x4 = 100.00 

x5 = 75.00 x6 = 100.00 

Model (12) w1 = 

0.1, w2 = 0.3, w3 

= 0.4, w4 = 0.2 

x1 = 166.85 x2 = 300.00 

0.8742 1.6614 0.1285 1.6667 x3 = 190.85 x4 = 100.00 

x5 = 75.00 x6 = 100.00 

 

The application of the proposed model to solve financial structure optimization problem 

gives different solutions for different values of the objective function weights. In doing so 

greater weight of the objective function gives greater value to the objective function, and vice 

versa (see the Table 3). Therefore the obtained solutions express the decision maker’s 

preferences. The decision maker can give information of the objective function weights as 

well as information on the preferred value of the objective functions.  
 

Conclusion 
 

This paper proposes the methodology of linearization of linear fractional objective functions 

in order to solve MOLFP problem by goal programming methods. The proposed 

methodology has been tested on the problem of optimization of a company’s financial 

structure using the weighted sum deviations approach of the goal programming method.  
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The obtained results reveal the possibility of an efficient application of the proposed 

methodology in solving the given problem. 

There are many advantages of the proposed methodology compared to the existing 

methods: 

 The methodology is simple for both the analyst and the decision maker. 

 The decision maker can determine objective function weights, and thereby the 

obtained solutions reflect the decision maker's preferences.  

 This method allows the analyst to form a set of efficient solutions by varying the 

objective function weights, from which the decision maker can choose the preferred 

one. 

For the next research we propose using the proposed linearization technique in solving 

practical multi objective linear fractional programming problems by different multi objective 

programming methods to test their efficiency. 
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Abstract: Analytical solution for the log-likelihood function maximization using first and second 

derivatives is too complex within GARCH type models. This paper examines NR, BHHH, BFGS and 

DFP as commonly used numerical algorithms. As solutions of different algorithms are sensitive to the 

initial values and convergence criteria, the contribution of this paper is to determine which algorithm 

gives the most stable estimates of the GARCH(1,1) parameters with application to time series of daily 

returns from Zagreb Stock Exchange. This paper reveals advantages and disadvantages of different 

iteration procedures according to the approximation of the Hessian matrix. 
 

Keywords: GARCH(1,1), maximum likelihood estimation, Newton-Raphson, BHHH, BFGS, DFP.  

 

1 INTRODUCTION 

 

Maximum likelihood estimation (MLE) is one of the fundamental estimation approach in 

statistical estimation theory. Researchers have a preference for MLE since it has desirable 

statistical properties as efficiency and consistency. In most cases explicit formula for the 

parameter estimates is not available, so various algorithms are employed in order to yield the 

optimal solution. The fastest algorithm applicable to MLE problem is Newton-Raphson. It 

uses the first and the second derivative of the likelihood function resulting with rather rare 

usage in practical applications. The algorithms that are in researcher’s main focus use secant 

updates as DFP (Davidon, Fletcher, and Powel) and BFGS (Broyden, Fletcher, Goldfarb and 

Shanno) algorithms, or statistical approximation as BHHH algorithm (Berdnt, Hall, Hall and 

Hausman). Trough years various updates are proposed as switching algorithms (e.g. using 

one algorithm in 5 iterations, than second etc.), line search technique or trust region 

approach. Various researchers have dealt with algorithms designed to solve specific MLE 

problem. Authors in [1] and [14] have investigated algorithms in context of volatility models, 

particularly about GARCH type models. They have concluded superiority of BHHH 

algorithm in comparison with DFP and BFGS method.  

Probabilistic choice models are considered in [5]. The author compares performance of 

quasi-Newton algorithms (DFP, BFGS, and BHHH) by including model switching and trust 

regions approach. Author concludes that choice of specific secant method does not appear to 

be critical, while setting the initial value of Hessian seems to increase speed significantly.   

Authors Mai, Bastin and Toulouse in [10] have investigated maximum likelihood estimation 

in the framework of discrete choice models (mixed logit and logit based route choice 

models). They reviewed standard trust region and line search algorithms with emphasis on 
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different Hessian approximations. They conclude that predictive approach outperforms 

switching approach and classical optimization algorithms (Newton, DFP, BFGS and BHHH).  

Carling and Söderberg discussed in [6] maximum likelihood estimation in econometric 

duration analysis with examining time and number of iterations upon convergence. 

This paper attempts to fill a niche which algorithm has shown to be the best for estimating 

parameters in GARCH(1,1) framework using STATA software, i.e. to determine which 

algorithm gives the most stable parameters estimates that are robust on changing the initial 

values and convergence criteria. 

 

2 MAXIMUM LIKELIHOOD ESTIMATION OF GARCH(1,1) MODEL 

 

Most financial time series experience stylized facts, i.e. time varying variance, volatility 

clustering, ARCH effects (heteroskedasticity), etc. Models used for describing daily volatility 

are GARCH(p,q) type models. Due to simplicity and sufficiency of GARCH(1,1) to capture 

all statistical properties of returns standard GARCH(1,1) model is analyzed: 
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Log-likelihood function for GARCH(1,1) model assuming Gaussian distribution is: 
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In comparison with linear regression model, the system of equations (by setting all partial 

derivatives equal to zero) does not yield analytical formula for estimator of unknown 

population parameters  '110   . Therefore, numerical approach is necessary to 

for maximizing the log-likelihood. Various numerical algorithms can be employed to solve 

this problem, but the choice of specific algorithm depends on the objective function (model 

complexity), prior knowledge of initial values and convergence criteria. 

 

3 OPTIMIZATION ALGORITHMS 

 

Since the log-likelihood is infinitely differentiable function, Newton algorithm can be 

employed. Let 
i  be an estimate of   in i -th iteration, than 1i -th iteration is computed 

with second order Taylor's approximation of  Lln  arround 
i  (evaluated in 

1i ) : 

         i1ii1iii1ii1i '
2

1
'lnln    iHgLL   (3)  

After calculating the first order condition and rearranging, the iterative algorithm is: 
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 is the gradient vector and 
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2

2 ln
is Hessian matrix. 

The procedure is known as Newton-Raphson’s algorithm. The algorithm is 

quadratically convergent, resulting with very fast descent toward the optimal value. The main 

disadvantages of this method is the usage of the exact Hessian matrix and highly dependent 

convergence on initial values (local convergence). The analytical formulas for Hessian matrix 

are not easily computed so various upgrades of the algorithm were introduced. To assure that 

in each iteration log-likelihood is increased, scalar 
i  is added into the equation (4): 

  i

1

i1i gH ii



   . (5) 
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The vector   i

1
gHd ii


  is called direction vector, 

i  is step length and algorithm in (5) is 

usually referenced as modified Newton’s algorithm. Scalar 
i  can be calculated using 

simpler optimization procedure as golden ratio algorithm [7]. 

Davidon, Fletcher, and Powel have discovered the following relation: 
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where 
iii ggq  1
 and 

iiip   1
. When Hessian matrix in relation (5) is calculated 

with (6), the algorithm is usually called DFP method.  

Broyden, Fletcher, Goldfarb and Shanno have developed the following iteration 

procedure: 
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This method is usually called BFGS. 

Berdnt, Hall, Hall and Hausman have proposed slightly different approach in [4], founded 

on the information matrix equality. If the model is correctly specified and assuming that  
0   

is the vector of true model parameters, the following equality is valid: 

    00  HEI   (8) 

where  0I  is the Fisher information matrix, defined as the covariance-variance matrix of 

the score at 
0 .  0H  denotes Hessian matrix of likelihood function, while the gradient 

vector is defined as: 
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The score function can be differently written in expanded formulation as: 
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where f  denotes individual density. The information matrix can be differently expressed as: 
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For a finite sample, the information matrix  I  can be consistently estimated as 
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According to these findings, Hessian matrix can be approximated with formula: 


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The equation (13) is usually called outer product of gradients (OPG).  

All discussed algorithms converge to the optimal value if starting value is “near” the 

global maximum. If this is not the case, algorithm can converge to a local maximum. The 

best possible approach is to have a good feeling about the value of parameters. Most 

algorithms have predefined maximum number of iterations to prevent endless loop. If 

algorithm stops due to this reason, maximum value is not probably found. Other numerical 

convergence criterion considers increase in (absolute) parameter value ii  1  or increase 

in (absolute) function value    ii LL  lnln 1  . 
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4 COMPARISON RESULTS 

 

Four algorithms Newton-Raphson, BHHH, BFGS and DFP are compared within parameters 

estimation of GARCH(1,1) model using daily returns of Croatian stock market index 

CROBEX from January 05, 2010 to December 20, 2014 (total of 1246 observations). 
 

 
Table 1: Comparison of Newton-Raphson, BHHH, BFGS and DFP algorithms within parameters estimation of 

GARCH(1,1) model using different initial values and different convergence criteria 

 

Panel A) Convergence criteria  ii  1 0.0001 with initial values 8.0,1.0,0 110    

 
Recursion started with expected unconditional 

variance 

Recursion started with estimated variance from 

OLS residuals 

NR BHHH BFGS DFP NR BHHH BFGS DFP 
  -0.000039 -0.000039 -0.000039 -0.000039 -0.000045 -0.000045 -0.000045 -0.000045 

0  -0.000021 -0.000021 -0.000021 -0.000021 -0.000021 -0.000021 -0.000021 -0.000021 

1  0.063166 0.063158 0.063139 0.063141 0.063149 0.063170 0.063145 0.063151 

1  1.328317 1.328400 1.328618 1.328601 1.328732 1.328550 1.328728 1.328725 

Lln  4386.927 4386.927 4386.927 4386.927 4386.922 4386.922 4386.922 4386.922 

No. iter. 6 41 28 27 7 44 26 28 

Panel B) Converg. criteria      ii LL  lnln 1 0.0001 with initial values 8.0,1.0,0 110    

  -0.000039 -0.000039 -0.000039 -0.000039 -0.000045 -0.000045 -0.000045 -0.000045 

0  -0.000021 -0.000021 -0.000021 -0.000021 -0.000021 -0.000021 -0.000021 -0.000021 

1  0.063166 0.063158 0.063139 0.063141 0.063149 0.063170 0.063145 0.063151 

1  1.328317 1.328400 1.328618 1.328601 1.328732 1.328550 1.328728 1.328725 

Lln  4386.927 4386.927 4386.927 4386.927 4386.922 4386.922 4386.922 4386.922 

No. iter. 6 41 28 27 7 44 26 28 

Panel C) Convergence criteria   


ii
T
i gHg

1
0.0001 with initial values 8.0,1.0,0 110    

  -0.000039 -0.000039 -0.000039 

Flat log 

likelihood 

(cannot 

find uphill 

direction) 

-0.000045 -0.000045 

Flat log likelihood 

(cannot find uphill 

direction) 

0  -0.000021 -0.000021 -0.000021 -0.000021 -0.000021 

1  0.063142 0.063149 0.063138 0.063149 0.063160 

1  1.328581 1.328502 1.328627 1.328732 1.328612 

Lln  4386.927 4386.927 4386.927 4386.922 4386.922 

No. iter. 39 81 38 39 82 

Panel D) Convergence criteria  ii  1 0.0001 with initial values 7.0,2.0,0 110    

  -0.000039 -0.000039 -0.000039 -0.000040 -0.000045 -0.000045 -0.000045 -0.000045 

0  -0.000021 -0.000021 -0.000021 -0.000021 -0.000021 -0.000021 -0.000021 -0.000021 

1  0.063147 0.063136 0.063112 0.063151 0.063159 0.063146 0.063157 0.063135 

1  1.328527 1.328669 1.328904 1.328507 1.328619 1.328788 1.328634 1.328890 

Lln  4386.927 4386.927 4386.927 4386.927 4386.922 4386.922 4386.922 4386.922 

No. iter. 7 87 40 38 7 89 36 43 

Panel E) Converg. criteria      ii LL  lnln 1 0.0001 with initial values 7.0,2.0,0 110    

  -0.000039 -0.000039 -0.000039 -0.000040 -0.000045 -0.000045 -0.000045 -0.000045 

0  -0.000021 -0.000021 -0.000021 -0.000021 -0.000021 -0.000021 -0.000021 -0.000021 

1  0.063090 0.063136 0.063112 0.063151 0.063159 0.063146 0.063157 0.063135 

1  1.329169 1.328669 1.328904 1.328507 1.328619 1.328788 1.328634 1.328890 

Lln  4386.927 4386.927 4386.927 4386.927 4386.922 4386.922 4386.922 4386.922 

No. iter. 6 87 40 38 7 89 36 43 
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Panel F) Convergence criteria   


ii
T
i gHg

1
0.0001 with initial values 7.0,2.0,0 110    

  -0.000039 -0.000039 

Flat log likelihood 

 (cannot find uphill 

direction) 

-0.000045 -0.000045 

Flat log likelihood 

 (cannot find uphill 

direction) 

0  -0.000021 -0.000021 -0.000021 -0.000021 

1  0.063139 0.063136 0.063149 0.063146 

1  1.328614 1.328669 1.328738 1.328788 

Lln  4386.927 4386.927 4386.922 4386.922 

No. iter. 40 87 40 89 

 

Stability of the above-mentioned algorithms is examined due to different convergence criteria 

(relative change of parameters vector, relative change of the log-likelihood value between 

two successive iterations and gradient vector), different initial values of unknown parameters 

vector  '110    and different setting of pre-sample variance 2

0  for starting 

recursion (either expected unconditional variance or estimated variance from OLS residuals). 

In theory the maximum of log-likelihood occurs when the gradient vector is zero. Namely, in 

practice the calculated gradient vector is never exactly zero, but can be very close. Therefore,   

  ii

T

i gHg
1

  is often used to evaluate convergence. If inequality   


ii

T

i gHg
1

0,0001 is 

satisfied, the iterative process stops and the parameters at current iteration are considered as 

estimates. However, small changes in parameter values, with small increases in log-

likelihood function could be evidence that convergence has been achieved. Even so, small 

changes in accompanied by a gradient vector that is not close to zero indicate that we are not 

effective in finding the maximum. To investigate if local maximum is the global optimum we 

should use different starting values and observe whether convergence occurs at the same 

parameter values. Empirical research has showed that initial vector of parameters as null-

vector is not appropriate because it would result in portion of not concave log-likelihood 

function at null iteration. 

For constant terms in mean equation and variance equation initial values are set to zero, 

i.e. 00  , while for ARCH term 1  and GARCH term 1 , different initial values are 

taken into account. Model GARCH(1,1) usually indicate high volatility persistence, i.e. the 

sum of parameters 11    is close to one, describing almost integrated behaviour of the 

conditional variance. In other words, it is expected that long time is needed for shocks in 

volatility to die out and that volatility reacts at low intensity on past market movements. 

Therefore, two combinations of initial values are introduced a) 8.0,1.0,0 110    

and b) 7.0,2.0,0 110   . Procedure starts with calculating gradient vector with 

respect to initial parameter values. At each iteration the step size is reduced (stepping 

backward) or increased (stepping forward) in purpose to calculate "new  ". Step size is 

reduced when the initial step is "bad", and it is increased when the initial step is "good". 

Procedure stops at last iteration when a convergence criterion is satisfied and the last step is 

"ignored". Table 1 summarizes comparison results of parameters estimation according to NR, 

BHHH, BFGS and DFP algorithms. 

 

5 CONCLUSION 

 

This paper attempts to fill a niche which algorithm has shown to be the best for estimating 

parameters in standard GARCH(1,1) model, i.e. to determine which algorithm gives the most 

stable parameters estimates that are robust on changing the initial values and convergence 

criteria. All four algorithms (NR, BHHH, BFGS and DFP), have advantages and 

disadvantages. Newton-Raphson’s algorithm uses the Hessian matrix which needs to be 
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computed in every iteration. If the second derivatives of log-likelihood function are 

(numerically) complex, this method should be avoided. DFP and BFGS algorithm use similar 

approach with approximating Hessian matrix and generating sequence of matrix, where the 

current one is computed from previous version. The procedure is highly dependent upon 

initial value. BHHH algorithm also uses Hessian approximation by computing outer product 

of gradients. It can be noticed that iterative optimization procedure does not have much 

influence on constant terms in both equations, while parameters 1  and 1  differs between 

algorithms. However, these differences are negligible when a convergence criterion based on 

the relative change of parameters vector or the log-likelihood value between two successive 

iterations. When a convergence criterion is based on gradient approximately close to zero 

more iterations are needed in general, while BFGS and DFP algorithms do not converge due 

to flat log-likelihood function (cannot find uphill direction). Newton-Rapson and BHHH 

algorithm have proved to be stable according to different convergence criteria. Further 

research will be based on simulation techniques to investigate which algorithm gives 

parameters estimates that are most likely to be the true parameters values. 
 

Acknowledgement 

This work has been fully supported by Croatian Science Foundation under the project 

“Volatility measurement, modeling and forecasting” (5199). 
 

References 

[1] Aptech System (2001). Maximum Likelihood Estimation for Gauss, Version 5.0. Maple Valley: 

Aptech Systems, Inc. 

[2] Arnerić, J. and Rozga, A. (2009). Numerical Optimization within Vector of Parameters 

Estimation in Volatility Models. World Academy of Science, Engineering and Technology, 

Vol3: 523-527. 

[3] Bazarra, M. S., Sherali H. D. and Shetty, C. M. (1993), NonlinearProgramming - Theory and 

Algorithms (second edition), John Wiley & Sons Inc., New York.  

[4] Berndt, E., Hall, B., Hall, R. and Hausman, J. (1974), "Estimation and Inference in Nonlinear 

Structural Models", Annals of Social Measurement, Vol. 3., p. 653-665.  

[5] Bunch, D.S. (1988). A comparison of algorithms for maximum likelihood estimation of choice 

models. Journal of Econometrics, Vol 38 (1–2): 145–67. 

[6] Carling, K., and Söderberg, H. (1998) An Experimental Comparison of Gradient Methods in 

Econometric Duration Analysis. Computational Statistics & Data Analysis, 27, 83-97. 

[7] Drmač, Z., Hari, V., Rogina, M., Singer, S., Singer, S. and Slapničar, I. (2003). Numerička 

analiza, predavanja i vježbe. Zagreb: PMF-MO. 

[8] Eliason, S. R. (1993). Maximum Likelihood Estimation: Logic and Practice. Iowa City: Sage 

Publications. 

[9] Gould, W., Pitblado, J. and Sribney, W. (2006), Maximum Likelihood Estimation with Stata 

(third edition), College Station, StataCorp LP.  

[10] Mai, A. T., Bastin, F., and Toulouse, M. (2014). On Optimization Algorithms for Maximum 

Likelihood Estimation. CIRRELT, CIRRELT-2014-64. 

[11] Neralić, L. (2003), Uvod u Matematičko programiranje 1, Element, Zagreb. 

[12] Schoenberg R. (2001), "Optimization with the Quasi-Newton Method", Aptech Systems, Inc., 

Valley WA, working paper, p. 1-9. 

[13] Shanno, D. F. (1970), "Conditioning of quasi Newton methods for function minimization", 

Mathematics of Computation, No. 24., p. 145-160. 

[14] Škrabić, B., Arnerić, J. and Babić, Z. (2007). Maximization of the Likelihood Function in 

Financial Time Series Models. Proceedings of the International Scientific Conference on 

Contemporary Challenges of Economic Theory and Practice - Quantitative Economics and 

Finance, Belgrade, Serbia, pp. 1-12. 

278



 

HOW TO IMPROVE INTERPRETABILITY OF THE LOGISTIC 

REGRESSION MODEL 
 

Ana Bilandžić, Marina Jeger and Nataša Šarlija 

Faculty of Economics in Osijek, J.J. Strossmayer University of Osijek  

Trg Ljudevita Gaja 7, 31000 Osijek, Croatia 

{anag, marina, natasa}@efos.hr 

 
Abstract: Developing and interpreting a prediction model can be quite a difficult task especially 

when dealing with highly correlated variables. The aim of this paper is to demonstrate the application 

of factor analysis for the purpose of increasing overall interpretability of the logistic regression 

model. The results show that by conducting factor analysis prior to building regression model 

researchers can overcome some model interpretability issues, such as misalignment with theoretical 

background, and create a model that is easier to understand, explain and apply in real-life business 

situations. 
 

Keywords: factor analysis, logistic regression, interpretability, growth prediction model 

 

1 INTRODUCTION  

 
Logistic regression modeling is widely used for the analysis of multivariate data involving 

binary responses we deal with in our research. It provides a powerful technique analogous to 

multiple regression and ANOVA for continuous responses. However, when working with 

highly correlated variables, logistic regression may provide results that are, from the 

theoretical perspective, very hard to interpret. The aim of this paper is to demonstrate the 

application of factor analysis prior to building logistic regression model in order to boost 

interpretability without compensating on predictive power of the model. The goal of the 

study is to develop a model for estimating growth potential of small and medium-sized 

enterprises (SMEs) in Croatia based on predominantly financial data and some nonfinancial 

data noted in their financial statements.     

Previous studies used various approaches to tackle the issue of interpretability and 

accuracy of the prediction model. Schielzeth (2010) suggests some simple methods, such as 

centering and standardization of input variables or thoughtful removal of intercepts or main 

effects, to improve interpretability of regression coefficient in linear regression models. 

Furthermore, Li (2014) used a combination of principal component and logistic regression to 

distinguish accounting information distortion and achieve higher model accuracy. Similar 

approach was used in two other studies (Shengyuan, 2009; Kehong and Zhansheng, 2006) 

that combined principal component and logistic regression but in context of corporate 

financial distress prediction. Zhu and Li (2010) used principal component as a preprocessing 

method before applying logistic regression and discriminant analysis for credit risk 

estimation. Suleiman et al. (2014) used principal component as input for predicting 

applicants’ creditworthiness in order to improve the predictive power of linear discriminant 

and logistic regression models. Results showed that the use of principal component as input 

improved models prediction by reducing their complexity and eliminating data co-linearity. 

Methodological steps undertaken in this paper are the following: (i) development of the 

logistic regression model where independent variables are financial ratios defined as 

observed variables; (ii) application of factor analysis on independent variables in order to 

create factors; (iii) development of the logistic regression model where independent 

variables are factors; (iv) comparison of both logistic regression models in light of their 

interpretability and predictability.   
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The structure of the paper follows the methodological steps and ends with the discussion 

on advantages and limitations of this approach, possibilities of application and suggestions 

for further research. 
 

2 DATA AND VARIABLES   
 

The sample used in this research consists of 1492 privately-owned small and medium-sized 

companies in Croatia. They were chosen from the Financial Agency (FINA) data set that 

include 53434 SMEs which existed over the period from 2008 to 2013. An enterprise is 

defined as high growth if it has average annualized growth in assets greater than 20% a year, 

over a three-year period, from 2010 to 2013 (OECD, 2010). Out of total number of SMEs, 

746 enterprises met this criterion. Development sample included 650 high growth SMEs, 

while validation sample consists of 96 high growth SMEs. The other 746 SMEs, which are 

not high growth, were selected randomly from the whole data set. They were divided in the 

same way as high growth enterprises.  

Independent variables for growth prediction model are created for every enterprise in the 

data set for the period from 2008 to 2010. Total of 101 variables were created. They are 

grouped in 5 groups: liquidity (15 ratios), turnover (30 ratios), leverage (15 ratios) and 

profitability (15 ratios). In general, it could be noticed that most of the financial ratios from 

all of the groups are higher in growing SMEs compared to not growing SMEs although there 

are some ratios which show different behavior. The fifth group consists of 26 variables 

which include industry sector, non-tangible assets and percentage change in number of 

employees, assets, profitability, sales and some other performance indicators. 

 

3 METHODS 

 

In the process of developing a model with the binary dependent variable Y – probability for 

a firm to become high growing or not – logistic regression was used. In simple terms, for one 

independent variable x the logistic function would be: 

  
       

                                                                                     (1) 

The goal is to obtain    and   . Because the above formula is not linear, through logistic 

transformation it becomes: 

                                                                           (2) 

where          
 

   
, often called 'log odds'. Intuitively for more variables          

becomes  

                                                                                                                             
(3) 

Selection procedures forward and backward were used, and the selected variables were used 

with R built in function glm() to obtain our first model (Agresti, 2002). To address the 

difficulties with interpretation of regression coefficients, factor analysis was conducted. 

Factor analysis is a procedure to get a model with the following structure: 
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                                                                           (4) 

where   ,           are observed variables, and     and    ,          ;           

are unobserved. Equivalently, the set of equations can be written as  

                                                                                         (5) 

where A is the factor pattern matrix consisting of its elements     which are called factor 

loadings,   is the     vector of elements   ,           and   is vector of their means. 

While   is the      vector of elements   ,          ,  they are called common factors 

and are assumed to have mean 0 and variance 1.    ,           are unique factors and are 

assumed to have mean 0, but variance   
 ,          , they form the      vector  . 

Addionally, it is assumed that the unique and common factors are uncorrelated. So, by 

marking the covariance matrix of   with  , the previous equation turns into: 

                 
                  
                    
                          
                                   
                                

                                                                                                                    (6) 

where   is the vector of variances of     Whereas the right side of the equation consists only 

of unobserved data, this process is not unique, and different factors can be obtained (Jobson, 

2012). 

To get the factor scores,               R was used and the function fa(), from the 

package psych. Not all variables showed correlation with at least one factor, so one by one 

was excluded from the factor analysis, until the desired result was reached. With the factor 

loadings from function fa() and some additional variables that covered profitability once 

again glm() was used to develop new logistic regression model. 

 

4 RESULTS 

 

For the purpose of this study, data analysis and model development procedures can be 

divided into four steps. First, the standard logistic regression model was built based on 

predefined set of financial ratios. The model was juxtaposed to the underlying theoretical 

background and inconsistencies in model results were identified. Second, factor analysis was 

applied on independent variables and three factors were singled out. Third, a new prediction 

model was developed by using factors as independent variables. And finally, a comparison 

of a prediction model without factor analysis and a prediction model with factor analysis was 

given and the results were evaluated in the context of both theoretical framework and 

methodological approach.    

The first step covered development of logistic regression prediction model in a standard 

way with financial ratios set as observed variables. The model consists of 15 variables and 

has satisfactory performance measures (total hit rate 64.65%, hit rate for growth firms 
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64.1%, hit rate for non-growth firms 65%; AUC=0.7, KS=40.26%; AIC = 828.32). To reach 

an adequate level of prediction, the authors developed several prediction models that showed 

average performance. Still, interpretation of the model was challenging as the results collide 

with the underlying theory and, in some cases, even with the common sense. In that context, 

several inconsistencies should be noted. First, some predictor variables have negative 

coefficients while the theory and sound reasoning suggest the opposite. For example, Fixed-

asset turnover has a negative regression coefficient suggesting that the increase of the 

turnover leads to decrease of potential to growth. Second, while the descriptive analysis 

shows that higher values of a particular indicator are characteristic for growing companies, 

the final model can show the negative value of respective coefficients, such as Ratio of 

short-term liabilities to equity. Third, sometimes the sign of the coefficients can change in 

the process of model development which happened with Return on equity and Ratio of 

retained earnings and total assets. 

To account for these inconsistencies, factor analysis on independent variables was applied 

in the next step. Analysis of variance of eigenvalues showed that three factors could be 

generated. This represents 99% of total variance. The results of this procedure are shown in 

table 1. 

 
Table 1: Factor loadings of three extracted factors 

 

  
Factor 1 

(Turnover Factor) 
Factor 2 

(Liquidity Factor) 
Factor 3 

(Leverage Factor) 
Current Ratio -0.00012 0.998667 -0.0001 

Leverage Ratio 3.04E-06 -0.000000172 0.998749 

Total Equity to Total Asset Ratio -3.00E-06 0.000000261 -0.99875 

Quick Ratio -6.30E-05 0.998669 -0.0000527 

Total Asset Turnover 0.99873 0.000197 0.000205 

Current Asset Turnover 0.998119 -0.00016 -0.00016 

Sales to Total Asset Ratio 0.998516 -0.0000416 -0.0000468 

Cash Ratio 0.000301 0.847054 0.000251 

 

Looking at the factor loadings it could be noticed that variables are grouped in theoretically 

sound way assessing three groups of business performance indicators: business activity 

(turnover ratios), liquidity and leverage.  

Furthermore, in the third step, the factors were treated as independent variables and the 

new logistic regression model was developed. Additionally, since profitability ratios were 

removed in the process of factor analysis, they were put back during the logistic regression 

model development together with some variable from the fifth group of variables. The 

logistic regression results are given in the table 2.     
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Table 2: Logistic regression model with factors as independent variables 
 

Factor/Variable Regression coefficient 
Factor 1 (Turnover Factor) 160.3426 

Factor 2 (Liquidity Factor) 8.2408 

Factor 3 (Leverage Factor) 147.246 

Intangible Assets/Total Assets 1.6228 

Net Income/Sales -0.0068 

Net Income/Equity 0.0002 

Change (%) in number of employees -0.1437 

Accuracy of the model: total hit rate 60.67%, hit rate for growth firms 56.1%, 

hit rate for non-growth firms 64.58%; AUC=0.64, KS=29.42%; AIC = 748.77 

 

The final step in the analysis was to compare logistic regression models with and without 

factor analysis applied prior to model building. Comparison is done according to model 

quality, interpretability and predictability. Based on hit rates, area under the curve and 

Kolmogorov-Smirnov indicators, the first model exhibits a slightly better performance in 

terms of model predictability. Nevertheless, according to Akaike information criterion 

(AIC), the second model shows a higher relative quality and therefore represents a better 

option when choosing a model for predicting growth. As regard to interpretability, all of the 

three issues introduced in the paper have been addressed. First, results obtained by 

combining factor analysis and logistic regression gave results that are more logical and in 

line with the theoretical framework (Sampagnaro, 2013; Segarra and Teruel, 2009). As it can 

be seen from the table 2, the potential for growth rises with an increase of liquidity, turnover, 

leverage and profitability, with a drop of return on sales and with a decrease in change in 

number or employees. Second, regression results coincide with the input data. Leverage 

ratios are higher in high growth SMEs and the same can be seen in the final model. Third, 

the results are consistent. Since one factor represents liquidity it implies that higher liquidity 

means higher potential to growth and it cannot happen that one liquidity coefficient is 

positively associated with the growth potential and the other negatively (which was the case 

in a regression model developed in a standard way).  

 

5 CONCLUSION 

 

Logistic regression is a method of choice when analyzing multivariate data involving binary 

responses. Still, sometimes logistic regression may result in models that are very difficult to 

explain, especially if derived from a large set of highly correlated variables. To overcome 

these issues without any great loss in information contained in data, the authors conducted 

factor analysis prior to regression model building. The goal was to improve interpretability 

of the model by identifying most important factors and reducing large number of variables, 

as well as lowering multicollinearity levels. Based on the empirical analysis, the model 

created by combining factor analysis with logistic regression exhibits variables that are 

simpler and easier to interpret. Those variables, when observed separately, depict the main 

area of business performance – business activity, liquidity, leverage and profitability. 

Moreover, the influence of each variable on predicting growth is unambiguous and aligned 

with the underlying theory. 

This study has certain limitations and they are predominantly related to the data itself. 

Financial statements of small and medium-sized companies are not subjects to regular 

financial review process and therefore may have questionable quality and reliability. 

Furthermore, the period covered with the analysis refers to time of worldwide economic 
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crisis and the data may be under the influence of some macroeconomic forces that are not 

typical for the time of economic prosperity. 

However, model for predicting company’s growth can be a powerful strategic tool for 

managers and entrepreneurs, and is widely applicable in many areas of business decision 

making such as finance, management, marketing and sales. This only emphasizes the need 

for developing growth prediction models that are easy to understand and apply in business 

decision making, not only for researchers and academics, but for business people as well. 

Growth prediction models can further be improved by focusing on two aspects: 

improving the existing data (strengthening the supervision and increasing the reliability of 

financial statements), and expanding the data set (by including non-financial and 

macroeconomic variables). All of that could lead to an increase of predictability of the 

model.       
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Abstract: Although the use of information technology in business to business (B2B) sales is high, 

and generates lots of data, sales forecasting relies more on the personal judgement and established 

mental models. Business domain data sets often list a high number of descriptive features, however 

only a few have some value for machine learning techniques. Small number of features is important 

for understanding and interpretation in the context of organizational learning. We present an 

operational guideline for selection of small number of the most relevant features while maintaining 

high classification accuracy. Promising results of introduced three-step operational guideline are 

presented in this paper. 
 

 

Keywords: feature subset selection, machine learning, business case, knowledge engineering 

 

1 INTRODUCTION 

 

We investigate a feature subset selection problem for business data sets. As a use-case we 

present a data set built on insights from B2B sales experts provided in a form of sales history. 

In human reasoning the number of features impacts the comprehensibility and perceived 

complexity, therefore one has to focus only on the most important features. Definition of 

features relevant for human comprehension may be highly subjective. Reduction in the 

number of features is motivated by a need of sales teams to understand and discuss 

relationships between features and the sales outcome free from personal biases. In [1] author 

suggests the number of features should be in the range of 7 ± 2 non-redundant features.  

 

Our research question is related to whether we can define operational steps to achieve an 

optimal balance between subset of features and classification accuracy (CA) of machine 

learning (ML) model trained on the selected subset. This optimization problem is formulated 

in (1). 

 𝑚𝑖𝑛⁡(∝∙ (1 − 𝐶𝐴) ⁡+ (1−∝) ∙ |𝑆|/|𝐴|)    0 < α < 1           (1) 

 

where α is balance factor, |S| is a power of subset of features and |A| is power of all listed 

features. An exhaustive search through all possible feature subset is impossible due to its 

exponential size. We propose a sequence of operational steps which shall result in a balanced 

subset. 

 

This paper is organized in three sections. In Section 2 we introduce data set, filter and 

classifier methods. In Section 3 proposed operational guideline is applied and in Section 4 we 

conclude the paper with outlined findings and suggestions. 

285

mailto:Marko.Bohanec@salvirt.com
mailto:mirjana.kljajic@fov.uni-mb.si
mailto:Marko.Robnik@fri.uni-lj.si


2 METHODOLOGY OVERVIEW 

 

The feature subset selection problem is a well-researched topic within data mining and 

machine learning [2, 3, 4, 5, 6]. Various techniques were proposed and thoroughly validated 

on different publicly available data sets, which helped us to select three techniques, suitable 

for our problem based on characteristics of data sets in B2B sales domain.  

 

2.1 Building a full list of features 

 

Our real-world domain is described by carefully selected set of features, reflecting B2B sales 

history. Sales opportunities are labelled with their final outcomes (yes or no). Features can be 

of different (numeric, nominal or ordinal) types. A data set sample is present in Table 1. 

 
Table 1: B2B Sales history data (a sample only). 

Clnt_stats Deal_type Scp_clrty Strat_deal Cross_sale Up_sale Imp_Client Signed 

current project clear avg yes no strategic Yes 

current solution clear unimport yes no normal No 

current project clear avg no yes normal Yes 

new project limited avg no no normal No 

current project clear very_imp no yes strategic Yes 

current solution clear avg yes no normal Yes 

 

This data set was obtained from a software development company, participating in the 

research. The data set consist of 22 features and 150 sales cases, among which for 65 cases 

the deal was signed and for 85 it was lost.  

 

2.2 Feature ranking methods overview  

 

In feature subset selection in machine learning relevant features should be detected and 

preserved, and irrelevant should be discarded. This typically has a positive impact on 

learning speed, generalization capacity and simplicity of induced models [6]. Same authors 

indicated other benefits, like reduced measurement costs and better understanding of a 

domain. These are important criteria also for our B2B sales forecasting case where the cost of 

data acquisition can be significant. Feature subset selection enables better understanding of 

the sales domain as the important features are ranked higher than rest of them. This creates a 

basis to effectively mitigate prior mental models based on intuition and biases of participants. 

A comprehensive overview of feature selection methods is available in [6], where three main 

techniques are listed: filters, wrappers and embedded methods.  

 

Filter methods try to extract general characteristics of training data and rank features in a pre-

processing step without interaction with classification models. This approach is promising for 

our research, as we would like to maintain independence from classifiers and compare CA of 

different classification models using top ranked features. Wrapper methods take a particular 

classification model as a part of feature selection process. A contribution of a feature is 

determined with the performance of the model for different subsets of features. This approach 

is computationally expensive as it requires a training re-run for each feature subset; however 

it has an advantage to expose low performing features and detect redundant features. For 

example, two features can be both relevant, however, they might be correlated and thus only 

one is needed in the model. Embedded methods are integrated into a specific classifier and 

evaluate features during the training process. 
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Our goal is to find a minimal non-redundant subset with acceptable CA. As most filter 

methods are inferior in detecting redundancy (but they are fast, tough), wrapper methods are 

also considered in our research. 

 

2.3 Filter methods 

 

Based on previous research [4,5,6], we identified a few filters, which are perceived as the 

best performing and are frequently used as a method of choice for ranking features. They are 

described in a compact form below. 

 

ReliefF 
ReliefF [4] is an extension of algorithm Relief [7] and estimates the quality of features based 

on how well their values separate similar cases. This means that the quality of individual 

feature depends on the context of other features which allows this method to detect 

interactions between features [4, 5]. 

Random Forest as a filter  
Random Forest [8] is a state-of-the-art classifier, which can be applied as a feature quality 

estimator and selector. When used as a filter it compares classifier’s performance on original 

and modified data, generated by random value permutations. Difference in performance on 

original and locally perturbed data for each tree in the forest is summarized as an importance 

estimate [5]. 

Gain Ratio 
The Information Gain [12] is a classical measure based on class value impurity. It measures 

entropy of features conditioned upon class. To avoid preference of features with more values, 

Gain Ratio uses normalization with feature entropy [9]. 

 

2.4 Selected Classifiers  

 

We selected several classifier methods, which have performed well in previous studies ([5], 

[10]) or exhibit good comprehensibility.  

 

Random Forest classifier (RF) 
Random Forest learning algorithm [8] is constructing a set of decision trees, called forest. 

Individual tree are grown with a limited set of randomly selected features. During the 

classification each tree is an independent “voter” for testing instances. Votes are counted and 

the majority class is taken as a prediction for a given instance. 

Naïve Bayes (NB) 
Naïve Bayes is a popular classifier due to its simplicity. Using Bayes rule is called naïve due 

to the assumption that features are independent. 

Decision Tree classifier (DT) 
Decision tree is classification technique popular due its visualization in a form of a tree. 

Internal nodes of trees contain features. The branches are formed based on the values of the 

feature. Leaves of the tree contain the predicted class.   

 

3 APPLICATION OF METHODOLOGY  

 

We propose application of introduced methods as an order of three steps: 

1. Rank features according to their relevance using filter methods. 

2. Build ML model by incrementally adding ranked features, monitoring maximal CA to 

detect the cut-off point.  
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3. Eliminate noisy and redundant features with wrapper method. 

 

To create an initial set of features for description of sales cases, we worked with the 

company’s sales team through guiding workshop. From the initial data set 60% of cases is 

randomly assigned to the training set (90 cases) and the rest are left as the testing set (60 

cases). Statistical, data mining and machine learning suite R ver. 3.2.0 was used for data 

analysis, visualization and programming tasks. CORElearn library of machine learning 

techniques and methods [11] was utilized for ML model building, feature ranking and 

wrapper creation. 

 

3.1 Feature ranking 

 

We ranked features according to their relevance by applying selected filters. Comparing the 

obtained rankings we concluded that for all filters only between 4 and 6 features (mostly the 

same) rank high, the rest are less important. Figure 1 shows the distribution of rankings.  

 

 
Figure 1: Feature ranking by selected filter methods (each point represent a feature). 

 

3.2 Increasing CA with progressive addition of ranked features 

 

Next we added ranked features (by ReliefF) one by one to training of ML model and measure 

their CA. As a result the maximum CA defines cut-off point of ranked features, where the 

rest can be discarded, as they decrease CA. Figure 2 shows growth of CA as result of adding 

features one by one to the model. We tested RF, NB and DT classifiers on testing data. 

 

 
Figure 2: Incrementally adding features ranked by ReliefF to 3 classifiers – CA on testing data set. 
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Figure 2 reveals that RF and NB achieve their maximum CA faster than DT. After 8th feature 

is added to the first two models, CA starts to drop and then varies, however it never reaches 

maximum CA again. 

  

3.3 Dealing with noise and redundancy 

 

We noticed negative or no difference in CA during incremental addition of some features, 

which indicated noisy and redundant features. Therefore we constructed a wrapper method 

capable of eliminating such features. We excluded features one by one from the list of 

features (top down) and monitored CA. When excluded feature increased CA performance 

(Table 2, column Row_miss), we excluded it from the list. Table 2 shows remaining features 

after these steps. All differences in column Diff are negative, therefore features are 

contributing to CA and they can’t be dropped. This list of features defines minimum feature 

list for our data set. 

 

Features in Table 2 are: Post_statmn (does a client makes public positive statements), 

Up_Sale (does company sells more of the same service/product to existing client), 

Competitors (indicates presence of competing offerings) and Procrmnt (indicates 

involvement of a purchase department in the sale). 
 

Table 2: The final list of the most important features for Naïve Bayesian classifier. 

Feature name All_Feat Row_miss Diff Prct_Diff 

Post_statmn 0,80 0,78 -0,02 -2,78% 

Up_Sale 0,80 0,78 -0,02 -2,78% 

Competitors 0,80 0,78 -0,02 -2,78% 

Procrmnt 0,80 0,77 -0,03 -4,17% 

 

 

4 CONCLUSIONS 

 

We introduced a heuristic, but operational solution to the sales forecasting optimization 

problem. The proposed order of application of ML methods can be used as a general 

approach to balance CA for models built with selected subset of features. Reduction in 

number of features improves speed of execution for most ML techniques and increases 

parsimony of a model. 

 

The proposed solution was applied to the real-world business data set. For this data set the 

minimum number of features is 4 (Table 2) for NB classifier, which represents less than 20% 

of the initial number of features. For different data set and different classifier different 

minimum number would be identified by the proposed methodology. 

  

In the future we will test the methodology on B2B data sets from other companies and test 

additional methods for detection of redundancy, e.g., the wrapper approach using other 

classification models. It would be interesting to analyse if pairs (features, cases) create a line 

of equal CA for different pairs (kind of “iso-CA”).  
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Abstract: The paper focuses on the testing of regional income convergence of NUTS2 EU regions 

during the 2000-2011 period using both non-spatial and spatial approaches. The first part of analysis 

was aimed to the testing of absolute and conditional hypotheses by using traditional beta-

convergence concept, i.e. spatial regional dependences were not considered. The results of our 

analysis showed that the regions with lower per capita GDP grew at a higher speed during the period 

2000-2011. Also the inclusion of dummy variable to the model was used to control different steady 

state levels of per capita GDP of different regions. The estimation of the spatial income convergence 

models confirmed that the spatial dependence among regions does matter. The inclusion of spatial 

effects and also the use of conditional convergence concept led to worsening of convergence 

characteristics. Overall, the results of our analysis imply that convergence process is not determined 

only by a region’s initial income and other specific factors but also essentially by its neighbourhood 

region’s growth performance. 

 

Keywords: beta-convergence, spatial econometric models, NUTS2 regions. 

 

1 INTRODUCTION 

 

In recent years, income disparities and convergence in European Union (EU) countries and 

regions become an important research area for analysts and also for economic policy 

creators. This growing interest is mainly caused by the process of the eastward enlargement 

of the EU which is accompanied by the problem of regional disparities and convergence. 

Balanced regional development and reduction of regional disparities is one of the main 

objectives of the EU, as it is recognized in the EU treaty [4]. The essential argument is that 

the balanced regional development is necessary condition for social cohesion and increased 

competitiveness in the EU. Also the EU's strategic document Europe 2020 [3], new 

economic geography and growth theories emphasize the role of geographic spillovers in 

growth mechanism. Just the integration of the spatial dependence among regions and growth 

processes was our main motivation for spatial analysis of income convergence of EU 

regions.  

As it has been already mentioned, regional income convergence has become more popular 

in recent years, but despite this interest, studies on spatial regional convergence in the 

enlarged EU are relatively scarce. From the studies dealing with the European regional 

convergence, income disparities and spillovers taking into account spatial pattern we can 

mention e.g. [2], [6], [7], [8]. 

The aim of this paper is to consider the geographical dimension of data in the estimation 

of the income convergence of 252 NUTS2 (Nomenclature of Units for Territorial Statistics) 

EU regions and to emphasize geographic spillovers in regional economic growth process. 

Using the 2000-2011 period we try to test hypotheses of absolute and also conditional 

income convergence using both non-spatial and spatial approaches. GDP per capita in euro 

of NUTS2 regions is used as a proxy for the income level of individual regions. 
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The rest of the paper is organized as follows: sections 2 and 3 deal with theoretical 

backgrounds of the study. Estimation results are presented and interpreted in section 4. The 

paper closes with concluding remarks. 

 

2 INCOME CONVERGENCE MODELS 

 

The issue of income convergence deals with the question whether poor economies catch-up 

to wealthier economies. In the literature we can distinguish the three hypotheses concerning 

the regional convergence: the absolute (unconditional) convergence hypothesis, the 

conditional convergence hypothesis and the club convergence hypothesis (for more details 

see e.g. [5], [7]).  

In order to empirically test the convergence, the concepts of so called beta-convergence 

and sigma-convergence are usually used (see e.g. [7]). Furthermore it can be distinguished 

the unconditional and conditional beta-convergence [5]. Since the beta-convergence is 

concentrated on detecting of the catching-up processes, sigma-convergence focuses on the 

reduction of disparities among regions in time and gives information about the convergence 

“journey”. In this paper we will furthermore deal only with the concept of beta-convergence. 

The analysis of the beta-convergence is usually based on the following cross-country/region 

growth regression [7]: 
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 is the growth rate of the i-th region per capita 

GDP in the period  T,0 , T denotes also the number of periods for which we have data, n is 

the number of regions in the data set,   and  are unknown parameters and i  is an error 

term. The absolute convergence hypothesis can be accepted if the estimated   parameter is 

statistically significant and negative. Concerning the equation (1), two more indicators can 

be calculated – the speed of convergence and the half-life (formulas for calculation see e.g. 

[1], [7]). 

The conditional beta-convergence hypothesis incorporates the variables which enable the 

differentiation of the regions and also enables to capture different initial conditions. Since in 

the further analysis only one dummy variable 
iD  will be used, the model (1) can be 

reformulated as follows: 
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where 
iD  is a dummy variable indicating if the region i belongs to a postcommunist country 

( 1iD  ) or not ( 0iD  ),    is a parameter and all other terms were previously defined 

above. The conditional convergence hypothesis can be accepted if the estimated value for   

is significantly negative.  

Models presented above are based on the fact that each region is a geographically 

independent entity and no spatial interactions were considered. During the last years these 

models have been modified in order to incorporate the mutual regional interactions. In 
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spatial econometric models the spatial relationships are expressed by the spatial weight 

matrix W of dimension ( nn ).  There are various possibilities how to specify the spatial 

weight matrix W (see e.g. [1]). One of the possibilities is to use the queen case contiguity 

matrix W. 

 

3 SPATIAL CONVERGENCE MODELS 

 

After estimation of the model (1) or (2) using the Ordinary Least Squares (OLS) it is 

necessary to calculate the spatial diagnostic statistics (e.g. the Moran’s I – see e.g. [1]) which 

indicate whether there is spatial autocorrelation in the residuals. In case that the spatial 

autocorrelation is present, the Lagrange Multiplier (LM) tests can be used in order to decide 

whether a spatial autoregressive (SAR) or a spatial error (SEM) model of spatial dependence 

is the most appropriate. If both statistics are significant, robust modifications of these 

statistics should be used (see [1], [7]). Both SAR and SEM models can be estimated by e.g. 

the maximum likelihood method (ML). 

  

3.1 Spatial Autoregressive Model 
 

Model SAR, known also as spatial lag model, is appropriate if spatial autocorrelation among 

neighbouring regions exists, i.e. if the growth rate in a region is related to those of its 

surrounding regions conditioning on the initial level of per capita GDP. In this case the beta-

convergence model (2) can be modified as follows: 

  i

j j

Tj

ijii

i

Ti

y

y
wDγy

y

y
 













































0,

,

0,

0,

,
lnlnln  ,      2,0..~  diii   (3) 

where   is the scalar spatial autoregressive parameter, ijw  are the elements of matrix W 

describing the structure and intensity of spatial effects and all other terms were previously 

defined.  

 

3.2 Spatial Error Model 
 

The specification of spatial error model (SEM) is appropriate when it is supposed that the 

spatial autocorrelation exists in the error term. In such a case the non-spatial model (2) can 

be modified as follows: 
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where   is a scalar spatial error coefficient expressing the intensity of spatial autocorrelation 

between regression residuals.  

 

4 EMPIRICAL RESULTS 

 

The above presented spatial econometric models were used to detect and to treat spatial 

dependence in the model of beta-convergence on per capita GDP (defined at current market 

prices in Euro) of 252 NUTS2 EU regions1 over the 2000-2011 period2. The data were 

1 We considered NUTS2 regions of EU corresponding to actual state in 2011. Due to the possible problems 

with isolated regions we excluded 20 island regions of Cyprus, Malta, France, Finland, Spain, Greece, Portugal 

and Italy. 
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retrieved from the web page of Eurostat [9] and the whole analysis was carried out in the 

software GeoDa (Geographic Data Analysis) [11]. The corresponding shapefile (.shp) for 

Europe was downloaded from the web page of Eurostat [10] and thereafter 252 NUTS 2 

regions were selected in GeoDa. 

This paper is aimed to test absolute and conditional beta-convergence hypotheses using 

both non-spatial and spatial approaches. We begin with estimation of the traditional absolute 

beta-convergence model (1) in which the effects of spatial dependence are not considered. 

The estimation of this model (Model1) was done by OLS and thereafter the tests aiming at 

detecting the presence of spatial dependence were carried out using a spatial weight matrix 

W. The spatial weight matrix W was specified as a contiguity weight matrix of queen case 

definition of neighbours. The estimation results are summarized in Table 1.  

The parameter   of Model1 associated with the initial per capita GDP is significant and 

negative, which confirms the hypothesis of absolute convergence for the EU regions. This 

means that the regions with lower per capita GDP grew at a higher speed during the period 

2000-2011. The speed of convergence associated with this estimation is 3.24% per year and 

half-life is 21 years. The Moran’s I test adapted to the OLS regression residuals confirms a 

presence of spatial dependence but does not allow testing the presence of the two possible 

forms of spatial dependence. For this reason we use two LM tests as well as their robust 

counterparts. Robust LM tests show that the absolute beta-convergence model is 

misspecified due to spatial autocorrelation and more appropriate model is model SAR 

because the Robust LM (lag) statistic is statistically significant while the robust LM (error) 

statistic is not. Therefore the model of absolute beta-convergence should be modified to 

integrate this form of spatial dependence explicitly. 

We proceeded with estimation of SAR model (Model2) following the model defined in 

(3). The estimation results by ML for Model2 are given in Table 1. The parameters are all 

strongly statistically significant;  coefficient is again negative confirming absolute beta-

convergence hypothesis. The statistical significance of spatial autoregressive parameter   

confirms the existence of spatial effects among neighbouring regions. In spatial 

autoregressive model, we can notice that the convergence process appears to be weaker if 

spatial effects are taken into account, i.e. speed of convergence is 1.33 % per year and half-

life increased to 52 years. 

The concept of so far tested absolute convergence is appropriate in case that the regions 

are homogeneous, i.e. consideration of initial conditions is irrelevant. Concerning our 

analysed group of regions, this assumption is not so straightforward; we therefore proceeded 

with testing of conditional beta-convergence hypothesis based on the model (2). The 

estimation results of this model (Model3) are given in Table 1. The region’s specific dummy 

variable was used to test the conditional convergence hypothesis assuming that it controls for 

region specific factors in our case we chose the former political orientation of the analysed 

region (postcommunist or not). As in previous cases, the parameter   is statistically 

significant and negative and the parameter  , associated with the above defined dummy 

variable, is also statistically significant which confirms the hypothesis of conditional 

convergence hypothesis. The results of LM tests and their robust versions led to the 

estimation of the model SEM (Model4 – see Table 1). Since the parameter   in this model 

was not statistically significant and also there was not notable difference in the statistical 

significance of the Robust LM(lag) and Robust LM(error) statistics, we decided to prefer the 

SAR model with region’s dummy (Model5 – see Table 1). In addition, the results of Model5 

provide statistically significant estimations of all parameters.  

2 2011 was the last year of published statistics by Eurostat. 
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It can be noticed that models assuming conditional convergence hypotheses yield worse 

values of convergence characteristics. The convergence process according to these models 

seems to be weaker, e.g. the half-life of convergence – the time that it takes for 50% of the 

initial gap to be eliminated is in case of Model5 184,811 years and the speed of convergence 

is only 0,38% per year. The appropriateness of the spatial aspect was checked and confirmed 

by Moran’s I statistics for spatial residuals (see the last row of Table 1).  
 

Table 1: Estimation results of beta-convergence models 
 

 Model1 

(Linear 

model) 

Model2 

(SAR 

model) 

Model3 

(Linear model, 

region’s 

dummy) 

Model4 

(SEM model, 

region’s 

dummy) 

Model5 

(SAR model, 

region’s 

dummy) 

Estimation OLS ML OLS ML ML 

  3.240*** 1.459***  1.585*** 0.564** 0.508** 

  -0.300*** -

0.136*** 

-0.136*** -0.032  -0.040 ** 

  - - 0.367*** 0.532*** 0.252*** 

  - 0.584*** -  - 0.524***  

  - - - 0.662***  - 

R2 0.692 0.814   0.749  0.857   0.835 

Convergence characteristics 

Speed of 

convergence 

0.0324 

(3.24%) 

0.0133 

(1.33%) 

0.0132 

(1.32%) 

0.0030 

(0.30%) 

0.0038 

(0.38%) 

Half-life 21.417 52.148 52.346 233.051 184.811 

Tests 

Moran's I (error) 9.265*** - 11.012*** - - 

LM (lag) 103.470*** - 99.686*** - - 

Robust LM (lag) 23.295*** - 3.727* - - 

LM (error) 80.783*** - 112.676*** - - 

Robust LM (error) 0.607 - 16.717 *** - - 

Moran's I (spatial 

residual) 

 

- 

 

-0.062 

 

- 

 

-0.069 

 

0.023 

Note: Symbols ***, **, * indicate statistical significance at 1%, 5% and 10% level of significance, 

respectively. 

 

5 CONCLUSION 

 

This paper tests the hypothesis of regional income convergence in NUTS2 EU regions 

during the 2000-2011 period using both non-spatial and spatial approaches. The estimation 

of absolute beta-convergence model was the initial point of our analysis and the absolute 

income convergence among regions was confirmed. Since the spatial effects were proved, 

also the spatial version of this model was estimated based on SAR model. The second part of 

our analysis was oriented on testing of conditional income convergence including region’s 

effects using the region’s dummy (postcommunist region or not) controlling for different 

steady states of the analysed regions. As well as absolute convergence, the conditional 

convergence was also confirmed. Since the spatial dependence was again revealed by the 

Moran's I and the set of LM tests, the spatial versions of this model were used.  

The results show that the inclusion of spatial effects and also the use of conditional 

convergence concept led to worsening of convergence characteristics. Despite these facts we 

prefer the conditional convergence models with included spatial effects for modelling of the 

income convergence process. The results of our analysis imply that convergence process is 

not determined only by a region’s initial income, but also essentially by its neighbourhood 
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region’s growth performance. Accordingly, we found out that inclusion of region specific 

factors that affect income growth in particular region seems to be appropriate addition to the 

model of income convergence. Similar conclusions were received also by other studies 

dealing with this subject of area. 
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Abstract: In this paper, after data exploration, the cluster analysis is used to identify which of the 

selected 8 European countries have similar housing affordability, measured by seven indicators: Price 

to income ratio; Gross rental yield city centre; Gross rental yield outside of centre; Price to rent ratio 

city centre; Price to rent ratio outside of city centre; Mortgage as a percentage of income and 

Affordability index. The results of the analysis have shown that there is a substantial difference 

in the housing affordability levels between analysed groups of European Union and Western Balkan 

countries. 
 

Keywords: housing affordability indicators, hierarchical clustering, Ward’s linkage method, squared 

Euclidean distances, Western Balkan countries. 

 

1 INTRODUCTION 

 

Housing affordability is, in this research, defined as the measure of population's ability to 

afford or to purchase a particular item, such as a house, indexed to the population's income. 

Although, multiple indices for measuring housing affordability exist, see [1, 2, 4, 12], [8] 

stated that the precise definition of housing affordability is ambiguous. Anyhow, the most 

general measure of housing affordability is simply the relationship between housing costs and 

income. In that sense, affordability considers not just housing, but also the quality of housing 

and whether the household has enough income remaining for other necessities of life after 

paying the cost of housing [7, 11]. Affordability, as defined by [11], is the challenge that each 

household faces in balancing the cost of its actual or potential housing and its non-housing 

expenditures, within their available income. With the aim of accurately measuring the 

housing affordability, [11] made a compelling argument in favour of the residual income 

approach as the logical alternative to the ratio approach. Furthermore, according to [3] 

housing affordability is difficult to define. Different definitions of housing affordability result 

with different estimates of the magnitude and distribution of the housing affordability. In 

order to define the affordability of housing in communities, some approaches compare 

median housing prices and median household income. In their research [6] focus on measures 

that account for an individual household’s ability to afford a home, providing a conceptual 

review of three commonly used housing affordability indices in the United States.  

 As housing affordability is considered to be one of the key factors that can be used to 

describe the socioeconomic stability and development of a state [5], in this paper an 

exploratory cluster analysis is used to identify which of the selected 8 European countries 

have similar housing affordability, measured by seven selected housing affordability 

indicators. This research is very interesting since it gives some insights in housing 

affordability levels in four different groups of countries. Namely, from the Western Balkans 

(WB) group, five countries were selected (Albania, Bosnia and Herzegovina, Croatia, 

Montenegro and Serbia); from the New Member States (NMS) Slovenia; from the EU 15 

group of countries, Austria; and, finally, from the South East European countries (which is 

also a candidate country), Turkey is included into the analysis. We provide and discuss the 

results of hierarchical clustering using Ward`s linkage and squared Euclidean distances, with 
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two, three and four cluster solutions, where four cluster solution gives the most interesting 

and economically interpretable results.  

The reminder of this paper is the following. After brief introduction, in section two, data 

and methods used in the empirical analysis are presented. In section three the results of 

descriptive analysis of housing affordability in eight selected countries are given. Section 

four presents the results of conducted cluster analysis. Finally, section five concludes. 

 

2 DATA AND METHODS 

 

Housing affordability is observed using following seven indicators (variables) of housing 

affordability: Price to income ratio (Price income); Gross rental yield city centre (Rent yield 

centre); Gross rental yield outside of centre (Rent yield out centre); Price to rent ratio city 

centre (Rent ratio centre); Price to rent ratio outside of city centre (Rent ratio out centre); 

Mortgage as a percentage of income (Mortgage income); and Affordability index (Afford 

index). Each of the observed indicator measures housing affordability on a slightly different 

way. Observing them all together enables making a reliable conclusion about housing 

affordability level in a country. 

Variable Price income is given as a ratio of median house price and median family 

disposable yearly income. The higher Price income is, the lower housing affordability level 

will be. Variable Rent yield centre is defined as a ratio of average yearly rent per square 

meter in the city centre and buying price per square meter city centre, multiplied by 100. This 

variable reveals if it is better to rent or to buy a house in city centre. Opposite to this variable, 

variable Rent yield out centre observes if it is better to rent or to buy a house outside of a city 

centre. Variable Rent ratio centre is an inverse of Rent yield centre variable. The higher Rent 

ratio centre is, the lower housing affordability level will be. Consequently, people are 

considering renting instead of buying a house in city centre. Similar measure, but for houses 

outside of a city centre is variable Rent ratio out centre. Variable Mortgage income is a ratio 

of monthly payment for 20 years mortgage and median family disposable monthly income 

multiplied by 100. Obviously the lower this variable is, the higher housing affordability level 

is. Finally, variable Afford index is a ratio of value 100 and variable Mortgage income [9]. 

The statistical analysis is conducted for overall 8 European countries: Albania, Austria, 

Bosnia and Herzegovina, Croatia, Montenegro, Serbia, Slovenia and Turkey. The data for 

analysed variables are collected for period from 2009 to 2015. Due to the limitation of the 

database which was used for collecting data, the data are not available for all countries during 

the whole analysed period. Accordingly, the main focus is given on the most recent year: 

2015. The statistical analysis is based on descriptive statistics methods. Statistical cluster 

analysis is conducted, as well. 

 

3 EXPLORATORY DESCRIPTIVE ANALYSIS OF HOUSING AFFORDABILITY 

 

According to analysed housing affordability indicators, housing affordability level varies 

substantially among observed countries. In order to make comparison of housing 

affordability level among observed countries, actual values of variables are standardized and 

are presented in Table 1.  
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Table 1: Standardized variables of housing affordability for 8 European countries in 2015 [Authors’ 

calculations, 10]. 

 

Country 

Variable 

Price 
income 

Rent 
yield 

centre 

Rent 
yield out 
centre 

Rent 
ratio 

centre 

Rent 
ratio out 
centre 

Mortgage 
income 

Afford 
index 

Albania 0.62 -0.01 0.87 -0.23 -1.15 0.59 -0.69 

Austria -0.83 -0.56 -0.31 0.68 0.14 -1.37 1.77 

Bosnia and Herzegovina 0.01 -0.35 -0.71 0.30 0.90 0.20 -0.43 

Croatia 0.01 -0.43 -0.48 0.44 0.44 -0.16 -0.13 

Montenegro 1.05 -0.45 -0.61 0.47 0.70 1.44 -1.08 

Serbia 1.34 -0.69 -0.67 0.96 0.82 1.04 -0.93 

Slovenia -0.53 0.10 -0.22 -0.39 0.01 -0.97 0.91 

Turkey -1.66 2.39 2.13 -2.22 -1.87 -0.78 0.58 

 

According to Table 1 the highest and the lowest values of each variable have been specially 

noted. The lowest standardized value of Price income variable was observed for Turkey (z=-

1.66) whereas Serbia had the highest value (z=1.34). These results lead to the conclusion that 

Turkey had the highest and Serbia the lowest housing affordability level among observed 

countries in 2015. 

Variable Rent yield centre shows that in Turkey (z=2.39) it was far better to buy a house 

in city centre than to rent it, in comparison to the other countries in 2015. On the other hand, 

in Serbia (z=-0.69) it was the best to rent a house in city centre than to buy it, when compared 

to the other countries in 2015. According to Rent yield out centre variable values, it can be 

concluded that in Turkey (z=2.13) it was also far better to buy a house outside of city centre 

than to rent. The Rent yield out centre variable values are in favour of renting a house outside 

of city centre instead of buying it in Bosnia and Herzegovina (z=-0.71), Serbia (-0.67) and in 

Montenegro (-0.61). 
 

 
 

Figure 1: Profile diagram of the observed 8 countries using standardized values [Authors’ calculations, 10]. 
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According to variable Rent ratio centre it was far better to buy a house in city centre than to 

rent it in Turkey (z=-2.22) when compared to the other countries in 2015. That is also true for 

variable Rent ratio out centre (Turkey, z=-1.87). Again, the Rent ratio centre variable also 

shows that in Serbia (z=0.96) it was the best to rent a house in city centre than to buy it when 

compared to the other countries in 2015. Furthermore, according to variable Rent ratio out 

centre in Bosnia and Herzegovina (z=0.90), Serbia (z=0.82) and Montenegro (z=0.70) it was 

the highest recommended to rent a house in city centre than to buy it in compare to the other 

countries in 2015. 

The lowest ratio of monthly mortgage payments and monthly income multiplied by 100 

was in Austria (z=-1.37). This means that according to variable Mortgage income, the highest 

housing affordability level among the observed countries was right in Austria in 2015. In 

contrast, according to variable Mortgage income the lowest housing affordability level 

among the observed countries was right in Montenegro (z=1.44) in 2015. Exactly the same 

conclusions about housing affordability levels in the observed countries in 2015 can be made 

if the variable Afford index is observed. 

Standardized values of all 7 observed variables considering 8 analysed countries are given 

in Figure 1. Figure 1 reveals that Turkey’s values for 5 variables, out of 7, are quite different 

than they are for the other observed countries. Furthermore, it is obvious that regarding some 

variables, housing affordability level in Albania is very different than for other countries. The 

remaining six countries seem to be very “compact” with no significant and obvious 

differences in housing affordability levels measured by the variables of interest. However, the 

precise difference in housing affordability levels among the analysed countries is inspected 

using different approaches to statistical cluster analysis. 

 

4 CLUSTER ANALYSIS OF HOUSING AFFORDABILITY 

 

In order to determine which of the observed 8 European countries (Albania, Austria, Bosnia 

and Herzegovina, Croatia, Montenegro, Serbia, Slovenia and Turkey) have very similar 

housing affordability levels, the statistical cluster analysis was conducted. In the cluster 

analysis standardized values of 7 housing affordability indicators (variables Price income, 

Rent yield centre, Rent yield out centre, Rent ratio centre, Rent ratio out centre, Mortgage 

income and Afford index) for year 2015 were used. As amalgamation (linkage) rules in 

hierarchical clustering the following methods were used: single linkage, complete linkage, 

unweighted pair-group average, weighted pair-group average, unweighted pair-group 

centroid, weighted pair-group centroid and Ward’s method. In all cases as a distance measure 

the squared Euclidean distances were used. 

The used amalgamation (linkage) rules led to almost same results. The only difference 

appeared when single linkage was applied. Namely, in this case Albania appeared to be 

separated in cluster a step before than the same thing happened when other amalgamation 

rules were applied. Because there were no obvious differences between amalgamation rules 

applied in cluster classifications of countries, only the results provided by the Ward’s linkage 

are given. 

In Table 2 contents of clusters based on Ward’s clustering method and squared Euclidean 

distances are shown. In the two-cluster solution Turkey was placed in the separate cluster, 

whereas in the second cluster all other observed countries were placed. In the three-cluster 

solution in the first cluster Turkey appeared, in the second one there are Albania, Bosnia and 

Herzegovina, Croatia, Montenegro and Serbia, whereas in the third cluster there are Austria 

and Slovenia. Further clustering put Albania in a separate cluster. 

Consequently, it can be concluded that Turkey has different housing affordability level 

characteristics in comparison to all other observed countries. Furthermore, among these other 
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countries Austria and Slovenia appear to have similar housing affordability level 

characteristics than the following group of Western Balkan countries: Albania, Bosnia and 

Herzegovina, Croatia, Montenegro and Serbia. Also housing affordability level 

characteristics of Albania seem to be different of those for Bosnia and Herzegovina, Croatia, 

Montenegro and Serbia. 
 

Table 2: Review of cluster memberships of the observed 8 countries, hierarchical clustering, Ward’s linkage and 

squared Euclidean distances, with data for 7 variables, for 2015 [Authors’ calculations, 10]. 
 

Number 
of clusters 

Clusters 
Cluster 1 Cluster 2 Cluster 3 Cluster 4 

2 Turkey 
Albania, Austria, Bosnia and Herzegovina, 

Croatia, Montenegro, Serbia, Slovenia 
  

3 Turkey 
Albania, Bosnia and Herzegovina, Croatia, 

Montenegro, Serbia 
Austria, Slovenia  

4 Turkey 
Bosnia and Herzegovina, Croatia, 

Montenegro, Serbia 
Austria, Slovenia Albania 

 

 
 

Figure 2: Dendrogram of the observed 8 countries based on the hierarchical clustering, the Ward’s linkage and 

the squared Euclidean distances, with data for 7 variables, for 2015 [Authors’ calculations, 10]. 
 

The dendrogram given in Figure 2, shows both clusters’ and the linkage distances. It enables 

easier and faster understanding of differences in housing affordability levels in the 8 selected 

European countries.  

 

5 CONCLUSION 
 

Housing affordability is considered to be one of the key factors that can be used to describe 

the socioeconomic stability and development of a state. In this paper housing affordability is 

defined as the measure of population's ability to afford or to purchase a particular item, such 
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as a house, indexed to the population's income. An exploratory cluster analysis is used to 

identify which of the selected 8 European countries have similar housing affordability, 

measured by seven selected housing affordability indicators. The research gives some 

insights into the housing affordability levels in four different groups of countries: the WB 

countries, EU 15, NMS and SEE candidate country – Turkey. 

The results of performed descriptive statistical analysis have shown that housing 

affordability level in Albania is very different than for other analysed countries. The 

remaining six countries had no significant and obvious differences in housing affordability 

levels measured by the variables of interest. According to performed hierarchical clustering 

using Ward`s linkage and squared Euclidean distances, the dendrogram shows that housing 

affordability level in Turkey is really different than it is in all other observed countries. Also, 

the difference in the housing affordability levels between observed European Union groups 

of countries: Austria (EU15) and Slovenia (NMS) and the observed Western Balkan 

countries (Albania, Bosnia and Herzegovina, Croatia, Montenegro and Serbia) can be 

considered as noticeable. Finally, the housing affordability level is quite different between 

Albania and observed ex-Yugoslavia countries (Bosnia and Herzegovina, Croatia, 

Montenegro and Serbia). 
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Abstract: Demand forecasting is used frequently in the world because of expedient source 

management and because the need for planning is becoming more important. Inventory related 

decisions are crucial for reduction of costs, increasing efficiency and improving customer service 

level. Demand forecasting and stock control are equally contributing towards such a decision making 

process. However, the stock control system is often examined independently of the demand 

forecasting process. In this paper we use 1,428 real time series from M3-Competition to evaluate the 

performance of the modified Holt-Winters method. From the results we show that essential reduction 

of supply chain costs can be achieved if we use the joint model with the modified Holt-Winters 

method. 
 

Keywords: Demand forecasting, Holt-Winters method, Optimization, Inventory, M3-Competition. 

 

1 INTRODUCTION 

 

A fundamental aspect of supply chain management is accurate demand forecasting. 

Forecasting in a supply chain context has attracted a considerable amount of academic 

research. This is true for both fast moving items and, more recently, for slow movers or 

intermittent demand (see, for example, [1], [15], [10], [16]). In supply chain management, 

forecasts of demand are required on a regular basis for a very large number of products, so 

that inventory levels can be planned so as to provide an acceptable level of service to 

customers ([8]). The methods developed should therefore be fast, flexible, user-friendly, and 

able to produce results that are reliable and easy to interpret by a manager. 

Exponential smoothing methods are a class of methods that produce forecasts with simple 

formulae, taking into account trend and seasonal effects of data (more details can be found in 

[3]). These procedures are widely used as forecasting techniques in inventory management 

and sales forecasting.  Distinguished by their simplicity, their forecasts are comparable to 

those of more complex statistical time series models ([11]).  

Unfortunately, most of the stock control studies consider demand data as an input to the 

model without explicitly considering that they are the results of a demand forecasting 

system. Even though this weakness has been highlighted in the academic literature, little 

empirical work has been conducted to develop understanding on the interaction between 

forecasting and stock control. In general, separate evaluation of the forecasting method and 

the stock control policy may easily lead to poorer overall performances. The choice based on 

measures that utilize only actual and forecasted demand data will bring worse results than 

the joint optimisation of total inventory costs.  

Our objective in this paper is to point out that the most common procedures for evaluating 

a demand forecasting method, that is to compare forecast errors, are not appropriate. When 

the calculated forecasts are used in the other model, for instance the inventory model, they 

have to be evaluated on the basis of the total costs of the supply chain. We use 1,428 real 

time series from M3-Competition to evaluate the performance of the modified Holt-Winters 

method. From the results we will show that essential reduction of supply chain costs can be 

achieved if we use the joint model with the modified Holt-Winters method.  
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The remainder of the paper is organized as follows. In Section 2 we describe the classical 

Holt-Winters forecasting procedure, a modified Holt-Winters procedure, our model of the 

supply chain and we present the proposed joint model. After the description and 

classification of the real time series from M3-Competition (Section 3), in Section 4 a 

performance of the modified HW method is demonstrated and the main findings of the paper 

are described.  

 

2 METHODOLOGY 
 

2.1 The Holt-Winters forecasting procedures and an modified HW method 
 

Exponential smoothing methods are a class of methods that produce forecasts with simple 

formulae, taking into account trend and seasonal effects of the data. The HW method 

estimates three smoothing parameters associated with level, trend and seasonal factors. We 

estimated smoothing and initial parameters in HW methods by minimising the mean square 

error (MSE).  

In the multiplicative seasonal form of HW method (MHW) fundamental equations for 

level, trend, seasonal factors and forecast are ([12]): 

   𝐿𝑡 = 𝛼(𝑌𝑡 𝑆𝑡−𝑠⁄ ) + (1 − 𝛼)(𝐿𝑡−1 + 𝑏𝑡−1)      (1) 

𝑏𝑡 = 𝛽(𝐿𝑡 − 𝐿𝑡−1) + (1 − 𝛽)𝑏𝑡−1       (2) 

𝑆𝑡 = 𝛾(𝑌𝑡 𝐿𝑡⁄ ) + (1 − 𝛾)𝑆𝑡−𝑠       (3) 

𝐹𝑡+𝑚 = (𝐿𝑡 + 𝑏𝑡𝑚)𝑆𝑡−𝑠+𝑚        (4) 

where m is the number of forecast ahead, s is the length of seasonality (e.g., number of 

months or quarters in a year) and 𝑌𝑡 is the observed data at time point t. There have been 

many suggestions for restricting the parameter space for 𝛼, 𝛽 and 𝛾 ([7]). In this paper, we 

follow the traditional approach, requiring that all parameters lie in the interval [0.1]. These 

estimates are set to minimize the discrepancies between the in-sample one-step-ahead 

predictions 𝐹𝑡+1 and the observed values 𝑌𝑡+1.  

Empirical study (see [2]) illustrates that the method used to designate the initial vector has 

very little effect on the accuracy of the predictions obtained when smoothing and the initial 

parameters of forecasting method are determined to minimise the forecast error measure. So, 

to initialize the level, we set 𝐿𝑠 = (𝑌1 + 𝑌2 + ⋯ + 𝑌𝑛)/𝑠; to initialize the trend, we use 

𝑏𝑠 = (𝑌𝑠+1 − 𝑌1 + 𝑌𝑠+2 − 𝑌2 + ⋯ + 𝑌2𝑠 − 𝑌𝑠)/𝑠2 ; and for initial seasonal indices we 

calculate 𝑆𝑝 = 𝑌𝑝 𝐿𝑠⁄ , 𝑝 = 1,2, ⋯ , 𝑠.   

The additive seasonal form of HW method (AHW) works with the following equations: 

   𝐿𝑡 = 𝛼(𝑌𝑡 − 𝑆𝑡−𝑠) + (1 − 𝛼)(𝐿𝑡−1 + 𝑏𝑡−1)      (5) 

𝑏𝑡 = 𝛽(𝐿𝑡 − 𝐿𝑡−1) + (1 − 𝛽)𝑏𝑡−1       (6) 

𝑆𝑡 = 𝛾(𝑌𝑡 − 𝐿𝑡) + (1 − 𝛾)𝑆𝑡−𝑠       (7) 

𝐹𝑡+𝑚 = 𝐿𝑡 + 𝑏𝑡𝑚 + 𝑆𝑡−𝑠+𝑚        (8) 

The second of these equations is identical to (2). The only differences in the other equations 

are that the seasonal indices are now added and subtracted instead of relying on products and 

ratios. The initial values for level and trend are identical to those for the multiplicative 

method. To initialize the seasonal indices we use 𝑆𝑝 = 𝑌𝑝 − 𝐿𝑠, 𝑝 = 1,2, ⋯ , 𝑠. 

The only difference between the additive and modified HW method (MoHW) is in 

equation for level:  
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    𝐿𝑡 = 𝛼𝑌𝑡 − 𝑆𝑡−𝑠 + (1 − 𝛼)(𝐿𝑡−1 + 𝑏𝑡−1)      (9) 

For the modified HW method in contrast to the additive HW method the smoothing 

parameter  𝛼 occurs only at observed data 𝑌𝑡 and not at seasonal factor 𝑆𝑡−𝑠. If we consider 

equation (9) and replace 𝑆𝑡 = 𝛼𝑆𝑡
∗, the equation (7) becomes: 

    𝑆𝑡
∗ = 𝛾∗(𝑌𝑡 − 𝐿𝑡) + (1 − 𝛼𝛾∗)𝑆𝑡−𝑠

∗ ,   𝛾∗ = 𝛾 𝛼⁄    (10) 

The other equations for the MoHW now conform to the AHW format. Thus, when we 

minimize forecast error with respect to the smoothing parameters, the new effect is to 

smooth the seasonal factors by changing them less. This effect has been noted by Miller and 

Williams ([13]), but not given in the form and researched as in this paper. The equations (9-

10) for MoHW are similar to equations for damped additive trend ([4]), adjusted to seasonal 

factors. The initial values for level, trend and seasonal indices are identical to those for the 

additive method. 

 

2.2 Symmetric relative efficiency measure 
 

The efficiency of the MoHW method was measured in terms of the mean squared error 

(MSE) of the in-sample one-step-ahead forecasts and compared to that of AHW and MHW 

methods.  

To compare the MoHW method with the existing AHW method, we first find their mean 

squared errors MSEMoHW and MSEAHW as defined above. We define the symmetric relative 

efficiency measure as 

MoHW

AHW

AHW

MoHW

MSE
MoHW AHWMSE

MoHW/AHW MSE
MoHW AHWMSE

1 ; MSE MSE
SREM

1; MSE MSE

  


 
 



 

The comparison with MHW and ETS method was done in a similar way.  

Also, we use definition of SREM to compare the MoHW method with others methods 

regarding average costs (in these cases, SREM1 measures the percentage increase or 

decrease of the average costs): 

MoHW

method

method

MoHW

AC
MoHW methodAC

MoHW/method AC
MoHW methodAC

1 ; AC AC
SREM1

1; AC AC

  


 
 



 

 

2.3 The supply chain model and joint optimisation 
 

In this section we show the advantage of joint optimisation over the optimisation based 

solely on forecasting data. The smoothing and initial parameters calculated by optimisation 

of the forecasting method are namely not optimal values for minimising the supply chain 

costs. Therefore, the joint optimisation was used and the initial and smoothing parameters 

were optimised to minimise the total costs of the company. 

Consider a simple two-stage supply chain (with centralized demand information) 

consisting of one retailer (the most downstream unit of the supply chain) and one distributor. 

The retailer holds inventory in order to meet an external demand and places inventory 

replenishment orders to the distributor. Orders are placed at every time period. At time t, the 

last known value of the external demand is 𝐷𝑡−1. The retailer places an order 𝑄𝑡 to the 

distributor. We assume that the order placed one period ago is received (lead time is one 

period). External demand 𝐷𝑡 is observed and filled. The unsatisfied demand is backlogged 

and causes penalty costs for the retailer. The distributor is able to supply any requested 
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quantity and delivery lead time is one period. The order placed at time t is received at 

time 𝑡 − 1 and is available to the retailer to fulfil external demand 𝐷𝑡+1. 

Assuming that the retailer follows an order-up inventory policy, an order 𝑄𝑡 placed by the 

retailer to the distributor can be expressed as 𝑄𝑡 = 𝐹𝑡+1 − 𝐹𝑆𝑡, where 𝐹𝑡+1is the forecasted 

demand for the period t+1 and 𝐹𝑆𝑡 is the final stock for the period t (if 𝐹𝑆𝑡 > 0 the retailer 

has on-hand inventory, if 𝐹𝑆𝑡 < 0 the unsatisfied demand occurs). When it is 𝑄𝑡 < 0, an 

order is not placed. The final stock is calculated as 𝐹𝑆𝑡 = 𝐼𝑆𝑡 − 𝐷𝑡, where the initial stock 

𝐼𝑆𝑡 is obtained as 𝐼𝑆𝑡 = 𝑄𝑡−1 + 𝐹𝑆𝑡−1. As the distributor has information about the external 

demand (centralized supply chain), it places the order, which is equal to the forecasted 

demand (less 𝐹𝑆𝑡, if 𝐹𝑆𝑡 > 0). The missing amount of products  supplied from the 

marketplace (assuming that a perfect substitute for the product exists) causes penalty costs 

for the distributor. 

The costs of the supply chain are the sum of the holding costs and the penalty costs for all 

links in the supply chain. We assume the penalty costs to be higher than the holding costs, 

which is expressed by introducing a weight, penalty, that is greater than 1. In our analysis, 

for all calculations of total costs (average costs and minimised average costs) we assume that 

penalty is equal to 3 or 5.  

In other words, using the common notation 𝑋+ = max (𝑋, 0), the supply chain costs at the 

time point t are expressed as (n – total number of links in the supply chain):   

𝐶𝑡 = ∑ 𝐶𝑡
𝑙

𝑛

𝑙=1

= ∑ ((𝐼𝑆𝑡
𝑙 − 𝐷𝑡

𝑙)
+

+ 𝑝𝑒𝑛𝑎𝑙𝑡𝑦 ∙ (𝐷𝑡
𝑙 − 𝐼𝑆𝑡

𝑙)
+

)

𝑛

𝑙=1

 

Since demand data is usually considered as input to the model in stock control studies the 

average costs (for the period 𝑡 = 𝑇 − 𝑠) for forecasts obtained with different forecasting 

methods regarding minimising MSE were calculated (notation method). After that the 

smoothing and initial parameters of the joint model are estimated by minimising the average 

costs (notation J_method).  

 

3 DATA 
 

We used real seasonal time series from the M3-Competition to evaluate the performance of 

the MoHW method. The original time series data can be found in R package Mcomp ([5]). 

The analyses were carried out in the program R ([14]). Function sbplx from the nonlinear 

optimization package nloptr ([17], [9]) was used to estimate the smoothing parameters. The 

starting values in the minimization step were set to 𝛼0 = 𝛽0 = 𝛾0 = 0.5 and the maximum 

number of iterations was set to 25,000.  
 

Table 1: Classification of monthly time series from M3-Competition. 
 

Discipline Number Noise Trend Season Number 
DEMOGRAPHIC 111 A N N 123 

FINANCE 145 A N A 115 

INDUSTRY 334 A A N 167 

MACRO 312 A A A 97 

MICRO 474 M N N 124 

OTHER 52 M N A 95 

TOTAL 1428 M N M 124 

  M A N 179 

  M A A 56 

  M A M 99 

  M M N 159 

  M M M 90 

    TOTAL 1428 
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In our study, we analyzed 1428 monthly series. They refer to six different disciplines, as 

shown in Table. First we used ets function from R package forecast ([6], [7]) to classify the 

series by the form of their trend, seasonality and noise. Table also shows this classification. 

Here ‘A’ stands for ‘additive’, ‘M’ for ‘multiplicative’, and ‘N’ for ‘none’.  

We applied AHW, MHW and MoHW methods on each of the series independently of its 

discipline and ets classification. The estimated smoothing and initial parameters and in-

sample MSE values were saved and SREM of MoHW with respect to AHW and MHW were 

computed.  

 

4 RESULTS OF THE STUDY AND DISCUSSION 

 

For each method and series, the symmetric relative efficiency measures (SREM and 

SREM1) of MoHW with respect to AHW, MHW and ETS were computed. Table 2 shows 

averages of SREM for monthly time series. We can observe that with the MoHW method the 

MSE can be reduced on average by more than 4% (6%) in comparison with the AHW 

(MHW) method. Also, the MoHW method outperforms ETS in 77% of cases, on average by 

almost 16%.  
 

Table 2: Averages of the SREM and SREM1 for 1428 monthly time series from the M3-Competition.  
 

 
MSE → COST 

SREM 
SREM1 

 
penalty = 3 penalty = 5 

 

MoHW/ 

AHW 

MoHW/

MHW 

MoHW/

ETS 

MoHW/      

AHW 

MoHW/  

MHW 

MoHW/    

ETS 

MoHW/      

AHW 

MoHW/  

MHW 

MoHW/    

ETS 

D
is

ci
p

li
n

e 

DEMOGRAPHIC 3.3% 8.3% 13.7% 2.2% 6.4% 9.0% 2.5% 6.7% 10.1% 

FINANCE 4.1% 8.7% 18.0% 2.1% 3.5% 9.8% 2.2% 3.7% 10.5% 

INDUSTRY 2.5% 7.0% 6.7% 1.7% 4.4% 6.4% 1.8% 4.4% 7.4% 

MACRO 6.4% 4.3% 8.0% 4.1% 3.2% 6.9% 4.2% 3.5% 8.0% 

MICRO 5.3% 7.2% 26.0% 3.2% 5.0% 14.9% 3.5% 5.4% 15.5% 

OTHER 1.5% 6.6% 22.7% 1.0% 5.1% 9.6% 1.2% 5.6% 11.1% 

T
y

p
e 

ANN 4.4% 5.3% 26.5% 1.9% 3.2% 14.3% 2.0% 3.3% 14.6% 

ANA 2.2% 7.1% 5.5% 1.5% 3.9% 6.1% 1.6% 3.9% 7.1% 

AAN 2.9% 7.1% 20.2% 1.7% 5.4% 12.4% 1.8% 5.8% 12.6% 

AAA 4.1% 6.7% 7.0% 2.0% 4.5% 5.6% 2.1% 4.8% 6.4% 

MNN 2.9% 7.8% 26.5% 1.8% 3.7% 14.4% 2.0% 4.2% 15.4% 

MNA 3.5% 8.3% 8.5% 2.2% 7.2% 6.8% 2.4% 7.4% 8.0% 

MNM 3.9% 5.2% 9.3% 3.3% 5.3% 8.3% 3.6% 5.7% 10.3% 

MAN 3.9% 6.1% 17.5% 2.2% 2.9% 10.1% 2.4% 3.1% 10.8% 

MAA 3.3% 6.2% 8.9% 1.9% 3.9% 6.5% 2.1% 4.1% 7.8% 

MAM 8.2% 5.1% 8.2% 4.6% 4.0% 6.9% 4.8% 4.5% 7.9% 

MMN 3.5% 6.6% 20.3% 2.5% 5.0% 11.9% 3.0% 5.2% 12.3% 

MMM 9.8% 7.7% 7.7% 6.5% 5.7% 5.9% 7.1% 5.9% 6.7% 

 
Total 4.5% 6.7% 15.9% 2.7% 4.5% 10.1% 2.9% 4.7% 10.9% 

The MoHW method is particularly good in capturing the behavior of microeconomic time 

series, where the MoHW method performs better than ETS method on average by 26%. The 

MoHW method substantially outperforms other methods for classes with no seasonal 

component (xNN, xAN and xMN), irrespective of noise. Surprisingly, the fit of MoHW 

method is better even in xAA and xAM classes, where AHW and MHW methods are 

theoretically correct methods. This indicates the universality of the MoHW method 

regarding ETS which tries to select the most appropriate method.  

Since demand data is usually considered as input to the model in stock control studies, the 

average costs (for the period t T s  ) for forecasts obtained with different forecasting 

methods were calculated. Table 2 also shows the averages of SREM1 (percentage of 

improvement of the average costs) of MoHW with respect to AHW, MHW and ETS. We can 
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observe that averages of the SREM1 are more than 2%, 4% and 10% (for penalty = 3 and 

penalty = 5) with respect to AHW, MHW and ETS. Almost the same as we observe for 

SREM holds for SREM1. If the MoHW substantially outperforms classical methods in some 

classes regarding MSE, the MoHW substantially outperforms them in the same classes 

regarding the average costs (as in this case the costs are calculated for forecasts considered 

as an input to the stock control model). We can also observe that the improvement of MoHW 

in comparison with other methods increases as penalty increases. 

From the joint optimisation of supply chain (costs) model for 1,428 monthly series from 

the M3-Competition (see Table 3), we observe the following: on average JMoHW can 

reduce the average costs by 5.9% (7.2%) in comparison with JAHW (JMHW) for penalty =3 

and by 9.2% (11.8%) for penalty = 5. We can see that the averages of the SREM1 increase 

as penalty increases. The JMoHW method outperforms JAHW and JMHW methods for all 

disciplines and it is particularly good for microeconomic and demographic time series. Also, 

the JMoHW method outperforms other two methods for all types and it is particularly good 

in MNA, MAM and MMx (with multiplicative noise and trend) classes.  
 

Table 3: Averages of the SREM1 obtained with joint optimisation for 1428 monthly time series. 
 

 
JOINT 

SREM1 

 
penalty = 3 penalty = 5 

 

JMOHW/ 

JAHW 

JMOHW/ 

JMHW 

JMOHW/  

JAHW 

JMOHW/ 

JMHW 

D
is

ci
p

li
n

e 

DEMOGRAPHIC 7.0%  8.9% 12.5% 16.1% 

FINANCE 4.0% 6.8% 7.1% 11.6% 

INDUSTRY 2.9% 5.1% 4.7% 7.1% 

MACRO 6.3% 5.5% 8.9% 8.3% 

MICRO 7.8% 9.5% 12.6% 16.9% 

OTHER 7.8% 7.3% 10.0% 11.1% 

T
y

p
e 

ANN 5.8% 6.6% 7.2% 10.6% 

ANA 3.1% 4.9% 5.2% 7.1% 

AAN 5.7% 6.6% 9.1% 10.6% 

AAA 5.4% 6.7% 8.9% 11.8% 

MNN 5.3% 7.3% 8.0% 11.7% 

MNA 5.3% 10.0% 8.8% 15.6% 

MNM 4.7% 8.3% 8.5% 12.3% 

MAN 4.3% 5.6% 6.9% 7.9% 

MAA 6.1% 6.5% 9.9% 9.7% 

MAM 8.5% 8.7% 12.0% 14.9% 

MMN 7.1% 8.7% 13.1% 14.8% 

MMM 8.6% 8.4% 12.5% 16.6% 

 
Total 5.9% 7.2% 9.2% 11.8% 

Finally, if we use joint optimisation with the MoHW method (JMoHW) instead of the 

models where forecasts are calculated with the AHW, MHW or ETS method regarding 

minimising MSE, we can observe the following (see Table 4): on average JMoHW can 

reduce the average costs by more than 24% (23% and 28%) in comparison with AHW 

(MHW and ETS) method for penalty = 3 and by more than 41% (40% and 43%) for penalty 

= 5.  

The averages of the SREM1 within different discipline vary between 18.9% and 33.1% 

for penalty = 3 and between 33.5% and 48.9% for penalty = 5. The JMoHW substantially 

outperforms other methods for microeconomic time series. The averages of the SREM1 

within different classes vary between 18.3% and 36.2% for penalty = 3 and between 35.5% 

and 51.9% for penalty = 5. The JMoHW method substantially outperforms the classical 

methods if a time series does not have a trend and a seasonal component. For these two 
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classes, ANN and MNN, the averages of the SREM1 vary between 25.9% and 36.2% for 

penalty = 3 and between 44.3% and 51.9% for penalty = 5.  
 

Table 4: Averages of the SREM1 for 1428 monthly time series from the M3-Competition. 
 

 
JOINT/MSE 

SREM1 

 
penalty = 3 penalty = 5 

 

JMOHW/      

AHW 

JMOHW/  

MHW 

JMOHW/  

ETS 

JMOHW/      

AHW 

JMOHW/  

MHW 

JMOHW/ 

ETS 

D
is

ci
p

li
n

e 

DEMOGRAPHIC 18.9% 19.0% 22.6% 33.5% 33.7% 36.7% 

FINANCE 21.5% 20.8% 27.0% 36.8% 36.6% 41.6% 

INDUSTRY 23.1% 23.2% 24.8% 39.6% 39.7% 41.1% 

MACRO 23.1% 22.3% 26.1% 39.2% 38.6% 42.1% 

MICRO 27.2% 25.9% 33.1% 46.2% 45.3% 48.9% 

OTHER 27.7% 28.6% 31.7% 46.2% 46.9% 48.3% 

T
y

p
e 

ANN 27.3% 27.1% 36.2% 45.7% 45.7% 51.9% 

ANA 23.9% 24.5% 26.9% 41.0% 41.4% 43.5% 

AAN 20.1% 21.8% 27.9% 35.5% 37.1% 42.0% 

AAA 23.1% 23.4% 24.8% 40.7% 41.1% 42.2% 

MNN 27.1% 25.9% 35.2% 45.2% 44.3% 50.6% 

MNA 24.4% 26.6% 26.5% 42.3% 44.1% 42.9% 

MNM 22.6% 18.3% 21.0% 40.0% 36.7% 37.0% 

MAN 23.7% 23.1% 29.0% 40.2% 39.8% 44.4% 

MAA 23.3% 23.8% 25.3% 40.4% 40.9% 41.8% 

MAM 26.3% 23.4% 25.1% 42.8% 40.6% 41.6% 

MMN 24.6% 24.3% 30.5% 41.8% 41.7% 46.4% 

MMM 24.6% 20.6% 23.1% 40.6% 37.6% 38.7% 

 
Total 24.1% 23.5% 28.1% 41.2% 40.8% 43.9% 

As we can see, the JMoHW method outperforms all three methods and it does not perform 

generally worse in none of the classes, which indicates the universality of the JMoHW 

method. The JMoHW method is general enough to be used as the encompassing method 

when the same method is applied to all time series. 

 

5 CONCLUSION 

 

Demand forecasting is used throughout the world more often because of proper source 

management and the rising need to plan. One of the most commonly used forecasting 

techniques is exponential smoothing, which is relatively inexpensive, fast and simple and 

does not demand special software.  

In this paper we presented the modified Holt-Winters method and the problem of the local 

optimisation of forecasting methods when the calculated forecasts are used in the other 

models. We therefore proposed the MoHW method for a simultaneous optimisation of 

demand forecasting and a stock control policy. The method is computationally stable, 

requires little storage and produces results, which are easy to interpret.  

We tested the method on 1,428 real series from M3-Competition. We developed the 

symmetric relative efficiency measure to compare the performance of different methods. 

Taking averages of these measures across several time series allowed us to indicate which 

method is preferable in general. 

Based on the M3-Competition monthly time series we showed that the MoHW method is 

particularly good for microeconomic time series and for time series with multiplicative 

noise, trend and seasonal component. We showed that the method is general enough to be 

used as the encompassing method when the same method is applied to all time series.  
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As the method can be easily implemented in an Excel spreadsheet, we suggest the 

managers and supply chain decision makers to use JMoHW method to make better 

predictions and reduce the costs. 
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Abstract: eGovernment applications have become widely used in recent two decades with the goal to 

improve communication and cooperation between private and public entities. Goal of the paper is to 

explore the recent trends of eGovernment utilization by the enterprises in European countries with the 

usage of hierarchical cluster analysis. Cluster analysis revealed that European countries can be 

partitioned into homogenous groups regarding eGovernment usage. However, results indicate that the 

level of eGovernment utilization is not directly related to the economic development and 

competitiveness of a country, although it is related to the perceived barriers towards eGovernment.  

 

Keywords: eGovernment, Competitiveness, Cluster Analysis, Hierarchical Cluster Analysis, Global 
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1 INTRODUCTION 

 

eGovernment provides better services for its citizens and enterprises using Internet and 

information and communication technologies (ICTs) [7; 15]. eGovernment offers many 

improvements, e.g. transformation of bureaucratic mechanisms and administration, 

increasing participation, openness, transparency and communication with users [20]. Stier 

(2015) indicate that eGovernment increases efficiency and transparency of government 

operations, strengthening democracy and better services to citizens and business [20].  

Development of eGovernment started in OECD countries during 1990s with the increasing 

development and usage of Internet [5, 2]. Estonia is one of the leading countries regarding 

ICTs usage in public administration, which is the result of the investments in this area. In the 

last 10 years Estonia spend 1% of national budget on development and usage of ICTs in 

public services [8].  

Number of authors has indicated in their research that factors which influence the most on 

the eGovernment usage are: economic and technical readiness of the countries, and 

understanding of public authorities to citizens’ need and lower costs [12; 18; 11]. In order to 

clarify the factors that could influence eGovernment usage, our work is focused on two 

research goals. First, we aim to shade some light into the similarities and differences among 

European countries according to their recent usage of eGovernment. Second, we investigate 

if the European countries that are similar to the level of usage of eGovernment are, in the 

same period, similar according to their level of economic development and competitiveness, 

as well as according to the perceptions of their companies regarding the barriers in 

eGovnernment. In the first stage, the cluster hierarchical analysis is used to organize 

European countries into sensible groupings using data from Eurostat for 2013, according to 

their usage of eGovernment [3]. In the second stage, defined clusters are compared by the 

means of Anova analysis according to: (i) Global Competitiveness Indeks (GCI) and GDP 

per capita, and (ii) perceptions regarding the barriers in eGovernment [17]. 

The paper is organized as follows. The first section provides an introduction. In the second 

section data and the model specification are explained. Results of the cluster and the Anova 

analysis are described in the third section. At the end, a discussion and conclusion close the 

paper. 
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2 METHODOLOGY 

 

2.1 Quantifying eGovernment utilisation  

 

Data on eGovernment utilisation and data on perceived barriers towards the utilization of 

eGovernment were collected for 32 European countries (EU countries, Iceland, Norway, 

Macedonia and Turkey). Other European countries were not used in the analysis because of 

missing data for 2013 for the selected variables. The percentage of enterprises in each 

country that are using specific form of eGovernment and that encountered specific barrier is 

outlined in the Table 1. 
 

Table 1: Utilization and perceived barriers of eGovernment in selected European countries in 2013 
 

Area/ country 
 

Utilization of eGovernment Perceived barriers towards the utilization of eGovernment 

eTendering eForms-
obtaining 

eForms-
returning eVAT eSocial Confidentiality 

and security  

Complicated 
and time 
consuming 

Requiring 
paper of 
person  

Not 
being 
aware (d) 

Any of 
the 
reasons  

EU-28 13 77 74 59 55 21 29 33 24 54 

EU-27 13 77 74 59 55 21 29 32 24 54 

EU-15 12 76 73 61 54 20 29 29 25 51 

Belgium 12 72 74 65 39 26 31 24 27 56 

Bulgaria 10 77 79 75 73 25 15 20 16 44 

Czech 
Republic 19 90 81 41 30 35 46 53 26 77 

Germany  7 66 61 46 48 29 19 29 25 52 

Estonia 25 81 80 73 73 8 13 33 5 40 

Ireland 30 88 95 84 77 18 14 25 10 39 

Greece 10 92 81 78 74 24 14 22 13 44 

France 19 91 87 83 80 21 46 30 41 61 

Croatia 19 84 81 71 57 33 36 58 15 75 

Italy 9 73 58 27 27 27 53 51 40 79 

Cyprus 16 82 47 9 12 16 21 39 14 60 

Latvia 18 79 88 83 84 27 20 47 26 61 

Lithuania 30 99 99 95 96 8 10 26 6 33 

Luxembourg 10 84 65 46 35 19 28 36 33 61 

Hungary 12 82 81 73 71 8 8 33 10 39 

Malta 18 79 58 15 25 20 27 36 12 57 

Netherlands 13 83 85 71 57 2 2 2 1 3 

Austria 15 84 77 60 51 30 20 38 17 59 

Poland 24 81 86 29 70 32 36 62 34 77 

Portugal 19 81 85 78 79 25 33 37 25 61 

Romania 15 57 52 48 49 19 23 31 13 56 

Slovenia 1 86 81 79 78 13 18 29 33 49 

Slovakia 22 86 71 54 59 42 57 74 16 89 

Finland 6 92 89 75 75 8 19 29 25 46 

Sweden 19 92 87 64 64 7 18 23 28 43 

United 
Kingdom 14 80 87 84 65 6 12 12 11 24 

Norway 22 85 89 75 54 8 20 30 15 43 

FRJ 
Macedonia 29 64 56 50 35 16 15 37 8 53 

Source: Author’s research based on Eurostat data (2014) 

 

2.2 Hierarchical cluster analysis and Anova analysis 

 

In this paper we use following methodological approach. Firstly, we use hierarchical cluster 

analysis in order to organize European countries into sensible groups for the year 2013, 

regarding their usage of eGovernment. Secondly, we used Anova analysis to compare 

identified clusters.  

One of the best ways to analyse a large amount of data is to classify them into groups 

which members are similar among each other and are different compared to members of 

other groups [13]. The cluster analysis is one of a statistical classification method which is 

used to examine hidden data structure and to group objects into homogeneous groups based 
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on their similar characteristics [9; 14]. There are four main steps of cluster analysis: feature 

selection, algorithm selection, cluster validation and results. It is important to highlight that 

cluster analysis is not a one-step process, but a process of several iterations [21]. 

Cluster analysis can be divided into two main groups according to the algorithm usage: 

partitioned clustering and hierarchical clustering [4]. In this paper we used hierarchical 

divisive clustering, in which data can be classified with a sequence of nested partitions, 

which refers to the classification starting a cluster including all individuals towards the 

smaller clusters and backwards, in other words using a “top down” approach [10]. After the 

cluster analysis is conducted, the Anova analysis is often used with the goal to test 

differences among clusters according to the selected differences [6].  

In the first stage, data on the usage of eGovernment in 32 European countries was used for 

cluster determination. Using the hierarchical cluster analysis, countries were grouped 

regarding indicators of eGovernment usage by enterprises presented in Table 1 (left 

columns). In this paper we used the Ward-method as the clustering method. In the second 

stage, we used Anova analysis to compare identified clusters according to data presented in 

Table 1 (right columns): (i) their competitiveness level and GDP per capita, and (ii) their 

perceptions regarding the barriers in eGovernment.  

 

3 RESULTS 

 

3.1 Hierarchical cluster analysis results 

 

According to eGovernment usage, selected countries are divided into clusters (Figure 1). The 

results showed that 28 selected European countries are grouped into three clusters regarding 

the rank of a particular cluster.  
 

 

Cluster A 

(N=7) 

Bulgaria, Finland, 

Greece, Hungary, 

Netherlands, Slovenia, 

United Kingdom 

Cluster B 

(N=13) 

Austria, Croatia,  

Czech Republic, 

Estonia, France,  

Ireland, Latvia, 

Lithuania, Norway, 

Poland, Portugal,  

Slovakia, Sweden 

 

Cluster C 

(N=8) 

Belgium, Cyprus,  

FRY Macedonia, 

Germany, Italy, 

Luxembourg,  

Malta, Romania 

Source: Author’s research based on Eurostat data (2014) 
 

Figure 1: Selected European countries grouped into specific clusters based on different characteristics and 

forms of eGovernment usage; 2013 

In Cluster A there are seven countries: Bulgaria, Finland, Greece, Hungary, Netherlands, 

Slovenia and United Kingdom. It can be noted that the Cluster A includes some of the most 

developed European countries, e.g. Finland, as well as developing countries, e.g. Bulgaria. 

Cluster B consists of 13 countries: Austria, Croatia, Czech Republic, Estonia, France, Ireland, 
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Latvia, Lithuania, Norway, Poland, Portugal, Slovakia and Sweden. This cluster also consists 

of the most developed northern European countries, e.g. Norway, and developing countries, 

e.g. Croatia. Cluster C consists of 8 countries: Belgium, Cyprus, FRY Macedonia, Germany, 

Italy, Luxembourg, Malta and Romania. This cluster again consists on countries that are 

different according to their economic development. It can be concluded that countries within 

Cluster A, Cluster B or Cluster C are not similar regarding socio-economic development 

neither regarding geographic position. In all three clusters developed and developing 

European countries can be found. However, they are similar to their level of eGovernment 

usage by the enterprises.  

Table 2 represents descriptive statistics of the eGovernment usage indicators.  
 

Table 2: Descriptive statistics of the eGovernment usage indicators across clusters (% of enterprises) 
 

Ward Method eTendering 

eForms-

obtaining 

eForms-

returning eVAT eSocial 

Cluster A (n=7) 

9,429 83,143 83,286 76,429 70,429 

(4,541) (4,776) (3,729) (4,315) (7,161) 

Cluster B 

(n=13) 

21,615 86,231 85,077 68,462 67,231 

(4,556) (5,644) (7,342) (18,577) (17,210) 

Cluster C 

(n=8) 

14,500 72,125 58,875 38,250 33,750 

(6,949) (9,403) (8,184) (19,241) (12,314) 

Total 

(n=28) 

16,536 81,429 77,143 61,821 58,464 

(7,285) (8,925) (13,542) (22,241) (20,915) 

Source: Author’s research based on Eurostat data (2014) 

Note: Means and standard deviations (in parentheses) are provided; bold letters indicate the highest average value 
 

In Cluster A there is the highest percentage of enterprises according to the usage of eVAT 

(76,429% of enterprises) and eSocial (70,429% of enterprises). In Cluster B there is the 

highest percentage of enterprises according to the usage of eTendering (21,615% of 

enterprises), eForms obtaining (86,231% of enterprises) and eForms returning (85,077% of 

enterprises). Countries in Cluster C are those with the lowest average values of all 

eGovernment indicators. 

 

3.2 Anova analysis results 

 

In this section results of the Anova analysis are presented (Table 3).  
 

Table 3: Descriptive statistics of Global Competitiveness Index, GDP per capita and perceptions regarding the 

barriers in eGoverment and the ANOVA analysis; 2013 
 

  

Cluster A Cluster B Cluster C F-value 

Mean St.Dev Mean St.Dev Mean St.Dev 

GCI 4,753 0,717 4,692 0,469 4,635 0,548 0,083 

GDP per capita (000 EUR) 452,000 1131,062 129,408 197,004 61,513 75,701 1,009 

Perceptions regarding the barriers in eGovernment 

Confidentiality and security 12,286 8,958 22,615 11,948 21,500 5,099 2,741* 

Complicated and time consuming 12,571 5,940 28,385 14,936 27,125 11,667 4,042** 

Requiring paper of person 21,000 10,924 41,231 16,161 35,375 8,017 5,438 

Not being aware about eGovernment services 15,571 10,518 20,308 10,773 21,500 11,452 0,624** 

Any of the reasons 35,571 16,521 58,308 17,698 59,250 8,548 5,934*** 

Source: Author’s research based on Eurostat data (2014) and Schwab (2014) 

Note: *** statistically significant at 1%, ** statistically significant at 5%, * statistically significant at 10% 

 

Comparison according to Global Competitiveness Index 

In order to estimate the relationship of eGovernment usage and competitiveness of selected 

European countries in 2013, calculated average values of GCI of each cluster are presented in 

Table3. It can be seen that average values of GCI are the highest in Cluster A. Cluster B 

(4,692) and Cluster C (4,635) have almost the same average values but less than Cluster A. 
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Anova analysis indicates that found differences are not statistically significant.  

 

Comparison according to GDP per capita 

In order to estimate the relationship of eGovernment usage and competitiveness of selected 

European countries in 2013, calculated average values of GDP per capita of each cluster are 

presented in Table 3. It can be seen that average values of GDP per capita are the highest in 

Cluster A (452,000) where are grouped one of the most developed European countries 

(Finland, Netherlands and United Kingdom). Cluster C (61,513) has the lowest average value 

for GDP per capita where the less developed European countries can be found (FRY 

Macedonia, Malta and Romania). Anova analysis indicates that found differences are not 

statistically significant.  

 

Comparison according to perceptions regarding the barriers in eGovernment 

In order to estimate the relationship of eGovernment usage and competitiveness of selected 

European countries in 2013, calculated average values for the barriers in eGovernment usage 

of each cluster are presented in Table 3. It can be seen that the highest average values are in 

the Cluster B for following indicators: Confidentiality and security, Complicated and time 

consuming and Requiring paper of person. While, for the other two barriers the average 

values are the highest in Cluster C: Not being aware about eGovernment services and Any of 

the reasons). The lowest average values for all mentioned barriers in eGovernment are in 

Cluster A where are grouped one of the most developed European countries (Finland, 

Netherlands and United Kingdom). The conducted analysis showed that calculated average 

values for barriers in eGovernment are statistically significant for all indicators, except for 

the Requiring paper of person. Anova analysis revealed that differences among clusters are 

statistically significant for the following barriers: (i) Confidentiality and security is 

statistically significant at 10%, (ii) Complicated and time consuming and Not being aware 

about eGovernment services are statistically significant at 5%, (iii) and indicator Any of the 

reasons is statistically significant at 1%. 

 

4 CONCLUSION 

 

Results of our study indicated that European countries could be grouped into three clusters 

using hierarchical cluster analysis according to their usage of eGovernment which was our 

first goal of the paper. The countries grouped together in the clusters differ a lot to each other 

according both to the level of their economic development as well as to their geographical 

position. However, European countries grouped together had similar percentage of 

enterprises that encountered barriers regarding the utilization of the eGovernment. The 

conducted Anova analysis showed that calculated average values are not statistically 

significant for GCI, GDP per capita and for one barrier in eGovernment: Requiring paper of 

person. Nonetheless, Anova analysis revealed that differences among clusters are statistically 

significant for other four barriers in eGovernment. Therefore, the conclusion for our second 

goal could be that the level of eGovernment utilization in particular country is more related to 

the perceived barriers then to the level of the economic development of the country.  

In this paper we collect data for the year 2013 and for the European countries. In order to 

expand this research, the analysis of data for the year 2015 should be conducted with the goal 

to compare results from the year 2013 and 2015. Expanded analysis would also show if there 

is any progress in eGoverment usage during the last two years, especially in the area of 

eTendering. Also, it will be useful to compare other non-European countries according to 

their level of eGovernment usage. In this paper, we have not corroborated former researchers 

regarding impact of socio-economic development on eGovernment usage [12; 18; 11], but we 
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indicate that the perceived barriers have the stronger influence. Therefore, in further research 

influence of national policies regarding eGovernment usage should be examined. 
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Abstract: The insurance industry, particularly its stronger component life insurance, is increasingly 
gaining in importance as financial intermediary that facilitate the role of the financial system in economic 
growth. Important position of the life insurance industry will be explained by economic and demographic 
determinants on the example of the transition countries of central Europe, applying a static panel model. 
According to the results of previous studies, hypothesis has been confirmed - a rise in income contributes 
to the growth of the insurance market and the demand for life insurance is function of bequest motive. 
The limiting factor in the development of the life insurance market is unemployment, which is becoming 
very disturbing in the study on a group of countries. As an additional reason for the interest of the study 
stands out relatively few studies comparing them with the banking sector. 
 

Keywords: Life insurance demand, Transition countries of central Europe, Static panel analysis 
 
1 INTRODUCTION  
 
The growth rates of life insurance significantly exceed the growth rate of world gross domestic 
product (GDP), which highlights the role of the insurance sector in the economy and determines 
the increased importance of the insurance sector in the execution of financial intermediation.  
However, the rate of growth of life insurance differed not only between countries with different 
levels of development, but also between countries of the same level of development [7]. 
Therefore, the question arises, what causes occurrence of variations and what determines the 
demand for life insurance. Previously conducted studies have created a clear view of a group of 
factors with impact on the demand for life insurance that are justifiably explored. There are 
different economic, demographic, social and institutional factors of demand for life insurance. 
Identified core factors used in previous research show often ambiguous result depending on the 
measure used to describe demand for life insurance. Various measures created a difficulty in 
presenting general conclusions about the direction of the relationship and the importance of the 
impact of individual factors on the life insurance industry, which is evident in the work [3] 
while comparing different models with different measures. Consequently, there is limited 
understanding of the contribution of life insurance on the real economy. This paper examines 
the economic and demographic determinants of demand for life insurance in the group of 
transition countries that are members of the European Union (EU) and which geographically 
belong to the region of Central Europe. Considered countries; Bulgaria, Croatia, Czech 
Republic, Hungary, Slovakia and Slovenia constitute a homogenous group according to the 
criteria of development of the life insurance market measured by the indicator of the density of 
life insurance or penetration of life insurance. The homogeneous group of countries allows 
creating model, which is adapted to the characteristics of all the countries, whose estimates 
reflect the actual properties of each of the observed countries [2].  The empirical confirmation of 
the drivers of demand is carried out by a panel method that optimizes scope of country, through 
the criterion of homogeneity, and the volume of data required to present a valid statistical 
conclusions. The insurance market of selected countries is analysed for the ten-year period from 
2003 to 2012. The paper is organized as follows. The second section provides an overview of 
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the determinants that are included in the model. The third section presents the data and 
methodology involved in the analysis and presents the results. A concluding section summarizes 
the main results in the analysis and insights that were obtained on the basis of research. 

 
2 DETERMINANTS OF LIFE INSURANCE 
 
The life insurance can be either “pure insurance” products, savings products, or a combination 
of both [16]. Based on existing research and data availability, the following factors are 
abstracted.  
 

2.1 Economic determinants of life insurance 
 

Disposable income is considered as the central variable in the models that explain the demand 
for life insurance regardless of the level of economic development of the country. The possible 
loss due to occurrence of the insured event is more significant following the increase in income 
[8]. As a result of the increase in income, life insurance contract gains value. In addition, the 
reason for the positive relationship between the level of disposable income and demand for life 
insurance is the possibility to invest in life insurance product since higher income generally 
allows settlement necessities of life while retaining surplus funds. Disposable income, which is 
measured by the ratio of GDP per capita, due to the availability, is most commonly used 
variable and it can be considered as an appropriate measure for permanent income [3]. Research 
conducted [5] shows that the life insurance sector starts to grow faster in developing countries 
with higher income than in developing countries with lower income. Inflation reduces the value 
of the agreed life insurance contract, making a product of life insurance less attractive. The 
promised future payments have less value, hence it is logical less demand for life insurance. 
Reduced demand is achieved through two channels; the first is related to reduced consumer 
confidence; the second refers to the real interest rate [6]. Regardless of the type of insurance, 
promised payments are guaranteed in a future time period and as such are influenced by changes 
in the price of money. Inflation will affect the reduction in the purchasing power of future 
payments dependent by insured event. As a result of the process of adapting to clients' needs, it 
is enabled the contracting indexed life insurance which in turn can cause the effect inflation 
being irrelevant. Despite the existence of indexed insurance policy, whose purpose is to 
neutralize the impact of inflation, the data time series when there is inflation in the country, 
Brazil; indicate a significant reduction in demand for insurance [1]. Unemployment is a 
position where an individual is unable to compensate for work which is the basic source of all 
product and service consumption and therefore life insurance products. The total income that an 
individual gets, does not have to originate only from work, but for the majority of the 
population, income from work is the main source of consumption and wealth accumulation. 
Higher unemployment is considered to have negative impact on the demand for life insurance. 
The evidence on the impact of unemployment on demand are limited, [9] suggests a negative 
relationship between unemployment and the demand for life insurance. Studies frequently 
examine the link between unemployment and the rate of non-payment insurance [12]. 
Theoretically assumed positive relationship empirically confirms in developing countries [10]. 
 
2.2 Demographic determinants of life insurance 
 

It is assumed that a larger number of dependents in the population have a positive impact on 
the demand for life insurance. This will be explained by the fact that the recipient of income is 
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primarily striving to protect dependents of uncertainty, which are part of life. A sense of 
responsibility towards the dependents is a fundamental driver of demand for life insurance. 
However, the number of people dependent on the breadwinner can have the opposite effect of 
what was discussed in terms of income exhausting requirements of each dependent member.  
The result of insufficient amounts of available income is the cause of the inability of contracting 
life protection, so the number of dependents may have a negative effect on the demand for life 
insurance. The ratio of the population younger than 15 and older than 64 years to the working 
age population is used as a measure of dependents in society, [3] separately consider the share 
of the young dependent population and the older dependent population in the working age 
population. The number of dependents is achieving ambiguous impacts since it is manifested in 
different motive for hedging and the reasons for saving. Separate consideration of the young and 
old dependent population gains on the meaning in a situation when in the analysis is included a 
detailed data on demand with respect to the type of life insurance. A higher level of education 
of the individual is positively associated with the desire to protect dependents. It is considered 
that a higher level of education results in a stronger awareness of the uncertainties of life [4], 
[11]. Greater aversion to risk and a greater understanding of the risks, which are related with 
higher education, result in a greater demand for life insurance. The level of education is 
associated with the need for protection of dependent family members and their standard of 
living [13]. The education level of the population is usually measured by the total enrolment in 
tertiary education regardless of age, expressed as a percentage of the total population of the five-
year age group following on from leaving secondary school. 
 
3 EMPIRICAL RESEARCH 
 
Considered countries; Bulgaria, Croatia, Czech Republic, Hungary, Slovakia, and Slovenia 
constitute a homogenous group according to the criteria of development of the life insurance 
market. The penetration, as an indicator of the share of life insurance in the total product, and 
density, as the size of the premium allocation per capita, are the measures considered for six 
transition countries that reveal the same stage of development of life insurance market with 
common challenges, which is the convergence to the rest of developed Europe (EU). The 
indicator of the density of insurance is an absolute indicator. Penetration is a relative indicator 
adjusted for the change in GDP, therefore less resilient to the movement of the income [3]. 
Penetration reveals the position of the life insurance industry in relation to all other sectors that 
contribute to GDP value. Indicator of density as an absolute size indicates a change of scale that 
is not appointed in the context of the national economy and the position of comparison with 
other sectors of the national economy. Recent studies, in particular the panel included an 
analysis, predominantly used penetration of insurance as a measure of the demand that due to 
the insensitivity of the change in the price [4] and insensitivity to the level of economic 
development [15] created a reason to critique. The insurance market of selected countries is 
analysed for the ten-year period from 2003 to 2012, using the data from the annual equidistance 
between the members of the time series, which reduces claim for correction of possible systemic 
renewal phenomena within a period of one year. The data that includes both temporal and 
spatial component of the analysed variables are called the panel data, and the whole process is 
called the panel analysis.  
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Source: According to data http://www.insuranceeurope.eu/ 
Figure 1: Life insurance market size measured by 

average density (USD) in selected countries                        
(2003-2012) 

 

Source:  According to data http://www.insuranceeurope.eu/ 
Figure 2: Life insurance market size measured by 

average penetration in selected countries           
(2003- 2012)

Dependent variable, approximated with density or penetration of insurance, is changed to the 
units of observation (by country) and by the time, so the evaluation of variables, which really 
determine the variable demand for life insurance, is considered a more precise [2]. Analytical 
note of the model equations is as follows: 
 

 ititittiititiit EDUCNBDEPTUNEMPINFLNINCOMELFINS   54321  (1) 
         TtNi ,...,1;,...,1   
 

Where N is the number of units of observation, T is the number of periods. Parameter i  is a 
constant member, different for each unit of observation, 51 ,...,   are parameters that are 
estimated. Furthermore, it  is the estimation error that is assumed to follow a white noise 
process. 

Table 1: Description of variables and expected impact of independent variables 
 

Label Definition of variable Expected impact 
LFINS Ratio of gross written premiums to total population (Density) Dependent variable 
LFINS2 Gross written premiums to GDP (Penetration) Dependent variable 

INCOME GDP per capita (current 000 US$) + 
INFLN Inflation, consumer prices (annual %) - 

UNEMP Unemployment, total (% of total labor force) - 
NBDEPT Age dependency ratio (% of working-age population) +/- 

EDUC School enrolment, tertiary (% gross) + 
Source: Author’s definition and expectations according to previous research 
 

The movements of the dependent variable, the demand for life insurance, indicates upward 
trends in the performance till the financial crisis, when positive trends are replaced by a period 
of stagnation. Poland is the most propulsive market in the period before 2008. The period of 
financial and economic crisis caused a decrease in the size of the market and stagnation by the 
end of the period. The least developed market of life insurance among the surveyed countries is 
Croatia. Indicates the greatest differences compared to other observed countries. General level 
of the importance of the life insurance market is less influential and trends are less expressed on 
Croatian example.  
 

 
Source: According to data http://www.insuranceeurope.eu/   

Figure 3: Life insurance density in selected countries   
Source: According to data http://www.insuranceeurope.eu/ 

Figure 4: Average indices of all selected countries
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Observing average indicators for six countries by years (Figure 3), it has been noted that after 
2008 average gross written premium per capita declines from 312.73 USD to 260.96 USD. 
Hence, the dummy variable is introduced for the period of crisis according to movements of 
indicators of demand. However, variable crisis shows no statistical significance and does not 
affect the assessment parameters. The growth rate of demand for life insurance in selected 
countries exceeds the growth rate of GDP (Figure 4). Hausman test confirms the existence of a 
correlation between at least one independent variable and the individual intercept, for this reason 
the model with fixed effects (FE) is accepted as the appropriate model [2]. Despite the presence 
of a problem of correlation, the estimator of the model with fixed effect is consistent. 
Furthermore, noted stop of the growing trend in demand for life insurance is the reason of 
inclusion of the dummy variable crisis which is an adverse effect, but does not show 
significance in explaining the trends in demand for life insurance regardless of the measure of 
demand (Table 2). Wooldridge test confirms the absence of serial correlation of residuals. The 
usual R2 is valid for comparison of the pooled model estimated by OLS and the FE model, but 
comparison should be done only within the same class of models and estimators, [14] suggests 
three measures within, between and overall. 

 

Table 2: Estimated models with graph of forecasting movements of life insurance density compared with real 
movements in selected countries 

 

 Fixed effect  model 

 

  lfins  lfins lfins2 lfins2 
income 16.38*** 16.88*** 0.0109 0.0128 

 (2.997) (3.381) (0.0192) (0.0216) 
infln -2.555 -2.544 -0.00328 -0.00323 

 (3.001) (3.029) (0.0192) (0.0194) 
unemp -7.862*** -7.958*** -0.0502*** -0.0506*** 

 (2.609) (2.650) (0.0167) (0.0170) 
nbdept 13.00** 12.80** 0.0442 0.0434 

 (5.762) (5.850) (0.0369) (0.0375) 
educ 1.527 1.373 0.0119 0.0113 

 (1.345) (1.438) (0.00861) (0.00921) 
crisis  -4.405  -0.0173 

  (13.53)  (0.0866) 
_cons -582.4** -569.8** -0.777 -0.727 

 (238.1) (243.5) (1.524) (1.559) 
N 59 59 59 59 

Hausman 0.0011 0.0014 0.0003 0.0006 
Wooldridge 0.1858 0.1817 0.1823 0.1861 

R2 0.8443 0.8447 0.4767 0.2167 
Standard errors in parentheses  
* p < 0.1, ** p < 0.05, *** p < 0.01 
Source: Author’s estimation according to data http://www.insuranceeurope.eu/; http://www.worldbank.org/ 
 

The results of the analysis are divided depending on the measure of the demand for life 
insurance. Life insurance is becoming a more attractive way of investing as income rises. A 
positive relationship is observed in the model where demand is measured by the density of 
insurance. In the same model, it was confirmed that an increase of the number of dependent 
members of the population contributes to the development of the insurance market. The latter 
indicates that the motives for leaving the property in inheritance to dependent family members 
are expressed in the transition countries. Unemployment as a great problem of the selected 
countries, the average rate for observed period exceeds 10%, manifests itself as a variable that 
significant impedes the development of the insurance market. Indicator density of insurance is 
more sensitive to changes in income, than is the case with an indication of the penetration of the 
insurance market. Therefore it is said that the model of market penetration is less income elastic, 
as in the example where significance is lacking. Furthermore, the model contains only 
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unemployment as significant variable, thus explains the correlation connection and is not used in 
the assessment of the actual movement of the demand for life insurance. Fixed model best 
estimates demand for life insurance in the case of the Czech Republic and Slovenia. The 
presence of inflation shows no significance that can be justified with indexed insurance policies. 
 
4 CONCLUSION 
 
The variables that are estimated by the fixed effect model of demand for life insurance and that 
showed significance are in accordance with the theory. In conclusion, the conditions in which 
the economy is with low unemployment rate and households with a stable income, who care 
about the future of dependents, are the main drivers of economic and demographic growth of the 
insurance market in the transition countries of Central Europe. If the demand is assumed by 
indicator of penetration, the conclusion is that higher unemployment rate reduces the share of 
collected premiums in the total product. The inhibited trend described by variable crisis shows 
no significance to the assessment parameters. Future research should be consider the impact of 
the pension system and its long term sustainability, which is the fundamental characteristic 
considered by demographic indicators, on function and position of the insurance industry. 
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Abstract: A policy towards a low-carbon society in EU provides many measures. Appropriate heat 

load forecasting techniques offer opportunity for more effective schedule operations and cost 

minimization. This paper presents a comparison between two widely used methods. The forecasting 

performance of Multiple regression and Holt-Winters methods has been investigated. Based on 

chosen accuracy measures, Holt-Winters methods ensured much better forecasting values. The best 

forecasting performance was obtained by Multiplicative and Extended Holt-Winters method. 

Keywords: Heat load forecasting, Holt-Winters method, Multiple regression method 
 

1 INTRODUCTION 
 

Current challenges facing the European Union are sustainable energy supply, reducing 

dependence on energy resources and energy efficiency [8]. Forecasting is one of the possible 

measures for the efficient energy production, and wise management of energy resources. 

The Naive method has been chosen as a reference method. Forecasting values have been 

compared with forecasting values of other methods. The Multiple regression method belongs 

to the group of more advanced methods. It's based on the consideration of the external 

factors. Dotzauer [2] figured out that the outdoor temparature affects the heat load the most. 

Other potential relevant external factors are solar radiation, wind speed and humidity. The 

basic exponential smoothing methods have been developed by Holt [5]  and Winters [10]. 

Extended exponentional smoothing methods have been presented by the American professor 

Gardner [4]. One possible way of forecasting improvement represents relaxation of space 

parameter restrictions. Hyndman, Akram in Archibald [6] mentioned, recommended values 

of space parameters are dependent on time series characteristic such as error, trend and 

seasonality. 

The aim of this article is the comparison of monthly heat load forecasting value of the 

Multiple regression method and Holt-Winters method. We defined the following hypothesis: 

»Holt-Winters methods are more appropriate methods for heat load forecasting than the 

Multiple regression methods«. 

The remainder of the paper is organized as follows. Section 1 presents a supply chain and 

case study data applied in this paper. In section 2, a methodology is explained. Section 3 

consists of description of methods. Naïve method, the Multiple regression methods and Holt-

Winters methods are introduced. Results are presented in section 4. In the last, section 5, 

conclusion and further research are discussed. 
 

2 DATA 
 

This study is based on heat load data Y and four other external quantities. These are outdoor 

temperature T, solar radiation S, wind speed W, and relative humidity H. Data was obtained 

from the company Energetika Ljubljana from September 2008 to February 2013. The supply 

chain of the company consists of three main elements: 1.) Production of heat load, 2.) A 

distribution network, and 3.) Customers. Company Energetika Ljubljana provides heat load 

(hot water and steam), natural gas and electricity. The heat load accounted for 50% of the 

whole sale of the company [7]. Data was gathered through a daily resolution. Time series 

have been divided into winter and summer seasons (Figure 1).  

323

mailto:strmcnikervin@guest.arnes.si
mailto:liljana.ferbar.tratar@ef.uni-lj.si


 

 
 

Figure 1: Heat load data Y in daily resolution 
 

In this study, only winter data is analysed due to difficulty of estimation. Forecasting value 

was related to strong relations between heat load data and external weather factors, which 

caused a high dynamic of time series. Average monthly data WS1 (winter season 1), WS2, 

WS3, WS4, WS5 were divided into six equal periods: P1 (period 1), P2, P3, P4, P5, P6, as 

shown in Table 1. 
Table 1: A data division 

 

 WS1 WS2 WS3 WS4 WS5 
P1 16. 10.-15. 11. 2008 16. 10.-15. 11. 2009 16. 10.-15. 11. 2010 16. 10.-15. 11. 2011 16. 10.-15. 11. 2012 

P2 16. 11.-15. 12. 2008 16. 11.-15. 12. 2009 16. 11.-15. 12. 2010 16. 11.-15. 12. 2011 16. 11.-15. 12. 2012 

P3 16. 12.-15. 1. 2009 16. 12.-15. 1. 2010 16. 12.-15. 1. 2011 16. 12.-15. 1. 2012 16. 12.-15. 1. 2013 

P4 16. 1.-15. 2. 2009 16. 1.-15. 2. 2010 16. 1.-15. 2. 2011 16. 1.-15. 2. 2012 16. 1.-15. 2. 2013 

P5 16. 2.-15. 3. 2009 16. 2.-15. 3. 2010 16. 2.-15. 3. 2011 16. 2.-14. 3. 2012 / 

P6 16. 3.-15. 4. 2009 16. 3.-15. 4. 2010 16. 3.-15. 4. 2011 15. 3.-14. 4. 2012* / 
 

The obtained data were split into training (WS1, WS2, WS3, WS4), and testing subsets 

(W5). Training subset was used for method learning. With the testing subset we checked a 

time series learning ability. Hence, we estimated the generalization ability of the method. 

Autocorrelation analysis has been used to gather information about seasonality. Due to 

prominent presence of seasonality, we expected better performance of Holt-Winters methods 

(although HW methods did not take into account external factors such as outdoor 

temperatures, solar radiation, wind speed and relative humidity), than methods of Multiple 

regression. 

 
Figure 2: Autocorrelation analysis 

3 METHODOLOGY 
 

Forecasting values of heat load, which we compared to independent data (the testing subset, 

WS5), has been calculated in the following way: 

𝐹(𝑡 + 𝑚), 𝑚 = 1, 2, 3, 4, (1) 
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where t represents the arbitrary time, and m represents number of forecasted period in 

monthly resolution. 

The efficiency of methods was measured in terms of the mean squared error (MSE) of the 

in-sample one-step-ahead forecasts. Then we used the HW methods with optimal parameters 

and predicted the next 4 periods. These were compared to the true values (WS5) and the 

mean squared forecasting error for each method was recorded. Due to gathered knowledge 

and experiences, we used a MARNE error. It is a relative measure depending on the size of 

the district heating system, and can be easily interpreted in technical or economical terms. 

MARNE error is calculated as the average of the absolute differences e(t) of forecast heat 

consumption, and actual heat consumption, normalized by the maximum transmission 

capacity of the district heating network Ymax [9]: 

MARNE = 100

1
𝑁𝑑

∑ |𝑒(𝑡)|𝑁𝑑
𝑡=1

𝑌𝑚𝑎𝑥

[%], 𝑡 = 1, 2, 3, … 𝑁𝑑, 
(2) 

where Nd is the number of heat load samples in a monthly resolution. MARNE error allowed 

us the comparison between actual and forecasted values among all samples of time series. 

The forecasting errors on training and testing subsets were denoted as MARNEtrain and 

MARNEtest. Theil’s U-statistics has been used as the additional accuracy measure. It has 

been calculated through actual heat load values 𝑌𝑡, 𝑌𝑡+1 and forecasted heat load values 𝐹𝑡+1 

as it is shown it the following equation: 

𝑈 = √
∑ (

𝐹𝑡+1 − 𝑌𝑡+1

𝑌𝑡
)

2
𝑛−1
𝑡=1

∑ (
𝑌𝑡+1 − 𝑌𝑡

𝑌𝑡
)

2
𝑛−1
𝑡=1

 (3) 

If the value of Theil’s U-statistics is higher than 1, it means that the forecasting technique is 

worse than the naïve method approach. If the value of Theil’s U-statistics is lower than 1, it 

means that our technique is better than naïve method technique. 

At this point, we would like to emphasize that lower values of the accuracy measures 

MSE, MARNE, and Theil’s U-statistics, represent a better forecasting performance. Testing 

accuracy measures was accepted as the main criterion for the forecasting performance of 

methods. 
 

4 FORECASTING METHODS 
 

The Naïve method was chosen as the reference method. A detailed forecasting performance 

analysis has been conducted for Multiple regression methods (MR), and Holt-Winters 

methods (HW). 
 

4.1 Naive Method 

A Naïve method represents a benchmark method, and it is one of the most simple forecasting 

methods, it was used as a reference method. Predicted heat load values 𝐹𝑡+1 were calculated 

on the basis of the previous data 𝑌𝑡: 

𝐹𝑡+1 = 𝑌𝑡 + 𝑒𝑡+1, (4) 

where 𝑒𝑡+1 denotes noise and t denotes the arbitrary time. 
 

4.2 Multiple regression 

The motivation for Multiple regression methods was linear correlation analysis between heat 

load data Q(t+1) and external factors T(t+1), S(t+1), W(t+1), H(t+1). We also calculated the 

autocorrelation coefficient between Q(t+1) and Q(t). As shown in Figure 3, there exist a 

high negative correlation between heat load Q(t+1) and outdoor temperature T(t+1). 
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Figure 3: Linear correlation coefficient between heat load data and external factors 
 

We defined four Multiple regression models: MR1, MR2, MR3 and MR4. We considered 

different number of external factors in the models. For instance, M4 denotes Multiple 

regression method, which took into account four external factors. These were outdoor 

temperature T, solar radiation S, wind speed W and relative humidity H, as is shown in Table 

2. Parameters ηi, i=1:5, denote regression coefficients. 
 

Table 2: Multiple regression (MR) methods 
 

MR1 𝐹(𝑡 + 𝑚) = 𝜂𝑖 + 𝜂𝑖+1𝑇(𝑡 + 1) + 𝜂𝑖+2𝑄(𝑡) 

MR2 𝐹(𝑡 + 𝑚) = 𝜂𝑖 + 𝜂𝑖+1𝑇(𝑡 + 1) + 𝜂𝑖+2𝑄(𝑡) + 𝜂𝑖+3𝑆(𝑡 + 1) 

MR3 𝐹(𝑡 + 𝑚) = 𝜂𝑖 + 𝜂𝑖+1𝑇(𝑡 + 1) + 𝜂𝑖+2𝑄(𝑡) + 𝜂𝑖+3𝑆(𝑡 + 1) + 𝜂𝑖+4𝑊(𝑡 + 1) 

MR4 𝐹(𝑡 + 𝑚) = 𝜂𝑖 + 𝜂𝑖+1𝑇(𝑡 + 1) + 𝜂𝑖+2𝑄(𝑡) + 𝜂𝑖+3𝑆(𝑡 + 1) + 𝜂𝑖+4𝑊(𝑡 + 1) + 𝜂𝑖+5𝐻(𝑡 + 1) 

 

4.3 Holt-Winters methods 
 

We examined six different HW methods: 1.) Additive AHW, 2.) Multiplicative MHW and 

3.) Extended EHW, 4.) AHW_init, 5.) MHW_init and 6.) EHW_init. First three methods are 

presented in Table 3. For last three methods, the additional optimisation of the initial values 

(level-Ls, trend-bs and seasonality Si, i=1,..,s; where s denotes the number of months in a 

season), has been executed. AHW and MHW estimates three smoothing parameters (α, β and 

𝛾), and can incorporate additive or multiplicative seasonality depending on whether the 

seasonal variation is regarded as independent of the level of the local mean or as being 

proportional to it. EHW estimates four parameters [3]. EHW method takes into consideration 

the additional parameter 𝛿. The only difference between the AHW and the EHW method is 

the equation for the calculation of level (look at the Table 3). All other equations – for trend 

(bt), seasonality (St), forecast (Ft+m) and method initialization – remain the same as with the 

AHW method (Table 3). The optimal values for the smoothing parameters were obtained by 

minimising MSE with Solver in Microsoft Excel. The initial values of the smoothing 

parameters were 0.5. With the additional settings, the interval [0,1] for the smoothing 

parameters was accepted. 
Table 3: Holt-Winters (HW) methods 

 

 Additive HW method – AHW Multiplicative HW method – MHW Extended HW method – EHW 
𝐿𝑠 1

𝑠
(𝑌1 + 𝑌2 + ⋯ + 𝑌𝑠) 

1

𝑠
(𝑌1 + 𝑌2 + ⋯ + 𝑌𝑠) 

1

𝑠
(𝑌1 + 𝑌2 + ⋯ + 𝑌𝑠) 

𝑏𝑠 1

𝑠
(

𝑌𝑠+1 − 𝑌1

𝑠
+

𝑌𝑠+2 − 𝑌2

𝑠
+ ⋯ +

𝑌𝑠+𝑠 − 𝑌𝑠

𝑠
) 

1

𝑠
(

𝑌𝑠+1 − 𝑌1

𝑠
+

𝑌𝑠+2 − 𝑌2

𝑠
+ ⋯ +

𝑌𝑠+𝑠 − 𝑌𝑠

𝑠
) 

1

𝑠
(

𝑌𝑠+1 − 𝑌1

𝑠
+

𝑌𝑠+2 − 𝑌2

𝑠
+ ⋯ +

𝑌𝑠+𝑠 − 𝑌𝑠

𝑠
) 

𝑆𝑖 𝑆1 = 𝑌1 − 𝐿𝑠, 𝑆2 = 𝑌2 − 𝐿𝑠 , … , 𝑆𝑠 = 𝑌𝑠 − 𝐿𝑠 
𝑆1 =

𝑌1

𝐿𝑠
, 𝑆2 =

𝑌2

𝐿𝑠
, … , 𝑆𝑠 =

𝑌𝑠

𝐿𝑠
 

𝑆1 = 𝑌1 − 𝐿𝑠, 𝑆2 = 𝑌2 − 𝐿𝑠 , … , 𝑆𝑠 = 𝑌𝑠 − 𝐿𝑠 

𝐿𝑡 𝛼(𝑌𝑡 − 𝑆𝑡−𝑠) + (1 − 𝛼)(𝐿𝑡−1 + 𝑏𝑡−1) 
𝛼

𝑌𝑡

𝑆𝑡−𝑠
+ (1 − 𝛼)(𝐿𝑡−1 + 𝑏𝑡−1) 

𝛼𝑌𝑡 − 𝛿𝑆𝑡−𝑠 + (1 − 𝛼)(𝐿𝑡−1 + 𝑏𝑡−1) 

𝑏𝑡 𝛽(𝐿𝑡 − 𝐿𝑡−1) + (1 − 𝛽)𝑏𝑡−1 𝛽(𝐿𝑡 − 𝐿𝑡−1) + (1 − 𝛽)𝑏𝑡−1 𝛽(𝐿𝑡 − 𝐿𝑡−1) + (1 − 𝛽)𝑏𝑡−1 

𝑆𝑡 𝛾(𝑌𝑡 − 𝐿𝑡) + (1 − 𝛾)(𝑆𝑡−𝑠) 
𝛾

𝑌𝑡

𝐿𝑡
+ (1 − 𝛾)(𝑆𝑡−𝑠) 

𝛾(𝑌𝑡 − 𝐿𝑡) + (1 − 𝛾)(𝑆𝑡−𝑠) 

𝐹𝑡+𝑚 𝐿𝑡 + 𝑏𝑡𝑚 + 𝑆𝑡−𝑠+𝑚 (𝐿𝑡 + 𝑏𝑡𝑚)𝑆𝑡−𝑠+𝑚 𝐿𝑡 + 𝑏𝑡𝑚 + 𝑆𝑡−𝑠+𝑚 

 Initial values for the smoothing parameters 

𝛼 = 0.5, 𝛽 = 0.5 in 𝛾 = 0.5 𝛼 = 0.5, 𝛽 = 0.5 in 𝛾 = 0.5 𝛼 = 0.5, 𝛽 = 0.5, 𝛾 = 0.5 in 𝛿 = 0.5 

Optimal values for the smoothing parameters, obtained by 

𝛼 = 0.05, 𝛽 = 1.00 in 𝛾 = 0,50 𝛼 = 0.04, 𝛽 = 1.00 in 𝛾 = 0.58 𝛼 = 0.13, 𝛽 = 0.32, 𝛾 = 0.48 in 𝛿 = 0.00 
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Linearna povezanost Y(t+1) in izbranega regresorja H(t+1) W(t+1) S(t+1) Q(t) T(t+1)
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5 RESULTS 

 

The minimum MARNEtrain was obtained by Multiple regression MR4 method as it is shown 

in the figure. It yielded 0.94%. The best testing (generalization) results were reached with 

Holt-Winters methods. The best MHW method yielded testing performance 

MARNEtest=1.43%. It was just a little bit lower than testing performance of EHW-method 

(MARNEtest=1.50%). Testing Theil’s U-statistics confirmed an excellent performance of 

MHW method. The lowest U-statistics had a value 0.08 (Figure 4). It was much lower than 

1, and it meant an excellent performance in comparison to naive method. 
 

 

Figure 4: Theil’s U-statistics measure accuracy 

 

The additional analysis was conducted in relation to the relaxation of limitation for space 

parameters. We investigated the influence of extended interval on Theil’s U-statistics 

measure accuracy. In the first step, the space parameters limitation was changed from [0,1] 

to [0,2]. In the second step, from [0,2] to [-2,2], positive effects were found out. As it is 

shown in Figure 5, training Theil’s U-statistics reached the lower values after the relaxation 

of limitation for smoothing parameters. The biggest minimisation of training Theil’s U-

statistics was obtained in the second step. Regarding testing Theil’s U-statistics, positive 

effects were noticed by four of six methods. 

 

 

Figure 5: Influence of relaxation of limitation for space parameters on training Theil’s U-statistics 

 

Based on the results, we accepted the hypothesis »Holt-Winters methods are more 

appropriate methods for heat load forecasting than the Multiple regression methods«. 
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Accuracy measures MARNEtest and Theil's U-statistics by Holt-Winters methods yielded 

much lower values than by Multiple regression methods. The best forecasting performance 

was obtained by multiplicative Holt-Winters method MHW. 

In the end, we would like to emphasize that MHW and EHW method were identified as 

the most appropriate methods for the industrial forecasting implementation. Due to time 

series dynamics authors suggest a revision of the analysis when new data is available. 

 

6 CONCLUSION AND FURTHER RESEARCH 

 

We can conclude that the appropriate forecasting heat load methods offer many opportunities 

regarding process optimisation and appropriate strategic decisions. Monthly forecasting 

values were calculated with Naive, Multiple regression and Holt-Winters methods. MSE, 

MARNE and Theil’s U-statistics have been used as statistics measures of forecasting 

accuracy. Within this paper our contribution to this study has been emphasized by the 

comparison of the forecasting performance between Multiple regression methods and Holt-

Winters methods. Results showed that Holt-Winters methods are more suitable for monthly 

heat load forecasting than Multiple regression methods. The best performance was obtained 

by Multiplicative and Extended Holt-Winters method. The presented study was conducted 

utilizing real data, and it represents additional value within this paper. Findings and 

recommendations are useful immediately in the real business sector. Further research of 

relaxation of limitation for space parameters will be able to contribute to better forecasting 

performance. Another possible way for the improvement is a configuration of a new method, 

which would consist partly of Multiple regression method (which consider external factors), 

and partly of Holt-Winters method (which takes into account autoregressive elements such 

as level, trend, and seasonality). 
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Abstract: The intracluster homogeneity is one of the most challenging issue in cluster sampling. The 

main goal of the research is to study to what extent are the survey costs influenced by different 

homogeneity rates. In order to calculate rates of homogeneity, simple random sampling and two-stage 

cluster sampling designs in estimating proportions were used. The research has shown that lower 

survey costs are achieved when the intracluster homogeneity is lower.  
 

Keywords: rate of intracluster homogeneity, cluster sampling, survey sampling design, design effect, 

survey costs, business survey. 

 

1 INTRODUCTION 

 

Depending on the used method of survey data collection, the collection cost could range from 

enormous to rather small. In order to reduce survey costs, new survey modes are developed. 

Consequently, some of the most common methods of data collection in use now are: 

computer-assisted personal interviewing (CAPI), audio computer-assisted self-interviewing 

(ACASI), computer-assisted telephone interviewing (CATI), interactive voice response 

(IVR) and web survey [6]. Also, mixed modes or the use of two or more methods of data 

collection are also possible and recommended in some cases [4]. Furthermore, in order to 

reach satisfactory response rates, researchers are nowadays forced to give incentives or even 

to pay to the respondents [2]. 

Survey costs could be reduced through using either the different data collection modes, or 

different sampling designs [5]. A cluster design is appropriate to those who want to keep 

survey costs at their minimum [3]. In order to successfully achieve minimum survey costs 

with the desired survey precision, it is necessary to find an optimal balance of the number of 

clusters and their size. The intracluster homogeneity (rate of homogeneity – roh) measures 

the tendency of elements, according to their values of a variable, within a cluster to be 

correlated among themselves in comparison to the values of a variable for elements outside 

the cluster [6]. In that way the intracluster homogeneity has an important role in cluster 

design. 

Because of its importance, the paper analyses the impact of the intracluster homogeneity 

on the survey costs. The main problem of the intracluster homogeneity is its proper 

estimation. The aim of this paper is to emphasize the importance of selecting the correct 

intracluster homogeneity by examining its impact on survey costs. Consequently, the 

research hypothesis is that lower survey costs are achieved when the intracluster 

homogeneity, measured and estimated as the rate of homogeneity, is lower. 

The paper is organized as follows. After a brief introduction of the research problem, in 

the second chapter important characteristics of cluster sampling are given. In the third chapter 

data and methods are described, whereas in the fourth chapter the analysis of the intracluster 

homogeneity impact on survey costs was conducted. In the fifth, final, chapter conclusions 

and recommendations for further research are given. 
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2 CLUSTER SAMPLING 

 

According to Kish [7], in cluster sampling N population elements included in the sampling 

frame are distributed among A clusters. The sample size in cluster sampling is defined by the 

number of selected clusters (a) and by the average number of selected elements in selected 

clusters (b ): 

Aaban  , .      (1) 

In that case the mean statistics is calculated as:  

ba

y

y

a b


 


1 1 



 ,      (2) 

where y  is the mean of the observed variable, a,...,2,1 are clusters in the sample, 

b,...,2,1  are elements within cluster   and y is the variable value of the element   in 

cluster  .  

In the case of the two-stage cluster sample, where a random sample of a clusters is 

obtained in the first stage, and a random sample of b elements within sampled clusters is 

obtained in the second stage, the sampling variance is: 
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where f  is the sampling rate and 2

as  is the between cluster variance. 

Because of different approaches in the simple random sampling compared to the cluster 

sampling, there is a difference in variances obtained in each of these two approaches. The 

measure of the efficiency of two sampling designs is the Kish’s design effect (deff) given as 

[7]: 

 
 

SRS

CLUSTER

y

y
deff

var

var
 ,     (4) 

where  
CLUSTER

yvar  is the sampling variance of the cluster sample statistics (mean) and 

 
SRSyvar  is the sampling variance of the simple random sample statistics (mean). 

The intracluster homogeneity is a measure of the homogeneity of the elements within 

clusters and it is estimated as the rate of homogeneity (roh): 

1

1






b

deff
roh .      (5) 

The roh can take values from  11  b  to 1. In most cases the roh is between 0 and 1. If the 

roh equals to 1, the complete homogeneity within clusters is achieved. On the other hand, if 

the roh is  11  b , the maximum heterogeneity within clusters exists. 

The total costs of cluster sampling (C) are equal to: 

ba cbacaCC  0 ,     (6) 

where 0C  are fixed costs, ac  is the cost per cluster and bc  is the cost per element within a 

cluster. The cost per cluster is mainly determined by travel and preparation costs whereas the 

cost per element is defined by interview costs. The optimal number of clusters and the cluster 

(subsample) size for the given budget can be found using the Lagrange multiplier or the 

Cauchy-Schwartz inequality. 
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3 DATA AND METHODS 

 

In order to inspect the research hypothesis, results of a survey on statistical methods use in 

Croatian enterprises are used [9]. The main aim of the survey was to provide an insight into 

the position of statistical methods in Croatian small enterprises and into the attitude of 

employees to their use. A web survey was used as the method of data collection. The survey 

was conducted in the period from October 2012 to February 2013. According to the used 

sampling frame, at the beginning of the survey the sampling population consisted of 24,618 

Croatian small enterprises. A stratified sampling design with proportionate allocation was 

used as a sampling design. According to their main activity the enterprises were stratified 

into four strata. Overall 631 Croatian small enterprises took part in the survey, which resulted 

in the Response rate 1 [1] of 1.02%. 

For the purpose of the analysis in this paper, the following two questions are observed: 

“Are statistical methods used in your enterprise?” (Question A) and “Does your enterprise 

invest in statistical methods use knowledge of the employees?” (Question B). Overall 215 

(34%) Croatian small enterprises provided a positive answer to Question A, whereas the rest 

of them (66%) stated that they do not use statistical methods in their business. Only those 

enterprises which had previously stated that they use statistical methods answered to 

Question B as well. Accordingly, out of 215 Croatian small enterprises that use statistical 

methods 115 (53%) do not invest in statistical methods use knowledge of the employees 

whereas 76 (35%) enterprises do. It has to be emphasized that 24 (11%) respondents were not 

familiar with this topic or were not sure about the level of statistical methods use in their 

enterprise. Consequently, they have selected the “I do not know” answer. 

For the purpose of this paper it will be assumed that instead of a stratified sampling 

design, which has been used in reality in the observed survey, a pure simple random 

sampling design was used. Therefore, sampling variances are going to be calculated for 

Question A and for Question B assuming a simple random sampling design. 

In the next step, the cluster sampling design using the data from the observed previously 

conducted survey is going to be simulated. In the simulated cluster sampling design, the 

counties of the Republic of Croatia have the role of clusters. So, 21 clusters (20 counties plus 

the City of Zagreb) are formed. In order to obey the main rule in the cluster sampling design, 

it is assumed that there are more than 21 clusters. The number of selected elements (here 

enterprises) in a cluster (here a county) is going to be different among selected clusters. 

Because of that, a two-stage cluster design with probabilities proportionate to the size is 

going to be assumed. In that way, an equal probability selection method (epsem) is used. 

Therefore, the sampling rate is equal to the ratio of the sample size and the population size. 

Based on calculated sampling variances of the two-stage cluster design for Question A and 

for Question B the design effects are going to be estimated. So, all elements for estimating 

the intracluster homogeneity through the rate of homogeneity are going to be available. 

Finally, the total survey costs are analysed for the given cost per cluster and the cost per 

element within a cluster. 

 

4 INTRACLUSTER HOMOGENEITY ESTIMATION AND IMPACT ANALYSIS 

 

In the conducted survey, 215 or 34% out of 631 small Croatian enterprises confirmed that 

they use statistical methods in their businesses. Consequently, the simple random sampling 

design variance for Question A is 0.000357. Similarly, out of 191 small Croatian enterprises 

(excluding enterprises that do not use statistical methods and 24 enterprises that did not know 

the answer to Question B) 76 or 40% confirmed that they invest in statistical methods use 

knowledge of their employees. Accordingly, it can be estimated that only 12% ( 10063176  ) 
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of small Croatian enterprises invest in statistical methods use knowledge of their employees. 

Therefore, the simple random sampling design variance for Question B is 0.000168. In the 

calculations of the random sampling design variance, the sampling rate was considered as 

negligible, so it was not included in the calculations. 

 
Table 1: Cluster sampling results for Question A and for Question B 

 

Counties (clusters) Cluster 
size 

Question A Question B  
Cluster 

proportion 

Cluster 

variance 

Cluster 

proportion 

Cluster 

variance 

City of Zagreb  239 0.2929 0.0009 0.1004 0.0000 

Zagreb 41 0.5366 0.0062 0.1707 0.0007 

Bjelovar-Bilogora  10 0.3000 0.0233 0.0000 - 

Slavonski Brod-Posavina  9 0.4444 0.0309 0.2222 0.0062 

Dubrovnik-Neretva  11 0.1818 0.0149 0.0909 0.0008 

Istria  39 0.3077 0.0056 0.1538 0.0006 

Karlovac  6 0.3333 0.0444 0.0000 - 

Koprivnica-Križevci 15 0.2667 0.0140 0.1333 0.0013 

Krapina-Zagorje  16 0.2500 0.0125 0.0000 - 

Lika-Senj  3 0.6667 0.1111 0.3333 0.0556 

Međimurje  17 0.4118 0.0151 0.1176 0.0009 

Osijek-Baranja  25 0.4400 0.0103 0.1600 0.0011 

Požega-Slavonia  5 0.2000 0.0400 0.0000 - 

Primorje-Gorski kotar  61 0.3934 0.0040 0.1475 0.0004 

Sisak-Moslavina  12 0.4167 0.0221 0.1667 0.0025 

Split-Dalmatia  49 0.3265 0.0046 0.1429 0.0004 

Šibenik-Knin 16 0.3750 0.0156 0.1250 0.0010 

Varaždin 31 0.4194 0.0081 0.1613 0.0009 

Virovitica-Podravina  8 0.1250 0.0156 0.0000 - 

Vukovar-Sirmium  11 0.2727 0.0198 0.1818 0.0033 

Zadar  7 0.4286 0.0408 0.0000 - 

Total 631  - -   -  - 

 

Table 1 provides cluster sampling results for the both observed questions. Here, the number 

of clusters is 21. For both questions the cluster sizes are considered to be the same. 

Obviously, the number of enterprises with an observed characteristic in the same cluster is 

quite different when Question A and Question B are considered. Consequently, the cluster 

proportions and cluster variances are quite different between the questions. In relation to 

Question B there were some clusters in which the number of enterprises with an observed 

characteristic was equal to 0. Because of that, cluster variances for counties of Bjelovar-

Bilogora, Karlovac, Lika-Senja, Primorje-Gorski kotar, Požega-Slavonia and Zadar could not 

be calculated. The average cluster size for both questions is 30.05. 

Because the clusters are of unequal sizes, the ratio approach is used to calculate the cluster 

sampling variance by using the following equation [7]: 
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where r  is the ratio (proportion), b  is the number of selected elements in the selected 

cluster   and y  is the number of elements with the chosen characteristic in cluster  . The 

results for the considered questions are provided in Table 2. 
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Table 2: Rates of homogeneity for Question A and for Question B 

 

Statistics Question A Question B 
Number of clusters 21 21 

Average number of elements in clusters 30.05 30.05 

Total sample size 631 631 

Simple random sampling variance 0.000357 0.000168 

Cluster sampling variance 0.000604 0.000116 

Design effect 1.695 0.691 

Rate of homogeneity (roh) 0.0239 -0.0106 

 

According to the results in Table 2, the roh for Question A is 0.0239 whereas for Question B 

it is -0.0106. So, the level of homogeneity within clusters is higher for Question A than for 

Question B. But also the level of heterogeneity among clusters is higher for Question A than 

for Question B too. 

Based on calculated roh indicators, the total survey costs are going to be simulated. The 

cost per cluster is set to be €500 and the cost per element within a cluster is set to be €50. 

These costs already include fixed costs. The number of clusters is going to be estimated using 

the following equation [8]: 

    11
1

2

2





 broh

eb

zpp
a ,    (8) 

where p is the expected proportion used from the previous research, z  is the value from the 

normal distribution, based on the desired level of confidence, and e  is the absolute value of 

the tolerated sampling variance which is based on the required precision. 

In order to calculate a as an expected proportion, proportions for Question A (0.40) and 

Question B (0.12) were used. The used 95% confidence level resulted with z value of 1.96. 

The absolute value of the tolerated sampling variance which is based on the required 

precision e was set at 0.05. The roh at Question A is set as 0.0239 and at Question B it is        

-0.0106. The only changeable element was the b (the average number of selected elements in 

selected clusters). In the first case b  was equal to 10, whereas in the second case b  was set 

to 50. Based on the clusters’ sizes and the number of clusters, the total survey costs are 

calculated and the results are given in Table 3. 

 
Table 3: Survey costs for Question A and for Question B 

 

Statistics Case 1 Case 2 
Question A Question B Question A Question B 

Expected proportion (p) 0.3407 0.1204 0.3407 0.1204 

Normal distribution value (z) 1.96 1.96 1.96 1.96 

Rate of homogeneity (roh) 0.0239 -0.0106 0.0239 -0.0106 

Average number of elements per cluster (𝒃̅) 10 10 50 50 

Tolerated sampling variance (e) 0.05 0.05 0.05 0.05 

Number of clusters (a) 41.95 14.72 15.00 1.56 

Sample size (n) 419.51 147.20 749.84 77.95 

Final sample size (nfinal) 420 148 750 78 

Final number of clusters (afinal) 42 15 15 2 

Final average number of elements per cluster (𝒃̅final) 10 10 50 39 

Cost per cluster (ca) 500 500 500 500 

Cost per element within a cluster (cb) 50 50 50 50 

Total survey costs (C) 41,951 14,720 44,991 4,677 
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The results provided in Table 3 show that in the Case 1 the survey costs when considering 

Question A are 1.85 times higher than at Question B. In the Case 2 the difference in the 

survey costs is even higher. So, in the Case 2 the survey costs for Question A are 8.62 times 

higher than for Question B. This difference arises from the difference in expected proportions 

and rates of homogeneity. However, the additional analysis has shown that even for the same 

value of expected proportion (either 0.3407 or 0.1204) the survey costs in case of Question A 

are higher than for Question B. In that way the research hypothesis that lower survey costs 

are achieved when the intracluster homogeneity is lower can be accepted. 

 

5 CONCLUSIONS 

 

In order to obtain quality and valid data, attention must be paid to both, data collection, and 

to sampling method. In terms of the limited research budget, this process becomes 

particularly important.  

The analysis has shown that the intracluster homogeneity has a significant impact on the 

total survey costs in cluster sampling. In order to reach a desired level of precision with a 

restricted survey budget this should be taken into account in the further surveys based on 

cluster sampling. So, the main scientific contribution of the paper is to raise awareness of 

importance of units homogeneity in and between clusters on the survey costs. 

Still, the question how to choose an appropriate value of the intracluster homogeneity for a 

survey when they differ importantly among target survey questions stays open. Therefore, in 

their future research, researchers should deal with the optimal intracluster homogeneity 

problem.  
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Abstract: Understanding the stationarity properties of electricity consumption provides valuable 

insights for energy policy-makers and practitioners. The paper examines the unit root properties of 

per capita electricity consumption for Croatian counties using the panel unit root tests with structural 

break(s) during the period 2001-2013. The results indicate that the series of most counties are non-

stationary processes, and that statistically significant structural break(s) happened only in a few of 

them. Hence, the impacts of shocks on per capita electricity consumption are permanent and have a 

long memory for a majority of them. Moreover, their behaviors are path-dependent. 
 

Keywords: electricity consumption, panel unit root test, stationarity, structural break, Croatia. 

 

1 INTRODUCTION 

 

Policy authorities are very interested in finding whether movements in electricity 

consumption have a transitory or permanent effect, i.e., whether there is an energy 

convergence across regions. If electricity consumption converges to a stationary rate in the 

long-run, deviations therefrom are transitory and will diminish eventually. On the contrary, 

if the movement of electricity consumption has a characteristic of hysteresis, deviations 

therefrom caused by exogenous shock/innovation in energy markets will have a permanent 

effect thereon (see [10]). The convergence hypothesis is empirically testable by employing 

the unit root tests on per capita electricity consumption. Finding evidence of a unit root 

provides evidence in favor of the unit root (also known hysteresis or no-convergence) 

hypothesis, while rejecting a unit root of the stationarity or convergence hypothesis. 

The majority of the preceding studies considered the issue of energy consumption 

convergence in the context of developed or Asia and Pacific region countries. Their 

empirical results are mixed; some of them indicate energy convergence, while the others 

point to energy divergence for some countries or regions (for a summary review, see, e.g., 

[14], [15]). However, only very little attention in the literature has been devoted to this issue 

at the sub-national level regardless of the group of economies considered and no attention in 

Croatia. Hence, the main aim of this paper is to test the stationarity (convergence) hypothesis 

in per capita electricity consumption in Croatian counties in the period 2001-2013 by 

employing the panel unit root tests with structural break(s). We expect to find evidence on 

structural break(s) since Croatia faced structural transformations in the time period 

considered. They appeared mainly as a result of economic crisis and institutional, economic 

and policy changes (including energy reforms) caused by the accession process to the 

European Union. They have not been equally spilled over through the country. 

The remainder of the paper is organized as follows. Section 2 outlines the methodology, 

whereas Section 3 gives the empirical results. The conclusions are given in the last section. 
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2 DATA AND METHOD  

 

The annual data used in the paper refer to 20 Croatian counties and the City of Zagreb for the 

period 2001-2013. They were collected from the Hrvatska elektroprivreda (HEP) database. 

HEP is a leading Croatian electricity company engaged in energy business. Its electricity 

market share amounted to 85.1% and was stable during the whole time period considered. 

Final electricity consumption covers electricity supplied to the final consumers for all energy 

uses – households and enterprises. It is expressed in kWh. The electricity consumption data 

are divided by the population estimate to eliminate the biasing effect of different population 

distribution. Since data on the population estimates for the time period 2000-2002 were not 

available for the public, the estimate for 2000 and 2002 is made in this paper by correcting 

the Census 2001 data with the data on the natural increase and total net migration. To 

mitigate the implications of possible cross-sectional shocks, for each county i, the natural 

logarithm of the ratio of per capita electricity consumption (EC) relative to the annual 

average of all 21 Croatian counties in the sample is given by the expression: RECit = ln(ECit/ 

average ECt),  where RECit denotes relative per capita electricity consumption in the county i 

in the year t. Now, as noted by Meng et al. [9], the transformed series measure relative per 

capita electricity consumption, meaning that any positive shock to energy consumption 

across all the counties that will increase the average by the same proportion will leave the 

relative energy consumption series unchanged. Consequently, any structural break identified 

in the transformed series would be county specific [11].  

Average per capita electricity consumption in Croatia (registered by HEP) was 3,239.98 

kWh in the period 2001-2013. It increased annually at the rate of 1.9% at the same time, or 

4.08% in the period 2001-2008, primarily due to a post-war renewal of industrial production 

[6]. Figure 1 shows the development of the logarithm of the relative per capita electricity 

consumption series for 20 counties and the City of Zagreb in the period 2001-2013. 
 

 
 

Figure 1: Development of the logarithm of the relative per capita electricity consumption series by counties  

 

While there is an increasing trend and a similar pattern in per capita electricity consumption 

of the 20 Croatian counties and the City of Zagreb, the evolution in some of the counties 

shows strong heterogeneity in the series and across counties, and also a possible existence of 

significant structural break(s). All variables are given in logs. 

To allow for the existence of break(s) being endogenously determined and different for 

different counties within the panel data, the Zivot-Andrews ([16]; ZA) test and the Clemente-

Montańés-Reyes ([4]; CMR) test were employed in this paper. 
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The ZA test has a null hypothesis that the given series (yt) contains a unit root with drift 

that excludes any structural break (equation 1). Then, depending on the model variant, the 

alternative hypothesis is a presence of a one-time structural break occurring at an unknown 

point in time. The ZA test considers each point as a potential break-date and runs a 

regression for them sequentially. Then the procedure selects the break-point amongst all 

possible break-points that minimizes the one-sided t-statistic, i.e., that supports the 

alternative hypothesis the most. Small values of the statistic lead to rejection of the null. 

Zivot and Andrews [16] developed three variants of the model to test for a unit root: model A, 

which permits a one-time change in the level of the series; model B, which allows for a one-

time change in the slope of the trend function, and model C, which combines a one-time 

change in the level and the slope of the trend function of the series. Following Perron’s 

suggestion [12] that most economic time series can be adequately modeled using either 

model A or model C, both models are primarily applied in the literature. However, since Sen 

[13] shows that model C is superior to model A, model C is chosen for the analysis of unit 

roots in this paper. A visual inspection of our data corroborates this choice. The alternative 

hypothesis for model C is that the series (yt) is a trend-stationary process with a one-time 

break in both the intercept and the trend occurring at an unknown point in time (equation 2) 

H0: yt =  + yt-1 + et                                                     (1) 

H1:    
k

t t t t 1 j t j t

j 1

y DU t DT y c y e 



           ,      (2) 

where DUt denotes a dummy variable that captures a shift in the intercept (mean) and DTt is 

another dummy variable that represents a break in the trend occurring at a break time (TB).  

 represents the break fraction ( = TB/T) which is estimated by minimizing t-statistics for  

= 1. , , ,  and  are parameters, while k is the number of extra regressors determined by 

a test of significance of the estimated coefficients cj. The definitions of DUt and DTt are 

following: DUt () = 1 if t > TB, zero otherwise; DTt() = t – T if t > TB, zero otherwise. 

The CMR test relaxes the assumption about only one structural break and allows for two 

breaks in the mean of the series. Bearing in mind the time period considered in this paper, 

i.e., 2001-2013, allowing for two structural breaks may be a reasonable expectation. In this 

test, the null hypothesis of a unit root with two structural breaks in the mean (equation 3) is 

tested against the alternative of the stationary series with two structural breaks (equation 4).  

H0: t t 1 1 1t 2 2t ty y DTB DTB                           (3) 

H1: t 1 1t 2 2t ty d DU d DTB e   ,                                    (4) 

where DTBit is a dummy variable with the value 1 if t = TBi + 1 (i = 1, 2) and zero otherwise, 

and DUit = 1 if t > TBi (i = 1, 2) and zero otherwise. TB1 and TB2 are the time periods when 

the mean is being identified. The authors [4] stress that TBi = iT (i = 1, 2) with 0 < i < 1, 

and also that 2 > 1 can be supposed for the sake of simplicity.  

Clemente, Montanes and Reyes [4] developed two variants of the model: an innovational 

outliers (IO) model, which allows for gradual shifts in the mean of the series, and an additive 

outliers (AO) model, which captures sudden changes in its mean. In this paper, both models 

will be used. In the case of the IO model, the unit root hypothesis is tested by first estimating 

equation (5), and, subsequently, by obtaining the minimum value of the pseudo t-ratio for 

testing whether the autoregressive parameter is 1 for all break-point combinations.  

k

t t 1 1t 2 2t 1 1t 2 2t i t i t

i 1

y y DTB DTB d DU d DU c y e 



         .              (5) 

339



In the case of the AO model, to test for the unit root hypothesis, the authors [4] suggest an 

application of a two-step procedure: first, the deterministic part of the variable has to be 

removed by estimating the following equation 

t 1 1t 2 2t ty d DU d DU y   ,                                            (6) 

and, subsequently, the test that searches for the minimal t-ratio for the  = 1 hypothesis has 

to be performed for the following model 

k k k

t 1i 1t 1 2i 2t i t 1 i t i t

i 0 i 0 i 1

y DTB DTB y c y e   

  

          .                          (7) 

In model (7), DTBit dummy variables are included in order to assure that a minimum t-

statistic for the  = 1 hypothesis is found.  

 

3 RESULTS 

 

The ZA test was used to test for a unit root allowing for one endogenously determined 

structural break. Table 1 presents the results of the tests. They show that only five counties 

(Istria, Karlovac, Slavonski Brod, Vukovar-Srijem and Split-Dalmatia) are sensitive to one-

time structural break in both the intercept and trend. According to the ZA tests, shocks refer 

mostly to the beginning of the recession. This is expected since pessimistic expectations 

related to recession usually dampen the rate of electricity demand growth.  

Certainly, the inability to reject the unit root null for the majority of the counties does not 

mean that this hypothesis is accepted. Moreover, Im et al. [5] observed that the results of 

the ZA test may be questionable since the test does not allow for a break under the null and, 

thus, the rejection of the null does not also guarantee that the series is stationary. 

Additionally, these findings may be biased due to the loss of information if actually more 

than one break exists (see [3], [7]).  

To test for a unit root in the presence of double structural breaks, the CMR test with 

double mean shifts in the mean of the variable was also employed. The results for the IO 

model and the AO model, which allow for two breaks, are also presented in Table 1. The 

former indicates that relative per capita electricity consumption is not integrated across all 

series, i.e., that it constitutes a panel which is a mixture of trend-stationary and non-

stationary processes. Namely, the unit root null is rejected for three counties at the 5% 

significance level. This means that a significant shock did not permanently change the 

growth path of the variables in three counties (Primorje-Gorski Kotar, Šibenik-Knin and 

Zagreb), while for the other counties we can not reject the null, i.e., that shocks had a 

permanent effect on electricity consumption. The results for the AO model show no evidence 

against the unit root hypothesis.  

Comparing the results with no-break, one break or two breaks, Madsen and Smith [8] 

stress that as a rule of thumb, the one break case should be preferred to the no-break case if 

the break is statistically significant and the two break case should be preferred if the second 

break is statistically significant. Consequently, the IO model seems to be more appropriate 

for the Primorje-Gorski Kotar, Šibenik-Knin and Zagreb county series. Namely, these series 

can be considered as stationary around a mean which gradually changes twice in the period 

considered. The estimated changes are mostly related to the years 2002-2004 and 2007-2008 

during which the energy legislative framework (including the real and expected increases in 

the price of electricity) changed. On the contrary, the counties of Istria, Karlovac, Slavonski 

Brod, Vukovar-Srijem and Split-Dalmatia had faced one estimated statistically significant 
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structural break caused primarily by the domestic recession that started in 2009 on a yearly 

basis.  
 

Table 1: The results of the panel unit root test with structural break(s) 
 

 ZA test CMR test – IO model CMR test – AO model 
  TB t-stat MAIC t-stat TB1 TB2 MAIC t-stat TB1 TB2 

City Zagreb 2008 -2.007 1 -3.458 2004 2011 1 -3.174 2005 2008 

Bjelovar-Bilogora 2007 -2.867 1 -3.524 2002 2004 1 -4.183 2002 2005 

Dubrovnik-
Neretva 2009 -1.206 1 -2.478 2002 2012 1 -3.358 2004 2007 

Istria  2009 -5.681* 1 -3.728 2003 2009 1 -4.808 2004 2006 

Karlovac 2009 -4.439* 1 -1.908 2008 2010 1 -2.698 2005 2007 

Koprivnica-
Križevci 2007 -3.957 1 -2.94 2003 2005 1 -4.451 2002 2005 

Krapina-Zagorje 2008 -4.153 1 -2.421 2003 2009 1 -3.386 2004 2007 

Lika-Senj 2004 -4.32 1 -3.921 2002 2011 1 -2.789 2005 2009 

Međimurje 2011 -3.46 1 -1.963 2002 2010 1 -3.171 2005 2009 

Osijek-Baranja 2009 -4.272 1 -4.264 2003 2008 1 -2.026 2006 2008 

Pimorje-Gorski 
kotar 2005 -3.878 1 -6.306* 2003 2007 1 -2.692 2005 2008 

Požega-Slavonia 2006 -2.929 1 -3.351 2004 2009 1 -2.962 2005 2008 

Sisak-Moslavina 2006 -3.257 1 -4.447 2004 2009 1 -1.466 2005 2010 

Slavonski Brod-
Posavina 

2009 -4.777* 

2 -3.433 2003 2009 2 -2.825 2002 2005 

Split-Dalmatia 2009 -5.985* 1 -5.06 2003 2007 1 -4.227 2004 2006 

Šibenik-Knin 2009 -4.017 1 -10.015* 2002 2008 1 -2.536 2005 2008 

Varaždin 2008 -4.05 1 -3.226 2003 2005 1 -3.562 2004 2007 

Virovitica-
Podravina 

2007 -3.634 

1 -3.596 2004 2012 1 -3.559 2005 2008 

Vukovar-Srijem 2011 -5.976* 1 -4.688 2003 2009 1 -4.263 2005 2009 

Zadar 2009 -2.237 3 -2.438 2002 2012 3 -3.218 2005 2009 

Zagreb  2009 -3.342 1 -8.504* 2004 2007 1 -2.295 2005 2008 
 

Note: TB = break point. * denotes statistical significance at the 5% level.  The Stata routines zandrews for the 

ZA test and clemao2 and clemio2 for the CMR test (implemented by C. F. Baum [1] and [2] in Stata) were 

used to obtain estimates of t-statistics.  

Notes for the ZA test: The optimal lag length was selected via a TT test. The critical value at the 5% 

significance level is -4.42.  

Notes for the CMR test: The optimal lag length was chosen using the Modified Akaike Information Criterion 

(MAIC). The critical value at the 5% significance level is -5.490.   

 

4 CONCLUSION 

 

The results of the tests for a unit root for each panel member and in the presence of structural 

break(s) show that the per capita electricity consumption series is not integrated across all 

counties, i.e., that it constitutes a panel which is a mixture of trend-stationary and non-

stationary processes. Moreover, some of them are sensitive to structural shock(s). The ZA 

tests highlight the impact of economic recession on per capita electricity consumption 

behavior, while the CMR test gradual changes that are provoked by changes in the energy 

legislative framework. However, it seems that these changes had a significant but transitory 

impact on the level of electricity consumption only in several Croatian counties. For the 

majority of Croatian counties, the changes had a permanent effect, implying the occurrence 

of the divergence process. Obviously, current energy policy could be improved by 
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addressing the causes of the divergence process. However, this may be the agenda for further 

research.   

Moreover, different forms of energy consumption might exhibit different types of unit 

root behavior, and therefore testing for convergence in the total energy consumption series 

may be misleading. Therefore, further research should also analyze the unit root properties 

of each energy consumption form. Moreover, new tests more fitted to a small sample size 

and not restricted to one or two breaks might be used to check the robustness of the results. 
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Abstract: The paper presents a new scenario-based decision rule for the classic version of the 

newsvendor problem (NP) under complete uncertainty. So far, NP has been analyzed under 

uncertainty with probabilities or with partial information. The procedure described in the contribution 

is based on a hybrid of Hurwicz and Bayes decision rules. It takes into account the decision maker’s 

attitude towards risk and the whole distribution of payoffs connected with particular order quantities. 

It does not require any information about the probability distribution since it is designed for the sale 

of new, innovative products, i.e. for one-shot decisions. 

 

Keywords: newsvendor problem, uncertainty without probabilities, one-shot decisions, scenario-

based decision rule, coefficient of optimism, standard deviation, innovative products 

 

1 INTRODUCTION 

 

The newsvendor problem (NP), also known as the single-period problem (SPP) or the 

newsboy problem, consists in finding the order quantity which maximizes the expected profit 

(or minimizes the expected loss) in a single period probabilistic demand framework. This 

topic has attracted a great deal of attention and played a central role at the conceptual 

foundations of stochastic inventory theory. It was originally related to DMSU (decision 

making under stochastic uncertainty) or DMR (decision making under risk) where the 

demand is presented as a random variable. NP has been already analyzed on diverse 

assumptions and with various extensions [7]. Additionally, this problem has been also 

recently discussed in the context of DMPI – decision making with partial information [24, 25, 

26], where the decision maker (DM) is able to subjectively define possibility degrees and 

satisfaction levels (the probability distribution is not known completely).  

Nevertheless, according to [4], newsvendor theory should not assume that the DM faces a 

known distribution, since in real-life situations, demand distribution is not always known. 

Furthermore, the authors demonstrate that knowing the demand distribution does not 

necessarily lead  the subject closer (than that one who is unaware of the underlying demand 

distribution) to the optimal solution or to improve profits (see also [5]). Therefore, the 

investigation of NP under complete uncertainty (i.e. without probabilities [33, 8, 42, 43, 45, 

48]) is much desired. Especially in the case of new (innovative) product development where 

it is quite complicated to define probabilities or even probability-like quantities, because 

there are no data available for forecasting the upcoming demand via statistical analysis. 

Newsvendor models are usually based upon the assumption of risk neutrality. Meanwhile, 

recently there is a growing body of literature that attempts to use alternative risk preferences 

rather than risk neutrality to describe the newsvendor decision-making behavior [1, 26, 30, 

35, 49, 50, 51, 54]. In this contribution, we also take into account the DM’s attitude towards 

risk. That means that the solution recommended for a particular DM depends on two factors: 

the target objectively defined (profit maximization) and the DM’s nature. The paper is 

organized as follows. Section 2 deals with the main features of the traditionally understood 

NP. Section 3 defines the newsboy problem under complete uncertainty. Section 4 presents a 

2-criteria decision rule that may be used as a tool in searching an optimal solution for the 
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problem aforementioned. Section 5 provides a case study. Conclusions are gathered in the 

last part. The contribution deals with innovative and small life cycles products.  

 

2 NEWSVENDOR PROBLEM 

 

The classic newsvendor problem constitutes a production/procurement problem of a retailer 

who sells a product under random demand without keeping inventory. There are many 

situations in practice where keeping a product in inventory for future use is either impossible 

or impractical. This is the case for products such as newspapers and perishable food. A 

similar situation arises when an apparel retailer makes orders in the beginning of the season 

for a fashion item. Such orders are made for one season (sales time window) only, and any 

unsold (leftover) items are not kept in inventory to be sold next year. They are rather sold at 

deep discounts at the end of the season. Thus, in NP the retailer places an order for a product 

to his own supplier at the beginning of each period and the quantity procured is used solely to 

satisfy the demand during the current period [6]. The demand for this product during the 

current period is not known in advance, but it is represented by a nonnegative random 

variable D. The cumulative distribution function of D is F, i.e. )()( xFxDP  . The 

distribution may be continuous (e.g. the endpoints of the interval with possible values of the 

demand are equal to Dmin=10 and Dmax=25), or discrete (the demand takes a finite and 

countable number of values, e.g. P(D=1)=0.3; P(D=2)=0.4; P(D=3)=0.2; P(D=4)=0.1). The 

goal of NP may consist in expected profit maximization or expected loss minimization. Here 

we focus on problems with discrete demand distributions and expected profit maximization, 

which are described for example in [42]. We assume that c1 is the unit production/purchase 

cost of the product. Symbol c2 denotes the selling price (full retail price) of this product and 

c3 stands for the discount price (price of leftover items/salvage value), where c3 < c1 < c2. 

Symbol q signifies the order quantity. Values of c1, c2, c3 allow one to calculate the unit profit 

from selling the product at price c2: b=c2-c1 , and the unit loss from selling it at price c3: s=c1-

c3. Equation (1) enables one to compute profit g(q,D) gained by the retailer when the supply 

equals q and the demand is equal to D. Expected profit p(q) is given by Equation (2), where 

Dmin=qmin and Dmax=qmax are the minimal and maximal quantity of demand considered by the 

retailer and P(D) is the probability that the demand will be equal to D. NP consists in 

determining q* which satisfies Equation (3). In the case of discrete demand distributions, this 

problem may be solved by means of a profit matrix (Table 1), a recurrence equation or a 

critical ratio [42].      
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Table 1. Profit matrix for the classic newsvendor problem (general case) 

 

q \ D Dmin=qmin Dmin+1 … Dmax-1 Dmax=qmax 
qmin b·q b·q b·q b·q b·q 

qmin+1 b·D-s(q-D) b·q b·q b·q b·q 

… b·D-s(q-D) b·D-s(q-D) b·q b·q b·q 

qmax-1 b·D-s(q-D) b·D-s(q-D) b·D-s(q-D) b·q b·q 

qmax b·D-s(q-D) b·D-s(q-D) b·D-s(q-D) b·D-s(q-D) b·q 
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Extended newsvendor models are variations of the classic newsvendor model involving 

different objectives, utility functions, supplier pricing policies, newsvendor pricing policies, 

discounting structures, states of information about demand and supply, constrained multi-

products, multiple-products with substitution, random yields, multi-location models and 

different multiple production cycles, e.g. [1, 3, 7, 9, 12, 30, 31, 32, 34, 38, 40, 50, 52, 53, 54]. 

 

3 NEWSVENDOR PROBLEM UNDER COMPLETE UNCERTAINTY 

 

We have already mentioned that in the case of new products, no relevant historical data are 

available for statistical demand analysis. In such circumstances, one can refer to decision 

making with partial information and characterize the demand by possibility distributions [26]. 

Another approach consists in assuming that the decision is made under complete uncertainty, 

which facilitates the decision making process, since this time it is not necessary to estimate 

probability-like quantities. The only parameter that should be declared (if we intend to take 

into consideration DM’s preferences) is the coefficient of optimism (or pessimism). The 

second benefit of applying DMCU (decision making under complete uncertainty) to NP is the 

possibility to combine NP with scenario planning [39, 46], because within the framework of 

the newsboy problem the profit matrix can be computed in a very precise way (see Table 2). 

The result of the choice made under uncertainty with scenario planning depends on two 

factors: which decision will be selected and which scenario will occur. Thus, NP under 

complete uncertainty may be defined by means of a scenario-based decision model with m 

states of nature (scenarios, events): S1, …, Si, …, Sm, n possible alternatives (decisions, 

strategies, order quantities): A={A1, …, Aj, …, An}, and n×m profits (aij – profit gained by 

the retailer if state Si occurs and alternative Aj is selected) calculated according to formula (4). 

The distributions of payoffs are discrete. Symbols aj,min and aj,max denote the minimal and 

maximal profit connected with decision Aj (see Section 4).  

 
Table 2. Profit matrix for NP under complete uncertainty (general case) 

 

Scenarios \ alternatives A1 (q=qmin) A2 (q=qmin+1) Aj An-1 (q=qmax-1) An (q=qmax) 
S1 (D=Dmin) a1,1 a1,2 a1,j a1,n-1 a1,n 

S2 (D=Dmin+1) a2,1 a2,2 a2,j a2, n-1 a2, n 

Si ai,1 ai,2 ai,j ai, n-1 ai, n 

Sm-1 (D=Dmax-1) am-1,1 am-1,2 am-1,j am-1, n-1 am-1, n 

Sm  (D=Dmax) am,1 am,2 am,j am, n-1 am, n 
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We assume that NP for new products may be an uncertain problem where an optimal pure 

(not mixed) strategy has to be found (the DM completely executes only one alternative).  

There are many classical and extended decision rules designed for DMU [2, 10, 11, 14, 15, 

16, 17, 18, 19, 20, 21, 22, 23, 27, 28, 29, 36, 37, 41, 44, 47]. Nevertheless, the majority of the 

extended rules refer to the probability calculus, which is rather characteristic of DMR – 

decision making under risk, or DMU with probabilities. Let us remind that in this paper we 

focus on the Knight’s definition, according to which uncertainty occurs when we do not 

know the probabilities of particular scenarios1 (see complete uncertainty).  

1 Of course, we are aware of the fact that many researchers apply the alternative approach according to which each non-

deterministic (with and without probabilities) decision problem is treated as an uncertain problem, meanwhile risk is 

understood as the possibility that some bad circumstances might happen.  
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It is worth emphasizing that some rules find application when the DM intends to perform 

the selected strategy only once (one-shot decisions). Others are recommended for people 

contemplating realization of the chosen variant many times (multi-shot decisions). In the NP 

case with innovative and small life cycles products we certainly deal with one-shot decisions.  

In the next section we make an attempt to find an appropriate decision rule for the classic 

version of the newsvendor problem under complete uncertainty (NPCU).  

 

4 TWO-CRITERIA (H+B) RULE FOR NPCU 

 

When selecting a suitable procedure for NPCU (the likelihood of particular states is 

unknown) we must remember that the method should consider the DM’s nature in the 

decision making process. Furthermore, it is recommended to take into account the specific 

structure of the profit matrix of the classic NP (see Table 3): 

a) for b sufficiently bigger than s and for equal likelihood, p(q) is the highest for q=qmax, 

b) for b sufficiently smaller than s and for equal likelihood, p(q) is the highest for q=qmin, 

c) for q=qmin, particular profits aij are always the same (regardless of the state) – hence, 

the value of the profit is certain for decision A1, 

d) almost all alternatives have more than one profit equal to aj,max and the number of such 

profits increases for q close to qmin – the higher q is, the less certain value aj,max is,  

e) for each decision particular profits a1,j, …, ai,j, …, am,j are always ordered in the form 

of a non-decreasing sequence, which means that the sets of payoffs achievable across 

the states do not overlap in the top right-hand corner of the matrix, 

f) the range between aj,min and aj,max is an increasing function f(q).  
 

Table 3. Examples of profit matrix for NP under complete uncertainty (qmin=Dmin=1, qmax=Dmax=4) 

 

Examples I. b=5, s=1 II. b=3, s=3 III. b=1, s=5 
Sc. \ Alt. A1  A2  A3 A4  A1  A2  A3 A4  A1  A2  A3 A4  

S1  5 4 3 2 3 0 -3 -6 1 -4 -9 -14 

S2  5 10 9 8 3 6 3 0 1 2 -3 -8 

S3 5 10 15 14 3 6 9 6 1 2 3 -2 

S4  5 10 15 20 3 6 9 12 1 2 3 4 

 

In connection with all those factors, we can conclude that decision rules formulated by Wald, 

Hurwicz, Savage, Bayes and Hayashi can not be applied to NPCU (due to the lack of 

possibility to consider DM’s nature, the lack of application to one-shot decisions, irrational 

solutions in the case of asymmetric distributions of payoffs or not overlapping sets of payoffs 

for particular scenarios, etc., compare with the justification presented in [13, 15, 17, 18]).  

Therefore, we use in this paper a less-known extended procedure devoted to DMU, i.e. a 

hybrid of Hurwicz’s and Bayes’ rules (H+B rule), which is described in detail in [15, 19]. 

This method, thanks to parameters ]1,0[  (the coefficient of pessimism is close to 1 for 

extreme pessimists) and ]1,0[)1(    (the coefficient of optimism is close to 1 for 

radical optimists), takes into account DM’s preferences. Both coefficients are not measures of 

probability – they just subjectively present someone’s behaviour. In the H+B rule, in 

contradiction to the Hurwicz’s, Wald’s, Hayashi’s, Savage’s approaches, all outcomes have 

an influence on the value of the final measure, which is quite advantageous for cases where 

alternatives contain many profits equal to extreme values. The general idea of H+B is to 

assign, for a pessimist, α to the last term of the non-increasing sequence of all payoffs related 

to a given decision and β to the remaining terms of that sequence. For an optimist, weights 

are set in a different way: β is connected with the first term of the sequence and α with the 

remaining ones. Due to the fact that the ranges of profits related to particular alternatives vary 

346



rather significantly, we will support the H+B rule for NPCU with an additional auxiliary 

decision tool, which analyzes the deviations between outcomes. 

The suggested 2-criteria (H+B) rule for NPCU may consist of the following steps:  

1) Determine α and β. If )5.0,0[ , then oo   ,  (αo and βo are optimist’s 

coefficients). If ]1,5.0( , then 
pp   ,  (αp and βp are pessimist’s coefficients). 

2) Define qmin=Dmin, qmax=Dmax, m, n and the set of alternatives (A). 

3) Estimate prices c1, c2, c3, compute b, s and generate the profit matrix. 

4) Find a non-increasing sequence of gains ),...,,...,( 1 zjtjjj aaaSq   for each order: 
jtjt aa ,1,   

(t=1,…,z-1), z – number of terms in the sequence, t – number of the term in the sequence. 

5) Calculate, for each decision, index jhb (
p
jhb , 

o
jhb  or 5.0

jhb  depending on parameter α). If 

]1,5.0( , calculate 
p
jhb  (index for pessimists) according to Equation (5). If )5.0,0[ , 

compute 
o
jhb  (index for optimists) following formula (6). If α = 0.5, calculate 

05

jhb  using 

Equation (7), where bj denotes the Bayes criterion, i.e. the average of all payoffs. 

pp
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The denominators in Equations (5)-(6) are introduced so that the final value of particular 

indices belongs to interval [wj,Mj], where wj and Mj are the values of the Wald’s criterion 

and the maximax criterion, respectively, i.e. the last (azj) and the first (a1j) term of Sqj. 

Denominators are not crucial – they can be omitted when preparing the ranking.  

6) Choose alternative A*
j fulfilling condition (8). 

)(maxarg*

j
j

j hbA                                                    (8) 

7) If set A* containing decisions A*
j is a singleton set, stop the procedure (A*

j is the final 

optimal solution). Otherwise, select decision A**
j which satisfies Equations (8)-(9).  

)(minarg *
*

**

j
j

jA                                                    (9) 

where σj* is the standard deviation calculated for all decisions A*
j. 

 

The assignment of parameters α and β to particular payoffs, depending on the level of 

optimism, is justified in [15]. Briefly, the H+B rule recommends for a pessimist an 

alternative with a relatively high payoff aj,min or with quite frequent payoffs (almost) equal to 

aj,max. On the other hand, that rule suggests for an optimist an alternative with the highest 

payoff aj,max, but its highest payoffs do not have to be frequent. The second criterion 

(standard deviation) is introduced in the final step of the procedure in order to find a 

relatively safe strategy (i.e. an alternative with as few small payoffs as possible), which is 

especially crucial in the case of cautious DMs. The deviation criterion is only applied to 

decisions with the highest index jhb . The use of the standard deviation as a supplementary 

tool in the scenario-based decision making process has been also proposed by [29].   
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5 ILLUSTRATIVE EXAMPLE 

 

In this Section we are going to solve Example I presented in Table 3 by means of the 2-

criteria (H+B) rule. We assume that the DM is almost an extreme pessimist: 

1) α=0.9, β=0.1. Thus 
pp   , . 

2) qmin=Dmin=1, qmax=Dmax=4, m=n=4, A={A1, A2, A3, A4}. 

3) c1=6, c2=11, c3=5. Hence b=5, s=1. The profit matrix is given in Table 3 (Example I). 

4) Sq1=(5,5,5,5), Sq2=(10,10,10,4), Sq3=(15,15,9,3), Sq4=(20,14,8,2).   

5) Indices 
p
jhb are calculated in the following way:  

   
0.5;5.5;5.5

1.039.0

1010101.049.0
;0.5

1.039.0

5551.059.0
4321 









 pppp hbhbhbhb                                          

6) There are two alternatives A*
j: A

*={A2, A3} (see Equation 8).                                                 

7) Set A* is not a singleton set. Thus, it is necessary to compute σj*: σ2=3.0, σ3=5.74. 

Decision A2 is the final optimal alternative (A**
j) since it has the highest index 

p
jhb  (in set 

A) and the lowest standard deviation (in set A*). The order quantity should be equal to 2.     

Note that if the DM was almost a radical optimist (α=0.1), then indices 
o

jhb would be 

equal to 5, 9.5, 13.5 and 17, respectively. In that case, decision A4 would be the best one. 

 

6 CONCLUSIONS 

 

The 2-criteria (H+B) rule, proposed and described in the paper, may be a quite comfortable 

and comprehensive decision tool in the newsvendor problem under complete uncertainty 

(NPCU) with new and small life cycles products since it takes into account DM’s preferences 

and the very specific distribution of payoffs (asymmetry, range, frequency of extreme 

values). It does not require any information about the likelihood (which is justifiable in the 

case of innovative products) and it is rather simple to use. The 2-criteria (H+B) rule may be 

helpful in any uncertain decision problem (not merely NPCU), especially in the case of a 

considerable extreme payoffs differential. In the future it would be desirable to analyze 

extended newsvendor models in the context of complete uncertainty.  
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Abstract: This paper presents a binomial model for a special case of the machine interference 

problem (MIP), where a production system consists of different groups of identical machines. All the 

machines produce the same product independently of each other. Each machine randomly requests a 

service that is provided by a group of operators. The model assumes that each group of machines has 

a different priority. Queue discipline serves the machines according to their priority (preemptive 

priority). The model enables calculation of the interference proportion for each machine, depending 

on the number of operators and the priority.  
 

Keywords: machine interference problem (MIP), priority, binomial model, queuing.   

 

1 INTRODUCTION  

 

The latest version of the binomial model was recently developed by Hadad et al. [1], Keren at 

al. [2] and Gurevich et al. [3]. This model is applicable for a production system with several 

machines that produce the same product in parallel and independently of each other. The 

machines are classified into  (1 )J J    different groups by types. Each group  j , 

 1,..,j J  includes jN  identical machines. Note that a production system with several types 

of heterogeneous machines is common in many industries because new machines are 

frequently introduced either through expansion or replacement. Because the complete 

elimination of old machines takes years, enterprises are quite likely to have a heterogeneous 

mixture of both old and new machines (see e.g. [4]). These machines can be expected to 

differ in run time for production of one unit of a product, failure rate, service time, operation 

cost, proportion of defects, and similar metrics. Each machine in group j  needs a 

determinable production time jT  (run time) to produce one unit of a product. During the 

production process each machine may request a service for loading or unloading and for 

troubleshooting, where the requests are independent. The time that an operator invests in 

service throughout a cycle is a random variable with an average value of jt . The assumption 

is that the value jt  is identical for all the machines in group j . The service is given by the 

group of K  certified operators  1
1

J
jj

K N


   who are qualified to repair all machines. 
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If the number of operators is less than the number of machines, 
1

,
J

jj
K N


  then some 

machines may wait for a service while the operators give service to other machines (machine 

interference). The average time that a machine in group j  produces one unit of a product is 

called the cycle time ,  1,..,jH j J . Thus, the cycle time jH  is the sum of three 

components: the run-time jT , the average service time jt , and the average interference time 

I j
t , i.e., j j j I j

H T t t .    During waiting time and service time the machines are idle. 

Thus, in the steady state situation each machine in group j  1,..,j J  can be in one of the 

following states: running (producing items) with some probability or idle with some 

probability. These probabilities depend on the average interference time. If the values of 

these probabilities were known, one could calculate the probability that jn  machines in 

group j  are getting or requiring a service according to the binomial distribution where 

0 1j Jn , ,...,N . The presented model allows calculation of the average interference time 

  1,..,I j
t j J  for the machines in each group j  where the number of operators K  and the 

priority of each group are given. The value of I j
t  depends on the number of operators K , 

the number of machines in each group jN , and on queue discipline. The values of jT , jt  do 

not depend on K , jN  or on queue discipline. Therefore, jT , jt  can be evaluated by work 

measurement (see e.g. [5], [6]). The average interference time enables one to calculate the 

cycle time jH , 1,..,j J , and steady state probabilities. Using the cycle time  jH , 

1,..,j J , one can determine an optimal number of operators in the context of different 

objective functions, for example, to minimize of total manufacturing cost per unit of a 

product. 

 

2 MODEL DESCRIPTION 

 

This section presents the model assumptions, notations and application.  

 

2.1 Model assumptions 

 

1) There are  (1 )J J    groups of machines, each group j ,  1,..,j J  includes jN  

identical machines.  

2) Each machine of the group j ,  1,..,j J  can be in one of the following positions, where 

the probabilities for each position are constant in a steady state situation and identical for 

all machines of the group:  

a. running (producing items),  

b. having a service,   

c. waiting for a service (interference).  

3) Machine failures are independent.  

4) Service time is random and each service request transfers immediately to operators.  

5) An available operator handles a service request immediately. 

6) Each service request is handled by only one operator.  

7) Walking time from one machine to another is negligible. 

8) A machine is idle while waiting for a service or while getting a service.  
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9) Each group of machines has a different priority and groups of machines are ranked 

according to their priorities. Queue discipline serves the machines according to their 

priority. If an operator must select which of several machines from the same group must 

be served, that selection is made randomly. 

10) Machines are served according to the absolute priority policy (a preemptive priority). 

When all the operators are busy and an additional machine with a higher priority requests 

a service, the service of one of the machines with the lowest priority ceases immediately 

and its operator serves the machine with the higher priority. When a previously 

interrupted service is resumed, this service is resumed from the point where it was 

preempted, without loss of the prior work. 

 

2.2 Notations 

 

jN -Number of identical machines in the group j , 1j ,...,J . 

jT - Runtime. The length of time needed for a machine in the group j , 1j ,...,J , to process 

one unit of a product. The run time jT  is a pre-given deterministic value. 

jt - Average time of the service that operators invest in a machine of the group j , 1j ,...,J , 

during its cycle time ( jH ). 

I j
t - Interference time. The average time during a cycle time ( jH ) during which a machine 

in the group j , 1j ,...,J , is idle because it is waiting for an operator.   

ji - Interference proportion. The ratio between the interference time I j
t  and the cycle time 

jH , that is, 
I j

j
j

t
i

H
 , 1j ,...,J . 

Thus, the cycle time jH  is calculated as follows: 

                                           
 1

j j
j j j I j j j jj

j

T t
H T t t T t i H

i


       


. 

jS - Service proportion. The ratio between the average time of the service for a machine in 

group j  , jt , and the cycle time jH , i.e., j
j

j

t
S

H
 . 

0jp - Probability that a machine in group j  is running, 1j ,...,J . This probability is 

calculated as follows:  

 
0

1j jj
j

j j j

T iT
p

H T t


 


. 

jp - Probability that a machine in group j  is getting or requiring a service (idle), 1j ,...,J . 

This probability is calculated as follows:  

,  1j j jp S i j ,...,J   . 

Each machine in each group can be in one of two states - running or idle. A machine in the 

idle state can be in one of two positions - getting the service or waiting for the service. 

Because these states are mutually exclusive, it is clear that for any machine in group j  the 

follows equality holds: 0 1j jp p  , 1j ,...,J . 
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0jX - Number of running machines in group j  (a random variable), 1j ,...,J .  

jX - Number of machines in group j  that are getting or requiring a service (a random 

variable), 1j ,...,J .  

It is clear that 0j j jX X N  , i.e., the sum of the number of running machines and the 

number of idle machines of group j , is equal to the number of machines in the group j , 

1j ,...,J . Because each group has jN  identical machines, the probability jp  is equal in 

the steady state for all machines in group j . Therefore, one can calculate the probability that

j jX x , i.e., jx  ( 0 1j jx , ,...,N ) machines in group j  are getting or requiring a service 

according to the binomial distribution,  j j jX ~ Bin p ,N , 1j ,...,J . 

K - Number of certified operators, 
1

1
J

jj
K N


  . 

 

3 CALCULATION OF THE INTERFERENCE PROPORTION FOR EACH GROUP 

OF MACHINES  

 

Denote the group with the highest priority as "group 1" ( 1j  ), and so on. Let us jL  be a 

number of machines in group j  that are waiting for the service, 1j ,...,J . If the value of 

expectation  jE L  was known, one could calculate the interference proportion as

 j j ji E L / N , 1j ,...,J  (see e.g. [1], [7]). The value of  jE L 1j ,...,J , is calculated 

as follows: for the group with highest priority ( 1)j  : 

           
1 1

1 1
1 1 1 1

1 1

1

N N
m N m

m K m K

N
E L P X m m K p p m K

m



   

 
        

 
  , 

(

(1) 

and for the other groups: 

 
1

1

   2

j

j j i
i

E L E E L X , j ,...,J





  
   

  
  

 . 

(

(2) 

The random variables jX  and 
1

1

j
ii

X


  , 2j ,...,J ,  are independent. Therefore, 

   
 

     
 

1
1

1
11

0 1
1

1

1
1

0 1
1

0

1 0  .

Nj j
j

j i j ii
ji

m max ,K Xii

N j
m N mj jj

j j ii
j

m max ,K Xii

E L X P X m m max ,K X

N
p p m max ,K X

m







  


 




  


 
        

   
  

              


  

 

 

( 

 

(

(3) 

By (2) and (3),  

 
   

   

1
1

1
0 0 1

1

1

 , 2

0

m N mj j
j j jN Ni ji

j j
n m max ,K n

i
i

N
p p

m
E L j ,...,J

m max ,K n P X n






   



  
      

  
  
        
  

 


. 

(

(4) 
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Note that 
1

1

j
ii

X


  is a sum of independent binomial random variables, i.e., 

 i i iX ~ Bin N , p , 1 1i ,..., j  . For a special case where 2J   the probability is:  

     
1

1 1
1 1 1 1

1

1   0 1

j
n N n

i
i

N
P X n P X n p p n , ,...,N

n






   
           
 , 

(

(5) 

for 3J   the probability of the sum of two independent binomial random variables is: 

     

         

2 1

1 2 1 2
1 0

1
1 21 2

1 1 2 2 2
0

1 1 0

N

i
i i

N
i N i n i N n i

i

P X n P X X n P X i P X n i

N N
p p p p I n i N ,

i n i

 

   



 
         

 
 

   
          

   

 



 

(

(6) 

1 20 1n , ,...,N N  , where  I   is the indicator function. Similarly for 3J   one can 

calculate the distribution of 
1

1

j
ii

X


  recursively, by finding the distribution of 
2

1

j
ii

X


  

and then adding the remaining 1jX   as is presented by following equation (7): 

 

2
1 2 21

1 1
1 1 0 1

j
Nij j ji

i i j i j
i i k i

P X n P X X n P X k P X n k


  

 
   

     
             
     
     
    . 

(

(7) 

Thus, with modern computing tools, given the values of iN  and ip , 1 1i ,..., j  , it is 

possible to calculate the exact distribution of 
1

1

j
ii

X


 , 2j ,...,J . The interference 

proportion 1i  of machines of the group 1 ( 1j  ) is calculated as the solution of the following 

equation: 

 1
1

1

E L
i

N
 . 

(

(8) 

By substituting 1( )E L  from equation (1) into equation (8) and setting 1 1 1p i S  , equation 

(8) has the following form: 

      
1

1 1
1 1 1 1 1

1 1

1
1

N
N mm

m K

N
i i S i S m K

mN



 

 
      

 
 . 

(

(9) 

Hadad et al. [1] showed that equation (9) has a unique feasible solution. Similarly, 

sequentially for 2j ,...,J , ji  is the solution of the follows equation: 

 j
j

j

E L
i

N
 , 

(

(10) 

where r r rp i S  , 1 1r ,..., j  . By substituting ( )jE L  from equation (4) into equation (10) 

and setting j j jp i S  , equation (10) has the form of: 

    

   

1
1

1
0 0 1

1

1

1

0

N mm jj
j j j j jN Ni ji

j j
j n m max ,K n

i
i

N
i S i S

m
i

N
m max ,K n P X n






   



  
        

   
  
        
  

 


. 

(

(11) 
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Because 
1

1

j
ii

X


  is a sum of independent binomial random variables, where

 i i iX ~ Bin N , p , the probability  1

1

j
ii

P X n



 , 

1

1
0

j
ii

n ,..., N



  , is completely 

defined by the probabilities rp , 1 1r ,..., j  . Therefore, equation (11) has a single variable

ji . By a similar way as was presented in Hadad et al. [1], equation (11) has a unique feasible 

solution. The solution can be obtained numerically (e.g., by the interval halving method) or 

by software tools such as Excel-Solver. 

 

4 CONCLUSION 

 

This paper deals with a special case of the machine interference problem where a production 

system has several types of machines, and where all the machines work in parallel and 

produce the same product. The heterogeneous machines are divided into several groups, 

where each group that includes several identical machines has a different priority. The 

machines request only one type of service that is provided by a group of operators. The 

presented model enables calculation of the expected number of machines that are waiting for 

service in each group of machines and the interference proportion for each group via the 

binomial probability function. 
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Abstract: Customers require short delivery times and lower price of products (lean production). 

These requirements of customers can only be met if a company switches from a classically organized 

to a lean production. This paper presents a value stream analysis that shows a size of the lead time 

(LTpp). Overall equipment effectiveness (OEE) and efficiency index (PE) allow us to determine a 

leanness index of a production process (LI). The value LI in fact show the leanness of a production 

process. Portfolio analyses of leanness of production process is shown on an example of production of 

cooling covers. 

 

Keywords: lean production, lead time, equipment effectiveness, OEE, leanness index 

 

1  INTRODUCTION  

 

Lean production is a practice of managing production processes that was developed in Japan. 

Eiji Toyoda, Taiichi Ohno and Shaotro Kamiya have developed new concepts for managing 

production processes and have gradually created the Toyota Production System TPS [5]. In 

1990, James Womack joined their management concepts and thus founded lean production, 

the goal of which is reduction of wastes [9]. Goals of a lean production process are: shorter 

lead time, lower tied-up capital, better flow of material and information, motivation of 

workers and satisfaction of customers [3, 4]. 

The goal of the research presented is a procedure of portfolio analyses for leanness of 

production.  

 

2  LEAN PRODUCTION 

 

The lean production concept is a customer-oriented production process with a low level of 

wastes and a short lead time.  

Figure 1 shows a common goal of both concepts for the improvement of the production 

process, yet a different path to a lean process.  

 

357



 
 

Figure 1: Common goal, yet a different path to a lean Six Sigma process 

 

Taiichi Ohno defined the seven wastes [6] that are a burden to production processes: 

- overproduction, 

- waiting times, 

- ineffective production, 

- transport, 

- scrap and processing, 

- inventory, and 

- redundant motion. 

Today, there are more forms of waste in addition to the seven: waste related to brain drain, 

i. e. individuals with technical skills leave a company with their skills, and non-utilized talent 

of employees in a company.  

 

2.1  Value stream analysis  
 

The value stream analysis [8] is derived from the current situation of a value stream in a 

production process that is created in three steps: 

Step 1: Selection of a product or a family of products 

Step 2: Analysis of customers' needs 

LEAN PRODUCTION

      

   

     Ttr1 tproc1  Ttr2 tproc2 Ttrn tproc n

 IS lead time

IS process

LEAN PROCESS

   

      

DESIRED process

 DESIRED lead time

MINIMISATION 

OF WASTES

Customer acceptable LEAN PROCESS

Goals:

 measure and reduce wastes in the process as value losses

 identify and reduce no value activities

 make the process more lean and standardise it

 reduce inventory

Tools:

 value stream analysis

Results:

 reduced lead time

 lower costs due to standardised lean processs

Ttr'1 t'proc1 Ttr'2 t'proc2 Ttr'n t'proc n
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Step 3: Assessing the current value stream situation. 

A stream flow analysis in large-series production of a small number of product types is 

carried out for each product type separately. In a small-series production of a large number of 

product types, a value stream analysis is performed only for a representative of an individual 

family of products; it can be created in two ways [7], namely by creating a matrix of families 

of products or by creating a flow chart of the production and similarity of the families.  

An analysis of customers' needs allows assessment of a customer's tact time: 

𝐶𝑇 =
𝑇𝑑

𝑄𝑑
 (1) 

CT - customer's tact time [sec/pcs] 

Td – daily available work time [sec/Wd]  

Qd – daily needed quantity of products [pcs/Wd]  

 

Selection of a product or a representative from a family of products and analysis of 

customers' needs allow assessment of the current value stream.  

The lead time of a production process with »n« subprocesses represents a time interval 

between the beginning of the lead time of the first subprocess and the end of the last 

subprocess, in fact, it equals the sum of lead times of subprocesses [8]: 

𝐿𝑇𝑝𝑝 = ∑ (𝑇𝑡𝑟𝑖 + 𝑡𝑝𝑟𝑜𝑐𝑖)
𝑛
𝑖=1   (2) 

LTpp – lead time of production process [min]  

Ttri – time of transition of i
th

 subprocess [min] 

𝑡𝑝𝑟𝑜𝑐𝑖 – processing time per piece of i
th

 subprocess [min]  

n – number of subprocess 

 

A short lead time of a production process is achieved by reducing the times of wastes. The 

best index for assessing reduction in the lead time of a production process is the process 

efficiency index (PE): 

𝑃𝐸 =
∑ 𝑡𝑝𝑟𝑜𝑐𝑖
𝑛
𝑖=1

𝐿𝑇𝑝𝑝
   (3) 

PE – process efficiency index [-] 

 

The equation (3) clearly shows that the PE index increases by reduced times of wastes. 

The following guidelines are suggested to reach a lean process: 

- introduction of continuous production, 

- introduction of FIFO connections, 

- KANBAN system for regulating the situation. 

 

The overall equipment effectiveness (OEE) [6] and the process efficiency index (PE) are 

used to calculate the leanness index of a production process (LI).  

LI = 100 × OEE × PE  (4) 

LI – leanness index of a production process [-] 

OEE – overall equipment effectiveness [-] 

The leanness index of a production process (LI) indicates how reliable individual steps of the 

production process (OEE) are and how lean the production process is (PE). 
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By positioning the production process with respect to the achieved OEE and PE, the 

achieved leanness index of a production process is determined (see Fig. 2). 
 

 
   

Figure 2: Portfolio analysis of leanness of a production process  

 

We should continue improving the process and the overall equipment effectiveness until a 

production process falls into the square »Lean production process«. 

 

3  PORTFOLIO ANALYSIS OF A LEAN IN A PRODUCTION OF COOLING 

COVERS 

 

The company desires to assess lean indices of production processes.  

A team consisting of five co-workers of the company was organised in order to assess the 

leanness of the process. Based on collected data on implementation of subprocesses i 

(processing times tproc,i and preparation times Tpi) the team made an assessment of the current 

value stream of the process of producing cooling covers and determined scopes of the 

situation S, lead time LTpp and process efficiency PE (see Fig. 3): 

𝑆 =
𝑄

𝑁𝑑
  (5) 

S – scope of situation [Wd] 

Q – quantity of situation [pcs] 

Nd – daily need [pcs/Wd] 
 

 
 

Figure 3: Current value stream of production of cooling covers 
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The team members have analysed the value stream chart and came to the following 

conclusions: 

- lead time of the production process of cooling covers amounts (figure 3): LTpp = 

10.83 Wd (1Wd = 2 shifts of 7 effective hours) 

- sum of processing times (figure 3): tproc = 137.3 sec  

- process efficiency amounts to PE: 

𝑃𝐸 =
∑ 𝑡𝑝𝑟𝑜𝑐𝑖
𝑛
𝑖=1

𝐿𝑇𝑝𝑝
= 0.00025 = 0.025% 

The team, in co-operation with the head of production, evaluated the wastes:  

- time of equipment failure and time of preparation of equipment 25 %, the estimated 

availability rate is therefore A = 0.75  

- time of idle time of equipment 10 %, the estimated efficiency rate is E = 0.90 

- quality of products 20 %, the evaluated quality rate of equipment is Qr = 0.80 

Evaluated overall equipment effectiveness OEE [7] is: 

OEE = 100 ∙ (A ∙ E ∙ Qr) = 100 ∙ (0.75 ∙ 0.90 ∙ 0.80) = 54 % 

The evaluated overall equipment effectiveness OEE value and the reached process efficiency 

PE allow us to calculate the leanness index of a production process: 

LI = 100 ∙ (OEE ∙ PE) = 100 ∙ (0.54 ∙ 0.00025) = 0.0135 % 

Figure 4 shows the achieved process leanness of the production of cooling covers. 

Figure 4 indicates that the process of the production of cooling covers is unlean, 

improvement potentials are seen especially in terms of reducing the lead time LTpp.  

The team wanted to assess the situation in the lean production field, so they decided to 

assess the success of sub processes and of the entire process of production of cooling covers.  
 

 
 

Figure 4: Portfolio analysis of process leanness of the production of cooling covers 

 

4  CONCLUSIONS 

 

This paper showed a path that leads to lean production processes. The past research has 

shown that production process become lean if wastes are eliminated or reduced and if 

optionally a transition from workshop production to continuous production is made [1, 2].  

We propose that the index of lean processes is calculated by two parameters: OEE and PE. 

361



The results of assessing the process leanness of the production of cooling covers have 

shown that the process is very unlean. These indicate the need for performing continuous 

improvements with a focus on reducing the lead time of the process. 

Further research will be directed especially towards increasing process leanness and 

increasing process profitability.  

For competitiveness on the global market, the companies will need to quickly switch to a 

lean production. 
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Abstract: In design of optical systems based on LED technology, a crucial task is to handle
the unstructured data describing properties of optical elements in standard formats. This leads
to the problem of data fitting within an appropriate model. We overview our recent work on
the problem and discuss plans for future work.
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light distribution, LED

1 INTRODUCTION

The LED industry has been evolving rapidly in the past several years. The fast pace of research
and development in the field had some expected impact. One of the results is a massive use and
implementation od LED elements in all kind of luminaires. While some of these luminaires are
designed for ambient illumination the majority are technical luminaires that have to conform
not only to electrical and mechanical safety regulations but also to regulations that define
and restrict the photo-metrics of a certain luminaire. This means that the photometry of
a luminaire has to be defined prior to production. In order to do that efficiently and with
minimal error the design engineer must virtually test the luminaires performance. Tools that
can be used (OpticsWorks, LigthTools, TracePRO) [16, 12, 10] do exist and they offer a vast
repository of sub-modules to develop and design custom lenses, reflectors, light guides, etc.
These universal tools however do not completely exploit the luminaire design possibilities that
were introduced by the transition from conventional light source technologies to LED. One of
the possibilities which is also the main goal of a bigger study that incorporates the research
presented here is to have an expert or intelligent system which would be capable of suggesting
a secondary lens combination that would result in a user defined end photometry. In other
words, the system would take some stock secondary LED lenses from different manufactures,
place them on a defined LED array and search for the optimal combination of lenses so that
the resulting photometry would be as close as possible to the user defined one. The method
could enable the luminaire designer to custom design the light engine to a specific area of
illumination, while keeping the mechanical and electrical parts of a luminaire untouched. This
would in turn provide a customer with a tailored solution that would guarantee a maximum
efficiency, lower prices, fewer light pollution and the possibility to individualize the illumination
effect while maintaining a consistent visual appearance of the luminaries.

There are several optimization tasks related to development of the above idea. Here we
focus on the approximation of spatial light distribution with a moderate number of suitable
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basic functions [5, 15]. The problem that is defined formally in the next section is motivated
by the following. The data describing the properties of the lenses and/or of the desired light
distribution is nowadays usually given in some standard format files that correspond to the
measured (or desired) values at a number of points in space. This results in relatively large
data files of unstructured data. Clearly, if the data can be well enough approximated c.f. as
a linear combination of certain basic functions, this may enable faster computations using less
computer storage. Recent experiments showed that sufficiently good approximations can be
obtained by some basic optimization algorithms, including local search algorithms and genetic
algorithms [6, 7, 8].

However, when using predefined lenses to design a luminarire that closely approximates a
desired light distribution, it may be essential that the approximation error is much lower.

The same task can also be seen as solving a problem of data compression, replacing a long
unstructured data file with a much shorter one, in this case a sequence of parameters. It makes
sense to aim at 0% approximation when considering the data compression task.

The rest of the paper is organized as follows. In section two we discus the problem and
present the mathematical model. Section three overviews recent results on the topic and Section
4 suggests the experiment setup and algorithms for the future.

2 THE MODEL

It is known that the spatial light distribution of some LED lenses can be approximated by a
sum of a small number of certain basic functions [5]. Provided the approximation is sufficiently
good, it may be possible to provide designs combining several lenses with controlled error rate.

This naturally opens several research avenues. For example, it is important to have error
free or at least very good approximations of the basic lenses, and to have methods that are
stable in the sense that they are not too sensitive to the noise in the presentation of basic
elements.

Here we focus on the first above mentioned task, approximation of the unstructured spatial
light distribution data. We search for an approximation of the Luminous intensity I (Φ; a,b, c)
at the polar angle of Φ in the form

I (Φ;a,b, c) = Imax

K∑

k=1

ak ∗ cos(Φ− bk)
ck (1)

where K is the number of functions to sum and ak, bk, ck are the function coefficients that
we search for. Here we need to note two restrictions on the model. First restriction emerges
from the LEDs physical design. The LED can not emit any light to the back side which is
the upper hemisphere in our case. That is why all intermediate values that are calculated at
the combined angle (Φ − bk) greater than 90 equal 0. The second restriction deals with the
slightly unusual description of the light distribution in standard files such ad Elumdat .ldt
[18] and Iesna .ies [4]. These files present measured candela values per angle Φ on so called
C planes which can be observed on Figure 1. One C plane is actually only one half of the
corresponding cross-section and does not describe the other half. But from a physical point
of view we need to consider the impact from the other half of the cross-section. Because all
lenses used here are symmetric, we can simplify the calculation of the intermediate values and
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incorporate the impact of the other half by mirroring (multiplying the angles by -1) all values
that are calculated with the combined angle (Φ− bk) less than 0. Note however that this only
works with symmetrical distributions, and should be reconsidered carefully when the method
is to be applied to asymmetrical distributions.

φ = 0°

φ = 180°

C = 180°

C = 0°

C = 90°

C = 270°

C = 45°

Figure 1: C-planes according to standard. C-planes angles : 0°- 360°— Φ angles : 0°to 180°

The goodness of fit is defined as the root mean square error (RMS), formally defined by
the expression:

RMS (a,b, c) =

√√√√ 1

N

N∑

i=1

[Im(Φi)− I(Φi,a,b, c)]
2 (2)

where RMS represents the error of the approximation in %, N the number of measured
points from the input data, Im(Φi) the measured Luminous intensity value at the polar angle
Φ from the input data, and I(Φi, a,b, c) the calculated Luminous intensity value at the given
polar angle Φ.

3 OVERVIEW OF RECENT RESULTS

The model was successfully applied to LED’s with attached secondary optics and symmetric
light distribution [5] showing that sufficiently good approximations (RMS error below 5%) can
be obtained using a sum of only three functions (K = 3). Previously, approximation of spatial
light distribution of a LED with uniform distribution and without a secondary lens using this
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type of functions was proposed in [15]. The model was slightly modified in [5] where a new
normalizing parameter was introduced, and consequently, all other parameters have values in
fixed intervals known in advance. It should be noted that the modified model is equivalent to
the original, only the number of parameters and their meaning differ. It may be interesting
to note that due to symmetries of the examples, K = 3 is sufficient for both applications
[5, 15]. In general case, we expect that K > 3 functions will be needed for sufficiently good
approximations, and in view of optimization of the design of a luminaire it is interesting to
have an idea how large the parameter K can grow to assure that the light distribution fits the
desired (and/or standard) sufficiently well.

In previous work [6, 7], the model described above was applied in conjunction with several
custom build algorithms that are based on local search heuristics and some metaheuristics.
The implemented algorithms include a steepest descend algorithm, two iterative improvement
algorithms with different neighborhoods and two genetic algorithms, a standard one and a
hybrid one in which the best individuals of every generation are optimized with the iterative
improvement algorithm. The experiment compared three local search algorithms (iterative
improvement based on two different neighborhoods, and a steepest descent using one of the
neighborhoods) and a genetic algorithm with several variants that had different population sizes
and different number of generations. The third algorithm was called a hybrid algorithm because
it combined the genetic algorithm with local search so that the best members of population
were optimized by a short local search. The dataset consisted of a set of real available lenses
to be approximated. The set was taken from the online catalogue of one of the biggest and
most present manufacturer in the world Ledil Oy Finland [11]. The selection from the broad
spectrum of lenses in the catalogue was based on the decision that the used LED is of the XP-E
product line from the manufacturer Cree [2]. For more detailed description of the algorithms
we refer to [6, 7]. (In [6], a version of genetic algorithm was used that some specialists argued
to be non-standard, however the results did not differ much seemingly.) The results of the
experiments showed that all of the applied algorithms are capable of providing satisfactory
results on all tested instances, and differred mainly in the needed computational time. The
average RMS values obtained on real lenses were around RMS = 2%. It may be interesting
to note that the hybrid algorithm performed best, but on the other hand the performance
was only slightly better than that of the best local search algorithm (the differences were not
statistically significant). Hence, the results mentioned proved that the model is accurate and
that sufficiently good approximations can be found with a variety of algorithms for sufficiently
good description of lenses.

However, recall that the model can also be used for data compression task. Zero or very
low RMS error is also essential in the foreseen application, in which the premanufactured lenses
are to be combined into a more complex luminaire with prescribed light distribution.

We are interested first in minimizing the approximation error, and second, in computational
time of the methods.

4 CONCLUSIONS AND FUTURE WORK

When applying the model to the data compression problem, the target RMS error is 0%.
Therefore, we aim to improve the approximation results that were obtained previously [6, 7]
and restrict attention to symmetric light distributions. Also, we fix K = 3 functions in the
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model. Besides the dataset of 14 realistic lenses that was used in previous studies, we will also
generate an artificial dataset in which a sample is simply a sum of three basic functions with
randomly chosen parameters. This assures that zero error approximation is possible for the
instances of the artificial dataset.

In the model we use a sum of functions that are smooth and hence the first and second
derivatives can be calculated allowing application of continuous optimization methods in ad-
dition to the general discrete optimization metaheuristics that were used before. We have
chosen to use the Newton (also known as the Newton–Raphson) iterative method [17] to find
the solution that we seek. It is well known that convergence of the Newton method largely
depends on the initial solution. Therefore we will apply the method in two ways. First, we
will use the Newton method as an optimizer which will pinpoint the local minimum of the
solutions found by heuristic algorithms. In a sense this implementation of the Newton method
will be an extension of the discrete optimization algorithm, used to finalize the search to end
in a local minimum. (Note that the local minima may be missed by the discrete optimization
algorithms due to predefined length of the discrete moves.) Second, we will use the Newton
method as a standalone algorithm that will on initialization generate a number of random
(initial) solutions that are uniformly scattered over the whole search space and then it will use
the Newton method on them to find the local minimums. Of course, for both implementations
to be comparable the iteration count has to be controlled so that the overall maximum amount
of computation time will be roughly the same. Preliminary results show that we can expect
significant quality and time improvements in both implementations [9].
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Abstract: Over the past half century, the European Union has been successful in securing high and 

rising living standards for their citizens. It is currently facing critical challenges due to the financial and 

economic crisis having impact on its territorial development and require policy responses. Paper deals 

with Context-Dependent Data Envelopment Analysis for evaluation the EU28 NUTS 2 regions 

performance. This topic is actual because performance of regions may be influenced by the context – 

processes as production, regionalization and subsidiarity. Results can provide policy makers with 

insights into competitive dis/advantages and can help with decision-making in regional policy.  
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1 INTRODUCTIN – TOPICALITY OF COMPETITIVENESS AND PERFORMANCE 
 

The European Union (EU) is going through one of the most difficult periods since its 

establishment. Recent years have seen a myriad of economic and social difficulties, i.e. 

stagnating economic growth, rising unemployment, financial troubles and debt crises. Roots of 

this prolonged crisis lie in the lack of competitiveness. The EU competitiveness depends on 

contributions from all its areas. An asset for the EU is its rich regional diversity representing a 

unique set of potentials and challenges for development and targeted policy mix. Regional 

diversity represented by specific territorial endowment is considered as a competitive 

advantage of each region. Increasing competitiveness is one of the EU main aims.  

Competitiveness is monitored characteristic of economies which is increasingly appearing 

in evaluating their performance and prosperity, welfare and living standards. The exact 

definition of competitiveness is difficult because of the lack of mainstream view for its 

understanding. Competitiveness is distinguished at different levels – micro, macro and 

regional, i.e. paper orientation. In the global economy regions are increasingly becoming the 

drivers of the economy [6]. Current economic fundamentals are threatened by shifting of 

production activities to places with better conditions. Regional competitiveness is affected by 

regionalization of public policy due to shifting of decision-making and coordination of 

activities at regional level. Regions play important role in the economic development of states. 

Territories need highly performing units in order to meet their goals. Performance (and its 

two dimensions – efficiency/productivity and effectiveness, see Figure 1 [5]) is a major 

prerequisite for future economic and social development and success. Concept of 

competitiveness is closely linked with understanding of efficiency and effectiveness, 

competitiveness measures ‘‘how a nation manages the totality of its resources and 

competencies to increase the prosperity of its people’’ [4, p. 502].  
 

 
 

Figure 1: Relationship between efficiency and effectiveness 
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Policy makers are faced with evaluating relative performance of different politics, teams, units, 

settings of political aims and especially instruments etc. In cases where each of these 

performers has a set of common inputs that they utilize to produce a set of common outputs, 

Data Envelopment Analysis (DEA) is one of tools for efficiency analysis. DEA is often the 

comparison method of choice. Purpose of these comparisons is to determine the best 

performers along with guidelines for improving the rest. The paper’ focus is in selecting the 

appropriate benchmarking set and understanding the implications of this choice for improving 

efficiency of evaluated units, i.e. the EU NUTS 2 regions based on their factor endowment 

identified by the EU Regional Competitiveness Index (RCI). The idea laying behind this 

approach is that inefficient regions can learn more easily from those, which are more similar. 

The contribution of this paper is thus to determine efficiency scores based on the efficient 

projection to the frontier along both the input and output spaces simultaneously. 
 

2 BACKGROUND FOR EFFICIENCY ANALYSIS BY RCI AND DEA APPROACH 
 

Efficiency analysis is based on RCI2013, resp. on its pillars (initial variables for empirical 

analysis) which are grouped according to different dimensions (input versus output aspects) of 

competitiveness they describe. Inputs and outputs describe driving forces of competitiveness, 

and are direct or indirect outcomes of a competitive economy [2], see Table 1. RCI seems to 

be convenient with respect to using DEA and its division to input and output nature of database. 
 

Table 1: Input and output dimensions of RCI2013 pillars 
 

Inputs (1) Institutions, (2) Macroeconomic stability, (3) Infrastructure, (4) Health, (5) Basic 

education, (6) Higher education and lifelong learning, (7) Technological readiness 

Outputs (1) Labour market efficiency, (2) Market size, (3) Business sophistication, (4) Innovation 

 

DEA originating from Farrell’s work and popularized by Charnes, Cooper and Rhodes (CCR 

model), evaluates efficiency of a set of homogenous group (DMUs). The aim of DEA is to 

examine DMU into two categories – efficient and inefficient. Efficient DMUs have equivalent 

efficiency score, but they don’t have necessarily the same performance. DMU is efficient if the 

observed data correspond to testing DMU on the imaginary efficient frontier. Intent of frontier 

estimation is to deduce the production function in form of efficient frontier. If DMUs are 

plotted in their input/output space, then efficient frontier that provides a tight envelope around 

all of DMUs can be determined. The main function of this envelope is to get as close as possible 

to each DMU without passing by any others. Evaluated DMUs can be divided into 

groups/levels according to all efficient frontiers via Context-Dependent DEA (CD-DEA). By 

this stratification, into efficiency analysis will enter more homogenous groups of DMUs, which 

will be evaluated separately according to closer features for finding relevant efficiency and 

inefficiency scores [6].  

The first step in efficiency analysis is Returns to Scale (RTS) estimation. Why is necessary 

to decide RTS orientation? Various types of DEA models can be used, depending upon the 

problem at hand. Used DEA model can be distinguished by scale and orientation of model. If 

one cannot assume that economies of scale do not change, then a variable returns to scale 

(VRS) type of DEA model, is an appropriate choice (as opposed to a constant returns to scale, 

(CRS) model). If in order to achieve better efficiency, governments' priorities are to adjust their 

outputs (before inputs), then an output oriented (OO) DEA model, rather than an input oriented 

(IO) model, is appropriate. Here, OO DEA model is considered as suitable for measuring 

regional efficiency in links between competitiveness and efficiency. Based on RTS 

specification, it was possible to obtain efficient frontier, see Table 2. Calculations were made 

separately for group of EU15 (old) and EU13 (new) regions with respect to their integration 

links within the EU. EU15 were in the second step calculated by CD-DEA and efficiency scores 
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were obtained based on efficient levels comparison. EU13 are more homogenous group, but 

the distinction is not so high, because there was identified only one efficient level. 
 

Table 2: RTS Estimation to EU NUTS 2 Regions for RCI2013 and DEA Model Results 
 

NUTS 2 RTS Efficiency Frontier DEA Model 

199 EU15 Constant 
Level1 (CRS) – 199 NUTS 2 

 Level2 (CRS) – 6 NUTS 2 
Context Dependent DEA 

57 EU13 Constant Level1 (CRS) – 57 NUTS 2 OO CCR CRS, OO APM CRS 
 

Suppose there are n DMUs which consume m inputs to produce s outputs. There is a rough rule 

of thumb [3] which expresses the relation between the number of DMUs and the number of 

performance measures. Toloo et al. checked more than 40 papers that contain practical 

applications and statistically, they found out that in nearly all of the cases the number of inputs 

and outputs do not exceed 6 [7]. A simple calculation shows that when m ≤ 6 and s ≤ 6, then 

3(m + s) ≥ m × s. As a result, in this paper following formula (1) is applied:  

 3( ). n m s  (1) 

In the paper, the rule of thumb is met – EU15: 199   3 (7 + 4), 199   3 (11), 199   33. 

Also in the case of EU13 is rule of thumbmet, i.e. 57   3 (7 + 4), 57   3 (11), 57   33. 

For calculations of EU13 NUTS 2 efficiency, OO CCR CRS model is used (2) [3]: 

 max +ε( ),   T T

qg e s e s

  

(2) 

subject to

           

 

,   qX s x

 

 

 

 

,   q qY s y   

 , , 0,   s s  

 where g is the coefficient of efficiency of unit Uq;q is radial variable indicates required rate of 

increase of output; ε is infinitesimal constant; T is monotonicity which means that all inputs 

and outputs are freely (or strongly) disposable; e denotes the convex hull; eT means convexity 

what is equivalent to decreasing marginal rates of substitution (between inputs, between 

outputs and between inputs and outputs); eT is convexity condition, in the case of CRS: eT = 

(1, 1, …, 1); s+, and s− are vectors of slack variables for inputs and outputs; λ represents vector 

of weights assigned to individual units; xq means vector of input of unit Uq; yq means vector of 

output of unit Uq; λ represents vector of weights assigned to variables, λ = (λ1,λ2,…,λn), λ 0; 

X is input matrix; Y is output matrix. In CCR model aimed at outputs coefficient of efficient 

DMU equals 1, but the coefficient of inefficient DMU is greater than 1.  

For possibility of efficient units' classification, Andersen-Petersen's model (APM) of super 

efficiency is used. Following CRS model is output oriented dual version of APM (3) [1]: 

 max 
1 1

ε( ),  

 

   
m s

k i r

i r

g s s

  

(3) 

subject to

           

 
1

, 




 
n

j ij i ik

j
j k

x s x   

 
1

, 




 
n

j rj r k rk

j
j k

y s y   

 , , 0,   j r is s   

where xij and yrj are i-th inputs and r-th outputs of DMUj; 
k is efficiency index (intensity factor) 

of observed DMUk; λj is dual weight which show DMUj significance in definition of input-
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output mix of hypothetical composite unit, DMUk directly comparing with. The rate of 

efficiency of inefficient units (
k >1 ) is identical to model (1); for units identified as efficient 

in model (1), provides OO APM (2) the rate of super efficiency lower than 1, i.e. 
k ≤1.  

In CD-DEA approach, CRS function is used to obtain all efficient frontiers. Via Obtain 

Levels function, a continuous calculation, EU15 NUTS 2 regions are divided in two groups.  
 

3 CONCLUSION 
 

In conclusion, the main results of DEA efficiency evaluation for EU NUTS 2 regions are 

specified. The best results are traditionally achieved by economically powerful regions (in most 

cases) old and also new EU States. In Annex 1 and Annex 2, results are highlighted by traffic 

light method. Colour scale divides the relevant group of coefficients using three colours 

(shadows of grey colour), the middle colour scheme corresponds to 50 percentile, the other two 

colours are above (dark grey – the best results) and below (light grey – the worst results) 

percentile value of 50. In CD-DEA is meaning of colour the opposite.  

Heterogeneity of the EU brings also differences in socio-economic position of countries 

and regions. It´s thus necessary to recognize specific characteristics of areas, dis/advantages 

for more efficient cooperation. The purpose of this paper was recognize how to determine the 

appropriate group exhibiting similar features for subsequent efficiency evaluation, and to 

identify the differences in efficiency of EU NUTS 2 regions. Obtained results by DEA 

approach show that targets are the coordinates of the efficient projection point on the frontier 

and thus represents levels of operation of inputs and outputs which would make the 

corresponding inefficient DMU perform efficiently. Based on results, it´s possible in the future 

paper to calculate best-practice units as a benchmark what improve. By calculating peer units, 

it´ll get results where is convenient to decrease inputs and increase outputs and what will be 

much more efficient combination of inputs and outputs that the region will increase the efficient 

frontier. Each region should know were lying its competitive dis/advantages, because there is 

no one-size-fits-all solution. Each region must make its own decisions about the right 

combination of policy objectives. DEA should be convenient tool for identifying strengths and 

weakness for creating these strategies and this will be orientation of future research. 
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Annexes 
Annex 1: Application of RTS Estimation to EU13 NUTS 2 Regions for RCI2013 and DEA Model Results 

NUTS 2  OO RTS OO CCR CRS OO APM CRS Reordered NUTS 2 Rank 

BG31 1,000 Constant 1,000 0,706 CZ01 1,000 1 

BG32 1,000 Constant 1,000 0,836 CZ02 1,000 2 

BG33 1,000 Constant 1,000 0,829 PL32 0,992 3 

BG34 1,000 Constant 1,000 0,202 PL61 0,984 4 

BG41 1,000 Constant 1,000 0,790 PL63 0,976 5 

BG42 1,000 Constant 1,000 0,954 PL52 0,973 6 

CY00 1,000 Constant 1,000 0,837 HU22 0,963 7 

CZ01 1,000 Constant 1,000 1,000 CZ05 0,957 8 

CZ02 1,000 Constant 1,000 1,000 PL21 0,957 9 

CZ03 1,000 Constant 1,000 0,889 BG42 0,954 10 

CZ04 1,000 Constant 1,000 0,843 PL51 0,954 11 

CZ05 1,000 Constant 1,000 0,957 CZ06 0,950 12 

CZ06 1,000 Constant 1,000 0,950 PL42 0,950 13 

CZ07 1,000 Constant 1,000 0,923 PL41 0,946 14 

CZ08 1,000 Constant 1,000 0,932 PL33 0,945 15 

EE00 1,000 Constant 1,000 0,834 RO12 0,944 16 

HR03 1,000 Constant 1,000 0,926 SK02 0,944 17 

HR04 1,000 Constant 1,000 0,808 SK03 0,942 18 

HU10 1,000 Constant 1,000 0,819 SI01 0,941 19 

HU21 1,000 Constant 1,000 0,893 PL62 0,937 20 

HU22 1,000 Constant 1,000 0,963 RO41 0,935 21 

HU23 1,000 Constant 1,000 0,853 CZ08 0,932 22 

HU31 1,000 Constant 1,000 0,824 HR03 0,926 23 

HU32 1,000 Constant 1,000 0,775 CZ07 0,923 24 

HU33 1,000 Constant 1,000 0,690 PL31 0,921 25 

LV00 1,000 Constant 1,000 0,814 RO22 0,921 26 

MT00 1,000 Constant 1,000 0,713 PL43 0,918 27 

PL11 1,000 Constant 1,000 0,911 PL34 0,916 28 

PL12 1,000 Constant 1,000 0,781 SK04 0,916 29 

PL21 1,000 Constant 1,000 0,957 PL11 0,911 30 

PL22 1,000 Constant 1,000 0,898 PL22 0,898 31 

PL31 1,000 Constant 1,000 0,921 HU21 0,893 32 

PL32 1,000 Constant 1,000 0,992 CZ03 0,889 33 

PL33 1,000 Constant 1,000 0,945 RO11 0,873 34 

PL34 1,000 Constant 1,000 0,916 SI02 0,867 35 

PL41 1,000 Constant 1,000 0,946 RO31 0,856 36 

PL42 1,000 Constant 1,000 0,950 HU23 0,853 37 

PL43 1,000 Constant 1,000 0,918 CZ04 0,843 38 

PL51 1,000 Constant 1,000 0,954 CY00 0,837 39 

PL52 1,000 Constant 1,000 0,973 BG32 0,836 40 

PL61 1,000 Constant 1,000 0,984 EE00 0,834 41 

PL62 1,000 Constant 1,000 0,937 BG33 0,829 42 

PL63 1,000 Constant 1,000 0,976 HU31 0,824 43 

RO11 1,000 Constant 1,000 0,873 HU10 0,819 44 

RO12 1,000 Constant 1,000 0,944 LV00 0,814 45 

RO21 1,000 Constant 1,000 0,758 HR04 0,808 46 

RO22 1,000 Constant 1,000 0,921 RO42 0,802 47 

RO31 1,000 Constant 1,000 0,856 BG41 0,790 48 

RO32 1,000 Constant 1,000 0,578 PL12 0,781 49 

RO41 1,000 Constant 1,000 0,935 SK01 0,776 50 

RO42 1,000 Constant 1,000 0,802 HU32 0,775 51 

SI01 1,000 Constant 1,000 0,941 RO21 0,758 52 

SI02 1,000 Constant 1,000 0,867 MT00 0,713 53 

SK01 1,000 Constant 1,000 0,776 BG31 0,706 54 

SK02 1,000 Constant 1,000 0,944 HU33 0,690 55 

SK03 1,000 Constant 1,000 0,942 RO32 0,578 56 

SK04 1,000 Constant 1,000 0,916 BG34 0,202 57 
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Abstract: Production scheduling is crucial means of contributing a company to meet the demands in a 

timely manner, given the resources and constraining circumstances of the manufacturing environment. 

This problem has been dealt with numerous methods for approximately five decades. Since solving 

production scheduling problems with exact methods is computationally expensive, metaheuristics are 

frequently used where an exploration-exploitation balance has been the main objective. This study 

introduces a novel hybrid approach that utilizes Genetic Algorithms (GA) and Simulated Annealing 

(SA). A real-world application is utilized as a test problem for comparing these algorithms with the 

novel hybrid approach. Results indicate that the algorithm is promising for scheduling problems; 

however, being computationally expensive compared to classical approaches. 

 

Keywords: Production Scheduling, Genetic Algorithm, Simulated Annealing 

 

1 INTRODUCTION AND RELATED LITERATURE 

 

Production scheduling is defined as the assignment and allocation of available production 

related resources in a way that satisfies predefined production related criteria set [1]. The aim 

of a production schedule is to meet all possible deliveries with respect to economic, time-

related or other factor considerations [2]. It is a crucial problem for industries as it is one of the 

main costly activities in manufacturing industries. The production scheduling problem is 

generally known to be NP-hard depending on the problem structure [3]. Early production 

scheduling literature focuses on mathematical programming techniques and heuristics, whereas 

latter and recent approaches lean towards hybrid methods of heuristics and metaheuristics[4].  

For this study, the literature was examined from 1980’s up to 2015. During the years 

between 1980 and 2000, it is observed that the local search and global search algorithms were 

in use for solving the production scheduling problems, and the solutions found to the similar 

scheduling problems were compared with each other [5-8].Ulusoy et al. [5] introduced a 

Genetic Algorithm (GA) for the problem of simultaneous scheduling of machines and 

Automated Guided Vehicles(AGVs). The originality of this study provided the machines and 

the AGVs to be combined and randomly generalized using the same chromosome. Murata et 

al. [6] applied GA for multi objective production scheduling problem, whose objectives include 

the makespan, the total tardiness, and the total flowtime minimization. Eiben et al. [7] applied 

GA to the classical job shop scheduling problem by introducing more than 2 parents for the 

crossover procedure and proved that multi parent recombination gives more robust results than 

conventional crossover procedure. Shi et al. [8] used a GA to a classical job shop scheduling 

problem which utilised 2/4 selection method for the selection procedure.  

During the years between 2000 and 2010, it is observed that hybridisation of global and 

local search algorithms were commonly applied as well as Matheuristics which yielded more 

efficient solutions. For the mathematical modelling of the problems, the scheduling rules such 

as Shortest Setup Time (SST), Shortest Processing Time (SPT), and Earliest Release Date 

(ERD) were in use. Ip et al. [9] considered the problem of minimum earliness and tardiness in 

production scheduling and applied GA for the solution. Guo et al. [10] solved the job shop 

scheduling problem by using GA. They utilised tournament selection method for selection and 

fitness value of the objective functions. Li et al. [11] introduced a hybrid algorithm which was 
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the combination of Genetic Algorithm and Tabu Search Algorithm applied to a multi objective 

flexible job shop scheduling problem.  

During the years between 2010 and 2015, it is found that the use of hybrid algorithms were 

very common and the new operators and methods are being developed for different stages of 

GA. Lin et al. [12] considered an unrelated parallel machine scheduling problem. They inserted 

different heuristics into GA and compared the best solutions found. They encoded the 

chromosome by using the method developed by Cheng et al in 1995. In the population 

initialisation stage, they combined eight different heuristics. Balin [13] considered the problem 

of non-permutational parallel machine scheduling, and applied GA. Liu et al. [14] depicted the 

scheduling problem of a multi product, two stages production environment and applied GA 

with a Greedy 3PM Crossover operator. Dalfard and Mohammadi [15] used the hybrid 

algorithm of GA and SA for the flexible job shop scheduling problems. Zhang et al. [16] solved 

a job-shop scheduling problem with  the GA and the Tabu Search (TS) hybrid.  

In this study, the production scheduling of a small size company in Turkey, which consists 

of a multi product multi machine production line, is solved with a hybrid GA-SA algorithm. 

The originality of this study lies in the hybridization structure of GA and SA.  The results of 

the hybrid algorithm are compared to algorithms themselves. The main objective of the 

hybridisation is to improve the results obtained by applying the GA and SA itself.  

The organization of this paper is as follows: Section 2 introduces the methodology and the 

algorithms. Section 3 gives the mathematical model of this problem and the experimental 

results of the proposed algorithms. Section 4 concludes the paper. 

 

2 PROBLEM STATEMENT AND THE MATHEMATICAL MODEL 

 

2.1 Production Environment 

 

In this work, in order to investigate the effectiveness of the proposed hybrid algorithm, the 

trials were done based on the real-world production data of a circuit board producing company 

in Turkey which produces 40 products. Two different technologies are used for the assembly 

process and they are named as Line1 and Line 2. Line1 includes two identical assembly sub-

lines which are Line1.1 and Line1.2 namely. Each of these lines (Line1.1 and Line1.2) consists 

of an assembly machine of type 1, two different string machines (namely, machine 1 and 

machine 2) and an oven. On the other hand, Line2 consists of only assembly machines of type 

2. The production process starts with any of the sub-line of Line1 and then it follows to Line2. 

After being processed consecutively in Line1 and Line2, the production process is complete. 

The production line diagram of this company is given below. 

 

 
 

Figure 1.The production line diagram of the described production system. 

 

  

Line1.1 

Line1.2 
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2.2 Mathematical Model 
 

The mathematical model of this production system can be constructed as a Mixed Integer 

Linear Programming (MILP) as follows. 

 
𝑁: 𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑙𝑖𝑛𝑒𝑠 (𝑁 = 2) 

𝑖: 𝑖𝑛𝑑𝑒𝑥 𝑜𝑓 𝑡ℎ𝑒 𝑙𝑖𝑛𝑒𝑠 (𝑖 = 1, 𝑁) 

𝑀: 𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑚𝑎𝑐ℎ𝑖𝑛𝑒𝑠 𝑖𝑛 𝑙𝑖𝑛𝑒 1 (𝑓𝑜𝑟 𝑖 = 1 , 𝑀 = 2) 

 𝐿: 𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑚𝑎𝑐ℎ𝑖𝑛𝑒𝑠 𝑖𝑛 𝑙𝑖𝑛𝑒 2 (𝑓𝑜𝑟 𝑖 = 2 , 𝐿 = 5) 

𝑗: 𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑚𝑎𝑐ℎ𝑖𝑛𝑒𝑠 𝑖𝑛 𝑎 𝑙𝑖𝑛𝑒 (𝑓𝑜𝑟 𝑖 = 1 , 𝑗 = 1, 𝑀)(𝑓𝑜𝑟 𝑖 = 2 , 𝑗 = 1, 2, … , 𝐿) 

𝑇: 𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑗𝑜𝑏𝑠 (𝑐𝑖𝑟𝑐𝑢𝑖𝑡 𝑏𝑜𝑎𝑟𝑑𝑠) (𝑇 = 40) 

𝑘: 𝑖𝑛𝑑𝑖𝑐𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑗𝑜𝑏𝑠 (𝑐𝑖𝑟𝑐𝑢𝑖𝑡 𝑏𝑜𝑎𝑟𝑑𝑠) (𝑘 = 1, 2, . . . , 𝑇)  
𝑥𝑖𝑗𝑘: 𝑡ℎ𝑒 𝑘𝑡ℎ 𝑗𝑜𝑏 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑒𝑑 𝑜𝑛 𝑡ℎ𝑒 𝑗𝑡ℎ 𝑚𝑎𝑐ℎ𝑖𝑛𝑒 𝑜𝑓 𝑖𝑡ℎ  𝑙𝑖𝑛𝑒 

𝑥𝑖𝑗𝑘 = {
1,   𝑖𝑓 𝑘𝑡ℎ 𝑗𝑜𝑏 𝑖𝑠 𝑏𝑒𝑖𝑛𝑔 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑒𝑑 𝑜𝑛 𝑡ℎ𝑒 𝑗𝑡ℎ 𝑚𝑎𝑐ℎ𝑖𝑛𝑒 𝑜𝑓 𝑖𝑡ℎ  𝑙𝑖𝑛𝑒    

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

𝑡𝑖𝑗𝑘: 𝑡ℎ𝑒 𝑠𝑡𝑎𝑟𝑡𝑖𝑛𝑔 𝑡𝑖𝑚𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑘𝑡ℎ 𝑗𝑜𝑏 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑒𝑑 𝑜𝑛 𝑡ℎ𝑒 𝑗𝑡ℎ 𝑚𝑎𝑐ℎ𝑖𝑛𝑒 𝑜𝑓 𝑖𝑡ℎ 𝑙𝑖𝑛𝑒  

𝑝𝑖𝑗𝑘: 𝑡ℎ𝑒  𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔 𝑡𝑖𝑚𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑘𝑡ℎ 𝑗𝑜𝑏 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑒𝑑 𝑜𝑛 𝑡ℎ𝑒 𝑗𝑡ℎ 𝑚𝑎𝑐ℎ𝑖𝑛𝑒 𝑜𝑓 𝑖𝑡ℎ 𝑙𝑖𝑛𝑒 

𝑠𝑖𝑗𝑘: 𝑡ℎ𝑒 𝑚𝑎𝑐ℎ𝑖𝑛𝑒 𝑠𝑒𝑡𝑢𝑝 𝑡𝑖𝑚𝑒 𝑜𝑓  𝑡ℎ𝑒 𝑘𝑡ℎ 𝑗𝑜𝑏 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑒𝑑 𝑜𝑛 𝑡ℎ𝑒 𝑗𝑡ℎ 𝑚𝑎𝑐ℎ𝑖𝑛𝑒 𝑜𝑓 𝑖𝑡ℎ 𝑙𝑖𝑛𝑒 

𝐶𝑖𝑗𝑘: 𝑡ℎ𝑒 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑖𝑜𝑛 𝑡𝑖𝑚𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑘𝑡ℎ 𝑗𝑜𝑏 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑒𝑑 𝑜𝑛 𝑡ℎ𝑒 𝑗𝑡ℎ 𝑚𝑎𝑐ℎ𝑖𝑛𝑒 𝑜𝑓 𝑖𝑡ℎ 𝑙𝑖𝑛𝑒 

𝑡𝑖𝑗𝑘′: 𝑡ℎ𝑒 𝑠𝑡𝑎𝑟𝑡𝑖𝑛𝑔 𝑡𝑖𝑚𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑘′𝑡ℎ 𝑗𝑜𝑏 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑒𝑑 𝑜𝑛 𝑡ℎ𝑒 𝑗𝑡ℎ 𝑚𝑎𝑐ℎ𝑖𝑛𝑒 𝑜𝑓 𝑖𝑡ℎ  𝑙𝑖𝑛𝑒 

𝑦𝑖𝑗𝑘𝑘′ = {
1,  𝑖𝑓 𝑡ℎ𝑒  𝑘′𝑡ℎ 𝑗𝑜𝑏 𝑖𝑠 𝑏𝑒𝑖𝑛𝑔 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑒𝑑 𝑜𝑛 𝑡ℎ𝑒 𝑗𝑡ℎ 𝑚𝑎𝑐ℎ𝑖𝑛𝑒 𝑎𝑓𝑡𝑒𝑟 𝑡ℎ𝑒  𝑘𝑡ℎ 𝑗𝑜𝑏  

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

 

The objective function is given below: 

𝑚𝑖𝑛(𝑚𝑎𝑥𝐶𝑖𝑗𝑘)       (0) 

 

Each job can be produced on only one machine.  

∑ x1jk = 1
2

𝑗=1
, ∀k   and ∑ x2jk = 1

5

𝑗=1
, ∀k    (1) 

    

The sum of starting, machine setup, and processing times cannot exceed the completion time.  

𝑡𝑖𝑗𝑘 +  𝑝𝑖𝑗𝑘 +  𝑠𝑖𝑗𝑘  ≤  𝑐𝑖𝑗𝑘 ,    ∀𝑖, 𝑗, 𝑘     (2)  

 

Two jobs cannot be processed on a single machine at the same time. 

𝑡𝑖𝑗𝑘 +  𝑝𝑖𝑗𝑘 +  𝑠𝑖𝑗𝑘  ≤  𝑡𝑖𝑗𝑘′ +  𝑀. (1 − 𝑦𝑖𝑗𝑘𝑘′) ,    ∀𝑖, 𝑗, 𝑘  (3) 

𝑥𝑖𝑗𝑘′ +  𝑝𝑖𝑗𝑘′ +  𝑠𝑖𝑗𝑘′  ≤  𝑡𝑖𝑗𝑘 +  𝑀. 𝑦𝑖𝑗𝑘𝑘′  ,    ∀𝑖, 𝑗, 𝑘 

 

A job is processed on the machine that it was assigned. 

𝑥𝑖𝑗𝑘 = 1 𝑖𝑠𝑒 𝑡𝑖𝑗𝑘 ≥ 0       (4) 

𝑥𝑖𝑗𝑘 = 0 𝑖𝑠𝑒 𝑡𝑖𝑗𝑘 = 0 

𝑀. 𝑥𝑖𝑗𝑘 ≥  𝑡𝑖𝑗𝑘 

 

The values of the variables and parameters must be more than or equal to zero. 

𝑥𝑖𝑗𝑘 ≥ 0, 𝑡𝑖𝑗𝑘 ≥ 0, 𝑠𝑖𝑗𝑘 ≥ 0, 𝑝𝑖𝑗𝑘 ≥ 0, 𝑦𝑖𝑗𝑘 ≥ 0   (5) 

 

3 HYBRID GA-SA ALGORITHM 

 

The algorithm utilised in this study is a hybrid GA-SA algorithm whose steps are explained 

below and described in Figure 1. 
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Step 1. The chromosomes are randomly generated by permutation and the initial population is 

generated randomly.  

Step 2. The objective functions of all the chromosomes are calculated one by one. 

Step 3. Improvement on the least fittest chromosomes: n% of the chromosomes with the worst 

objective function values are selected and subjected to an SA algorithm, where n is a 

predetermined algorithm parameter. In this way, fitness values of the population are improved 

and highly fitted chromosomes are subjected to selection procedure in the next step. With this 

novel step, chromosome diversity is provided and local optima are avoided at a higher rate than 

a classical GA. This step does not eliminate the worst chromosomes; it conducts a local search 

which still saves the diversity among solutions.  

Step 3.1. The initial solution is provided by the GA and it is one of the worst n% chromosomes. 

Step 3.2. A new random neighbour is selected as in the mutation form of the GA. 

Step 3.3. The objective function value of the neighbour is calculated.  

Step 3.4. If the objective function value of the neighbour has a lower value, the neighbour is 

accepted. Otherwise, the probability of acceptance is calculated as in 

𝑝𝑎 = 𝑒−(𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑏𝑗−𝑜𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒)/𝑡𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 

where 𝑝𝑎 is the probability of acceptance, neighbobj is the objective function of the 

neighbourhood solution, objective is the objective function of the current solution and titeration 

is the temperature of the related iteration. 

Step 3.5. A random number rn is generated. If rn<𝑝𝑎 , then the neighbourhood solution is 

accepted as the new solution. If rn>𝑝𝑎, then the current solution is revisited. 

Step 3.6. The temperature is dropped as in the formula 

𝑡𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛+1 = 𝛼 ∙ 𝑡𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 
Where α is the cooling rate.  

Step 3.7. Steps 3.2 – 3.6 are returned until the temperature of the iteration is lower than a 

predetermined final temperature value.  

Step 4. Selection: Then, the roulette wheel selection method is applied and selection is made. 

Since this is a minimization problem, the inverses of the objective function values (1/f(x)) are 

generating. 

Step 5. Crossover: After the selection procedure is completed, crossover phase is applied.  

Step 6. Mutation: A random mutation is achieved on genes with a predetermined mutation 

probability. In this process, two different mutation methods were used.  

Step 7. Steps 2- 6 are returned until a stopping criterion is reached.  

The adaptation of GA and SA hybrid algorithm is achieved as follows: the chromosomes 

are encoded in three parts. The first part indicates the index of the sub-line of the jobs that are 

assigned to Line1, while the second part indicates the index of the sub-line of jobs that are 

assigned to Line2 after being processed in Line1. The third part indicates the production 

sequence of the products. 
_ _ _ _ _ ….      _ _  /  _ _ _ _ _ ….  _ _   / _ _ _ _ _ ….  _ _ 

  j = 1, 2 (for i = 1)   /     j = 1, 2, ..., 5 (for i = 2)   /     k = 1, 2, …, 40 

 production lines      /           machines       /      production sequence 

Assume that one of the chromosomes has the values given below; 

1 2 2 1 2 … 2 1 / 3 5 2 4 2 … 1 5 / 8 3 2 1 7 1 2 9 6 … 7 1 0 

from the third part, it is observed that the 8th job is processed first. It is processed on the 1st 

machine of the first production line as the first gene of the first part of the chromosome states, 

and then it is processed on the 3rdmachine in the second production line as the first gene of the 

second part of the chromosome states. 
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4 APPLICATION & RESULTS 

 

This structure also affects the crossover and mutation scheme of the GA. For the first and 

second groups of the chromosome, one point crossover operator was used since the genes can 

repeat themselves. For the third group of the chromosome, circular crossover operator was used 

where repetition of genes are not allowed. For mutation, the first two parts of the chromosome 

utilise the gene exchange method whereas gene conversion method is used for the last part. For 

detailed explanations of these methods, the reader may refer to [17]. 

The parameters of the algorithm that provide the best result are given below. These 

combinations are obtained by trial-and-error. 

 
Table 1: The parameters of the algorithm. 

 

Parameter Value 
Population size 10 

Crossover probability 0.95 

Mutation probability 0.05 

Initial temperature 1000 

Cooling rate 0.90 

Final temperature 0.01 

n% 50 

 

4.1 Improvements & Trials 

 

The investigated scheduling problem of the production system was solved by SA algorithm, 

GA, and the Hybrid GA/SA Algorithm on MATLAB program with aforementioned parameter 

values. Each of the algorithms was solved for 30 trials. Then, the best results were taken, and 

the mean value, standard deviation, best result, worst result, and CPU time were calculated and 

given in a table form. The finishing criterion is selected as a predetermined number of iterations 

by the algorithm.  
Table 2: The results of the SA, GA and the hybrid GA-SA algorithm. 

30 trials SA GA Hybrid GA-SA 
Mean value 11378,19 9840,893 9817,272 

Std. Deviation 944,2655 4,849342 5,504509 

Best Result 9912,033 9830,033 9803,3 

Worst Result 14494,73 9849,333 9828 

CPU time 0,529 1,926 204,759 

 

As can be observed from the results, as a local search algorithm, SA alone does a local search 

but its exploration ability is not good enough as GA. A simple t-test between GA and the hybrid 

GA-SA suggests that the results of the hybrid algorithm are extremely statistically lower, thus, 

better than the GA algorithm alone. However, one drawback of this algorithm is that it takes 

more computational time. 

 

5 CONCLUSIONS  

 

In this study, a novel hybrid GA-SA algorithm is proposed for production scheduling. The 

results suggest that the algorithms results are statistically better, yet, it requires more execution 

time. Further studies include different hybridization of heuristics and metaheuristics in order 

to achieve more exploration, yet, mainly for achieving a much lower execution time. 
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Abstract: This paper studies GARCH models that can absorb the leverage effect, i.e. impacts of 

negative and positive shocks to conditional variance. Different functional forms of asymmetric 

GARCH models are analyzed on the daily Slovenian stock market index returns. The goal of this 

paper is to examine how different GARCH models reflect on asymmetric responses to bad and good 

news, i.e. different shapes of news impact curve (NIC) can be determined. The rotation of NIC is 

examined in the crisis and post-crisis period. The type of a GARCH model that fits data the best is 

chosen according to various information criteria. 
 

Keywords: news impact curve, leverage effect, asymmetric GARCH model, rotation parameter, SBI 

stock market index, LR test. 

 

1 INTRODUCTION  
 

Because of their ability to capture the main stylized facts observed in stock market data 

(autocorrelation of the squared returns (time varying conditional variance, i.e. 

heteroscedasticity), fat-tails (leptokurtosis), asymmetric effects of high frequency data 

(leverage effects) and volatility clustering); GARCH type models are the most commonly 

used volatility-forecasting tool [5],[2]. These models were continuously improved during 

time. Two empirical findings determined the improvement of GARCH models: stock returns 

are strongly asymmetric and fat-tailed. However, standard ARCH/GARCH type models 

usually overestimate the true volatility when good news accrue and underestimate the true 

volatility when bad news accrue. It is assumed that good news are followed by significantly 

lower variance of returns, while bad news are followed by significantly higher variance of 

returns. Different functional forms of asymmetric GARCH type models determine different 

shapes of the news impact curve (NIC). According to [1], bad news tend to drive down the 

stock price, thus increasing the stock leverage (i.e. debt-equity ratio) and causing the stock to 

be more volatile. Based on this conjecture, the asymmetric news impact is usually referred to 

as the leverage effect. NIC usually follows a U-shaped pattern but it is not clear which of the 

proposed asymmetric GARCH type models (such as TGARCH, GJR-GARCH, EGARCH 

and APARCH) best describe the leverage effect. According to [6], NIC is defined as the 

functional relationship between conditional variance at time t  and the shock term (error term 

or innovation) at time 1t , holding constant the information dated 2t  and earlier and with 

all lagged variances evaluated at the level of the unconditional variance.    

Therefore, this paper studies various functional forms of asymmetric GARCH type 

models which arise from a more general family of GARCH models [8]. This model allows 
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different shifts and rotations in the NIC. The main objective of this paper is to examine if the 

rotation is the main source of asymmetry and which asymmetric GARCH type model best 

describes the leverage effect. In addition, we compare NIC in the crisis and post-crisis period 

to conclude if the rotation parameter changes between two periods. The present paper 

contributes to the existing literature as it covers the most recent period and offers a novel 

new approach to estimating asymmetric GARCH type models. 
 

2 LITERATURE REVIEW 

 

One of the very useful tools in analyzing and discussing stock returns asymmetry is the NIC, 

introduced by [10] and named by [6]. This curve measures the effect of past return shocks on 

stock return volatility. It is of interest here to explore how new information are included in 

volatility estimates. The finding that positive and negative shocks have different impacts on 

dynamic volatility has led to asymmetric specifications of the GARCH model. The most 

popular asymmetric GARCH models are EGARCH [9], Quadratic GARCH, TGARCH 

model [12] and the Glosten, Jagannathan and Runkle (GJR) model [7]. All of these 

asymmetric GARCH models are based on the premise that negative shocks introduce more 

volatility than the positive ones. Also, all these models permit shifts in the NIC or the 

rotation of the curve. Later on new diagnostic tests were presented that emphasize the 

asymmetry of the volatility response to news [6]. Several empirical studies have emphasized 

the relevance of the signs of the shocks on conditional volatility, but no particular attention 

was given to the sizes of these shocks. [3] provide a different solution, including a size effect 

in a special type of a threshold GARCH model which generalizes GJR to allow for multiple 

thresholds. In the class of GARCH models, they used the Dynamic Asymmetric GARCH 

model, which enables an analysis of the persistence of the size and sign effects of shocks by 

adding dynamics to volatility asymmetry. One of the major contributions in that area was 

also given by [4], who find that moderately good news reduces volatility, while both very 

good news and bad news increase volatility, with the latter having a more severe impact. 

Recent studies specifically focus on the impact of financial crisis on modeling the leverage 

effect. For example, [11] obtained somewhat surprising results for the pre-crisis data, finding 

that the NIC monotonically decreases for positive lagged residuals.  

 

3 METHODOLOGY AND DATA 

 

According to [8], the family of GARCH models is most easily derived from the asymmetric 

absolute value GARCH model. He applies a Box-Cox transformation to the conditional 

standard deviation and allows different powers of the transformed shocks (innovations): 
 

...~,, diiuur tttttt    (1)  

     111111   ttttt aba   (2)  

 

Relation (1) is the mean equation that describes the observed returns tr  as a function of other 

variables plus a shock (innovation t ). It is assumed that innovations t  have multiplicative 

structure of i.i.d random variables tu . Relation (2) is the “variance” equation which specifies 

the evaluation of the Box-Cox transformation for the conditional standard deviation  t , 

determined by parameter  . It easy to notice that, when 2 , the equation (2) specifies the 

evaluation of the conditional variance 2

t . The mean equation will include only the constant 
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term   and the same mean equation will be used in the comparison of different asymmetric 

GARCH models that arise from equation (2). It is also necessary to emphasize that only one 

time lag is included in equation (2) due to simplicity and sufficiency of GARCH(1,1) to 

capture all statistical properties of the innovation process.  

The asymmetry in model (1-2) is introduced in equation (2) by shifting and rotating 

transformed absolute function of innovations: 
 

      abaf ttt   11
 (3)  

 

where   is the power parameter of absolute value function  f , a  is the shift parameter 

and b  is the rotation parameter. In this paper, the shift parameter is fixed to zero ( 0a ) 

while the rotation parameter b  is to be estimated because we believe that the main source of 

asymmetry is the rotation of the NIC. Moreover, by fixing the value of the shift parameter to 

zero, the absolute value function of shocks is centered on zero. Negative values of shocks 

(innovations) represent bad news from the previous day while positive values of shocks 

(innovations) represent good news from the previous day.  

 

 

Figure 1: The effect of shift and rotation parameters on the absolute value function 

 

Figure 1 shows that the absolute value function of shocks (innovations) is a convex function 

if 1 , as it should be according to its expected U-shape. In both cases ( 1  and 2 ), 

the absolute value function rotates to the right if the shape parameter is positive ( 0b ) 

(indicating the presence of the leverage effect) and it rotates to the left if the shape parameter 

is negative ( 0b ) (indicating no presence of the leverage effect). When both the shift and 

rotation parameters are equal to zero, the absolute value function is symmetric, i.e. past 

positive and negative innovations have the same effect on the transformed conditional 

standard deviation. Some or all of the model parameters (  ,  ,  ,   , 1 , b  and 1 ) are 

usually estimated by maximizing the log-likelihood function computed as the natural 

logarithm of the product of the conditional densities of the innovations. However, special 

cases of the existing asymmetric GARCH type models can be specified by appropriate 

restrictions on the above-mentioned parameters. 

The dataset analysed in this paper consists of SBI stock market index returns. The sample 

period is from January 01, 2007 to September 13, 2013, i.e. total of 1731 daily observations 

according to the number of trading days (left panel of Figure 2). On the right panel of Figure 

2, adjusted returns are presented, obtained by the Hodrick-Prescott (H-P) filter (the size of 

the penalty parameter is adjusted according to the number of trading days, i.e. 5 days of the 

week). H-P filtered returns are used to divide the entire sample into the crisis period and 

post-crisis period due to the stability/instability of the market movements on Ljubljana Stock 

Exchange. It is easy to notice that the market became stable after February 02, 2010. 
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Therefore, the crisis period includes 813 daily observations, while the post-crisis period 

includes 918 daily observations. 

 

 
 

Figure 2: SBI daily returns 

 

4 EMPIRICAL RESULTS 

 

Four types of asymmetric GARCH(1,1) models are estimated in the crisis period and post-

crisis period. The quasi-maximum likelihood QML estimates are obtained using the 

Broyden, Fletcher, Goldfarb and Shanno (BFGS) numerical optimization technique in R 

software. Additionally, innovations are assumed to follow the skewed-Student distribution 

due to the existence of fat tails and asymmetry of the distribution of returns. Two parameters 

are estimated together with other unknowns: the scale parameter, i.e. degrees of freedom  

df , and the shape parameter s . News impact curves are given in Figure 3 and Figure 4. 

 
Table 1: Asymmetric sub-models estimated assuming skewed t-distribution in the crisis period 

 

 TGARCH (1,1) GJR-GARCH (1,1) APARCH (1,1) EGARCH (1,1) 
  -0.001* -0.001 -0.000 -0.000 -0.001 -0.000 -0.000*** -0.001* 
  0.001*** 0.001*** 0.000*** 0.000*** 0.000 0.000 -0.710*** -0.727*** 

  1 a 1 a 2 a 2 a 1.576*** 1.870*** 0 a 0 a 

  1 a 1 a 2 a 2 a     1 a 1 a 

1  0.257*** 0.276*** 0.276*** 0.298*** 0.275*** 0.299*** 0.460*** 0.507*** 

1  0.716*** 0.711*** 0.670*** 0.670*** 0.691 0.676*** 0.919*** 0.918*** 

a  0 a 0 a 0 a 0 a 0 a 0 a 0 a 0 a 

b  0.223*** 0 a 0.150** 0 a 0.175** 0 a 0.081** 0 a 

df  11.030*** 8.653*** 10.201*** 8.575*** 10.648*** 8.624*** 9.577*** 8.076*** 

s  0.883*** 0.849*** 0.890*** 0.865*** 0.888*** 0.863*** 0.869*** 0.843*** 

AIC -6.007 -5.998 -6.009 -6.004 -6.008 -6.001 -6.008 -6.001 

BIC -5.966 -5.963 -5.969 -5.969 -5.961 -5.961 -5.967 -5.967 

LR-

test 

 

0.002 0.011 0.007 0.008 
Note: * (**, ***) represent significance at the 1% (5%, 10%) level; a denotes pre-fixed parameters; LR test entries 

represent p-values. 
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Figure 3: News impact curves for the crisis period 

 
Table 2: Asymmetric sub-models estimated assuming skewed t-distribution in the post-crisis period 

 
 TGARCH (1,1) GJR-GARCH (1,1) APARCH (1,1) EGARCH (1,1) 
  -0.000 -0.001* -0.000 -0.000 -0.000 -0.000 -0.000 -0.000* 
  0.001*** 0.001*** 0.000*** 0.000*** 0.000 0.000 -0.917*** -0.912*** 

  1 a 1 a 2 a 2 a 2.862*** 1.264* 0 a 0 a 

  1 a 1 a 2 a 2 a     1 a 1 a 

1  0.171*** 0.171*** 0.174*** 0.173*** 0.142*** 0.176*** 0.329*** 0.327*** 

1  0.779*** 0.780*** 0.761*** 0.760*** 0.724*** 0.777*** 0.900*** 0.901*** 

a  0 a 0 a 0 a 0 a 0 a 0 a 0 a 0 a 

b  -0.110 0 a -0.064 0 a -0.055 0 a -0.028 0 a 

df  5.602*** 5.599*** 5.436*** 5.416*** 5.567*** 5.553*** 5.552*** 5.548*** 

s  1.023*** 1.022*** 1.036*** 1.034*** 1.041*** 1.026*** 1.026*** 1.025*** 

AIC -6.463 -6.464 -6.461 -6.463 -6.455 -6.462 -6.462 -6.463 

BIC -6.426 -6.433 -6.425 -6.431 -6.413 -6.422 -6.425 -6.432 

LR-test 0.3297 0.4386 0.2341 0.410 
Note: * (**, ***) represent significance at the 1% (5%, 10%) level; a denotes pre-fixed parameters; LR test entries 

represent p-values.  

 

 
Figure 4: News impact curves for the post-crisis period 
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5 CONCLUSION 

 

The empirical analysis demonstrates that the asymmetrical reaction of stock market volatility 

to news shocks is highly pronounced only in the crisis period. Based on the LR test results, 

the rotation parameter b  is positive and highly significant during the crisis in all model 

specifications, resulting in rightward rotation of NIC. Therefore the validity of the leverage 

effect is strongly confirmed for the crisis data. The information criteria suggest that the 

asymmetrical response to news shocks can be best described by the GJR-GARCH(1,1) 

model. However, the post-crisis period offers just the opposite conclusions: the rotation 

parameter is negative, but not statistically significant. In other words, the leverage effect is 

found not to be significant after the recession. All of these conclusions are valid under the 

assumption of skewed t-distribution and with the shift parameter being equal to zero. The 

stated findings can be valuable to market participants for their investment decisions. 
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Abstract: This study explores the financial education of Croatian citizens as an important factor 

which affects the investment behaviour using ordered logistic regression approach. There is 

considerable evidence on positive effects of financial education on financial behavior. The survey was 

conducted using the random sample. The results point out that higher financial education is related to 

better investment behavior, what is in line with economic theory and relevant empirical research and 

emphasizes the need for financial education in Croatia. 
 

Keywords: financial education, investment behaviour, survey research, multivariate analysis, logistic 

regression, Croatia 

 

1 INTRODUCTION 

 

Financial education is a type of education on financial concepts undertaken with the explicit 

purpose of increasing financial knowledge and the skills, confidence, and motivation to use it 

Financial education is manly conducted through classroom teaching, self-study materials, 

informational websites, interactive games etc. Educational programs usually vary in content, 

audience, and methodology, but they all aim to achieve financially welfare-enhancing 

behavior engaged in as the result of acquired financial literacy [21]. Therefore, the 

effectiveness of financial education should be measured by the level of acquired financial 

literacy of individuals and their subsequent financial behavior i.e. financial decisions and 

actions they take on the marketplace.  

Active discussion on the role of financial education and financial literacy continues. 

Research and policy interest is increasingly focused on the links between financial education,  

financial literacy and household saving and investments, seeking to explain why financial 

consumers undersave for retirement, take on too much debt, make poor mortgage and 

investment decisions, and experience other problems in the modern financial environment 

[9]. Numerous academic studies have investigated the importance of both financial education 

and financial literacy for various aspects of household's stability and prosperity [2, 5, 6, 12 

and 19]. It has been shown that financial education has significant impact on individual's and 

household's wealth accumulation.  

The findings of [20] and [5] emphasized the proportion of financial illiteracy problem 

found among Croatian consumers which suggested that many citizens are ill-equipped to 

make sound financial actions and decisions and be financially successful. Taking into 

account current situation in Croatia regarding the level of registered financial illiteracy; it is 

unrealistic to expect that the average person will become wiser and more active investor 
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unless he/she is adequately financially educated, what is confirmed by [20], who examines 

the proportion of respondents living in Croatia who are completely unfamiliar with certain 

financial products and services. The results showed that the worst results were found in the 

investment segment where 48.9% of retired respondents and 23,4% of active respondents 

were completely unfamiliar with investment funds, followed with 24,3% of active 

respondents who were unfamiliar with voluntary retirement funds.  

 

2 LITERATURE REVIEW 

 

There is considerable evidence on positive effects of financial education on financial 

behavior whereat the importance of financial education is particularly emphasized in matters 

of savings, investment and insurance pensions. Most of the research done on this subject is 

conducted in the developed countries while the empirical evidence for developing countries 

is rather limited. The research of [22] found an evidence of positive correlation between 

financial education and financial behavior. Findings of her research suggest that individuals 

who possess an adequate level of financial education should be better planners, more 

moderate borrowers and efficiently better in accumulating wealth. In their work, [3] found a 

positive link between financial education and individuals’ participation in pension plans. 

Financial literacy was also found to be correlated with accumulated retirement saving though 

it appeared to be a weaker predictor of sensitivity to framing in investment decisions [9]. 

Furthermore, [5] confirmed positive relationship between the level of financial knowledge 

and skills with the successfulness in managing personal finances and [14] showed that less 

financially literate individuals are less likely to save for retirement. This argument was 

supported by the research done by [13] and [5], who observe that financial education is an 

important determinant of saving behavior. The recent research of [10] and [13] are among the 

few researches which specifically addressed the relationship between financial education and 

investment behavior. They argue that financial literacy is an applicable instrument for 

predicting individual's investment behavior.  

 

3 THE EMPIRICAL ANALYISIS OF THE FINANCIAL EDUCATION IMPACT ON 

INVESTMENT BEHAVIOR IN CROATIA  

 

3.1 The survey design and data 

 

Prior to conducting multivariate logistic regression analysis, the survey was conducted using 

the random sample of 494 respondents living in Croatia. Before conducting the main survey, 

the questionnaire was pretested on 100 respondents living in Croatia. Feedback from both 

samples was used in finalizing the structured questionnaire which was conducted during July 

2014. The questionnaire was administered in the form of telephone survey using the base of 

randomly selected telephone numbers of fixed and mobile telephony. The survey was carried 

out from 08:00 am 08:00 pm in order to ensure a representative sample of all required groups 

[17,18]. We tested both measures (financial education and investment behavior) for validity 

and reliability. Content validity of the study was achieved through Cronbach's internal 

consistency (alpha). Alpha coefficients for both measures were above 0.70, indicating a 

satisfactory level of internal consistency among items in each factor [16]. 

The questionnaire was composed out of 3 parts; I. Financial literacy, II. Financial behavior 

and III. Socio-demographic characteristics. The sample includes respondents living in 

Croatia, 20-69 years old. After conducting the survey, the logistic regression modelling is 

used to assess the relationship between investment behaviour as dependent variable and 
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financial education as explanatory variable. Both analysed variables are categorical ordinal 

variables and Table 1 shows the variable ranking. 
 

Table 1: Categorical variables used in the empirical analysis (source: authors) 
 

Variable Category Rank 

Investment 

I do not invest in voluntary pension insurance (third pillar) nor other types 

of financial assets (investment funds, stocks, bonds etc.) 

0 

I invest my money either in voluntary pension insurance (third pillar) or in 

other types of financial assets (investment funds, stocks, bonds etc.) 

1 

I invest my money both in voluntary pension insurance (third pillar) and in 

other types of financial assets (investment funds, stocks, bonds etc.) 

2 

Financial education I do not have any financial education 0 

I have at least some type of financial education (either formal, no-formal or 

informal) 

1 

I have both formal/no-formal and informal financial education 2 

 

Investment behavior is ordinal variable, with three categories which are defined in Table 1. 

Formal financial education corresponds to a systematic, organized education model, 

presenting a rather rigid curriculum as regards objectives, content and methodology. It 

corresponds to the education process normally adopted by schools and universities. Non-

formal education is rather similar to formal education, but, compared to formal education, 

usually lacks some features like regular student attendance. It has a rather flexible curricula 

and methodology and it usually includes most activities taking place outside the institution. 

Informal education does not correspond to an organized and systematic view of education. 

Informal education for instance comprises the following activities: visits to museums or to 

scientific and other fairs and exhibits, etc.; listening to radio broadcasting or watching TV 

programs on educational or scientific themes; reading texts on sciences, education, 

technology, etc. in journals and magazines; participating in scientific contests, etc.; attending 

lectures and conferences etc. [6]. 

 

3.2 The logistic regression model   

 

Since the variable investment behavior (INV) is categorical ordinal variable, the ordinal 

logistic regression model is used to investigate the effects of financial education (FE) on 

investment (INV) [see 11]. In a model with the ordinal dependent variable, initial 

assumptions of a linear regression model are violated and standard least square estimator (LS 

estimator) is no longer the best linear estimator. Therefore, ordinal logistic model is 

estimated using maximum likelihood estimation (ML) method. ML estimator finds the 

maximum likelihood parameter estimates by maximizing the likelihood function, which 

expresses the probability of the observed data as a function of the unknown parameters. The 

ML procedure is used in an iterative manner, to find the most likely estimates for parameters 

[11,15]. 

In the ordered logit model, there is an observed ordinal variable y, which is a function of 

another variable y*, which is unobservable latent variable. The variable y* has various 

threshold points [15]. For the purpose of empirical analysis, ordered logit model specifies 

that an unobservable measure of investment behavior is given by: 

  xy*                                                           (1) 

Since investment behavior in this research has three categories (low, medium, high), in line 

with [11] and [15] we observe: 

yi=1 if 1

*

iy  ,                                                               (2) 
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yi =2 if 
2

*

i1 y   ,                                                        (3) 

yi =3 if 
2

*

iy  .                                                                (4) 
 

The ordered logit model results from assuming that the cumulative density of   is the logistic 

function [11] The detailed explanation of ordered logit model is given in [4] and [15] The key 

assumption in ordinal regression is that the explanatory variable has the same effect on the 

odds regardless of the threshold. That means that the relationship between each pair of 

outcome groups is the same, and because of that, there is only one set of coefficients (only 

one model).  This is usually termed the assumption of proportional odds. If the assumption of 

proportional odds is not met, instead of ordinal logistic regression, the generalised nonlinear 

model should be applied [1]. Once the logistic regression model is estimated, some measures 

of goodness of fit are calculated, the test of proportional odds, the respective tests of 

significance of independent variable are performed, and the obtained parameter estimates are 

interpreted. 

 

3.3 The results of empirical analysis 

 

All 494 observations in analysed data set obtained using random sampling were used in the 

ordinal logistic regression analysis. Analysis was performed using the statistical software 

SAS Enterprise Guide. The estimated model includes financial education (FE) as 

classification variable, and the convergence criterion is satisfied, what indicates that the 

estimated model converges. Furthermore, test for the proportional odds assumption for 

estimated model is conducted. The chi-square statistic 
2 for testing the proportional odds 

assumption equals 0.8228, with empirical significance level p- value equal to 0.6627, which 

is not significant with respect to a chi-square distribution with 2 degrees of freedom. This 

indicates that the proportional odds assumption is reasonable.  

Table 2 provides the analysis of Maximum Likelihood estimates. Note that the response 

categories are arranged from lowest to highest in the order that they arise in the dataset, 

where FE = 0 for no financial education and FE = 1 for some type of financial education. In this 

case, a positive coefficient β means that increasing the value of x tends to the higher response 

categories (i.e. more investment).  
 

Table 2: Maximum Likelihood Estimates (source: authors’ calculation) 
 

Parameter DF Estimate Standard 
Error 

Wald 
Chi-Square 

Pr > ChiSq 

Intercept 01:0 1 0.9437 0.1099 73.7498 <.0001 

Intercept 02:1 1 2.8854 0.2114 186.2248 <.0001 

FE 0 1 0.4679 0.1468 10.1660 0.0014 

FE 1 1 0.0379 0.1419 0.0713 0.7895 

 

The parameter estimate at zero level financial education (FE 0) estimates the effect of the 

financial education level zero  (FE 0) compared to the average effects of levels FE 1 and FE 

2. The positive value (0.4679) for the parameter estimate is the ordered log-odds estimate of 

comparing the effect of FE 0 in relation to FE 1 and FE 2 on expected investment. As one 

goes from no financial education FE0 to FE1 or there is expected a 0,4679 unit increase in 

the expected value of investment in the ordered logit scale. The proportional odds, 

597,1e 4679,0  show that as one goes from FE 0 to higher categories of FE (FE 1 or FE 2)  

expected investment is 1,597 time greater. In other words, the respondents with some type of 

financial education (FE 1) and both formal/no-formal and informal financial education (FE 2) 
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show better investment behavior in comparison with the respondents in FE 0 category 

(without financial education).  

Table 3 shows Odds Ratio Estimates and corresponding  Wald Confidence Intervals. The 

odds ratio estimate of level FE 0 versus the FE 2, which is equal to 2.648, shows the 

difference in effect of FE 0 and FE 2. The FE 0 level is highly effective over FE 2 in 

reducing investment (INV). Similarly, the FE 1 level is effective over FE 2 in reducing 

investment (INV). That implies following ordering of levels of financial education according 

to favourable impact on investment: FE 2, FE 1, FE 0. 
 

Table 3: Odds Ratio Estimates and Wald Confidence Intervals (source: authors’ calculation) 
  

Effect Unit Estimate 95% Confidence Limits 
FE 0 vs 2 1.0000 2.648 1.510 4.643 

FE 1 vs 2 1.0000 1.722 0.997 2.976 

 

Table 4 shows the various tests of the overall model: Likelihood Ratio, Score and Wald test 

with corresponding chi-square statistics and empirical significance levels. 
 

Table 4: Overall model significance tests (source: authors’ calculation) 
 

Test Chi-Square DF Pr > ChiSq 
Likelihood Ratio 11.6939 2 0.0029 

Score 12.1760 2 0.0023 

Wald 11.7204 2 0.0029 

 

The conducted significance tests indicate that the model is statistically significant, since        

p-values are lower than any reasonable significance level, so the stated model is appropriate. 

 

4 CONCLUSIONS  

 

Financial education is aimed at improving individuals’ financial knowledge, skills and 

subsequently their financial behavior. There is considerable evidence on positive effects of 

financial education on financial behavior whereat the importance of financial education is 

particularly emphasized in matters of savings, investment and insurance pensions. This 

research discusses the impact of financial education on investment behavior of Croatian 

financial consumers using ordered logistic regression approach. Prior to conducting 

multivariate logistic regression analysis, the survey was conducted using the random sample 

of 494 respondents living in Croatia. Before conducting the main survey, the questionnaire 

was pretested on 100 respondents living in Croatia. Ordinal logistic model is estimated using 

maximum likelihood estimation (ML) method.  

 The results of the conducted empirical analysis indicate that the investment behavior of 

Croatian financial consumers depends on the level of financial education. The estimated 

ordinal regression model is significant and the assumption of proportional odds is satisfied. It 

is concluded that respondents with higher financial education show better investment 

behavior, what is in line with economic theory and relevant empirical research.  

 Regarding the low level of investment activities and investment knowledge in Croatia, the 

need for financial education in Croatia is obvious. Without the needed minimum level of 

financial education, creating a nation of responsible and wise investors in Croatia will remain 

a distant dream and utopia. 
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Abstract: In this paper the flexibility of real and nominal wages in Slovenia and Croatia is 

investigated. The impact of macroeconomic shocks in real and nominal wages in aforementioned 

countries is analysed using two unrestricted vector autoregressive models. It is explored whether they 

show a different behaviour with the respect to the response of nominal and real wages shocks. The 

initial impacts of the changes in nominal wages and real wages in both coutries are similar and the 

results of the analysis conducted for Slovenia and Croatia are comparable.  
 

Keywords: macroeconomic shocks, real wages, small open economies, vector autoregression model, 

Western Balkans. 

 

1 INTRODUCTION 

 

Adjustment of wages is seen as a mechanism to accommodate shocks in labour supply, 

demand, or productivity [7]. The aim of this research is to model the impact of 

macroeconomic shocks on small open economies. For this purpose two European Union 

(EU) countries are selected: Croatia, from the Western Balkan (WB) region [7] and Slovenia, 

which is the Central-East European (CEE) country belonging to the New EU Member States 

(NMS). 

According to previous research, results exploring the responsiveness of real and nominal 

wages to shocks in some of the new member countries of European Union are ambiguous 

with a substantial heterogeneity across countries, regarding the responsiveness of earnings to 

local labour market conditions [10]. Furthermore, the economies in the WB countries have 

been facing complex and interrelated political and economic problems when compared to the 

EU countries belonging to the NMS. 

Thus, the aim of this research is to investigate flexibility of real and nominal wages in 

Slovenia (NMS) and Croatia (WB) using an unrestricted vector autoregressive model. 

Namely, it is investigated whether those countries show a different behaviour with the respect 

to the response of nominal and real wages shocks.  

The rest of the paper is organized as follows. Section 2 briefly summarizes the existing 

empirical literature on flexibility of nominal and real wages in the NMS (including Slovenia) 

and the WB countries (including Croatia). Section 3 presents research data, research methods 

and estimation results. The final section provides an overview of the main findings of this 

study. 

 

2 LITERATURE REVIEW 

 

According to relevant economic literature, see for instance [4,5] wage flexibility is 

considered to be a key determinant of labour market flexibility. In Central and Eastern 

European transition countries, wage flexibility has been analysed mainly using time series 

methods. According to research [15] where a two-equation Structural Vector Autoregression 

(SVAR) framework was used in the study of the responsiveness of nominal and real wages to 

shocks, among the new EU members, only Hungary and the Czech Republic are well-

prepared for EMU membership in terms of labour market adjustment. Furthermore, [1] 
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compares eight new EU member states as well as three Eurozone members to explore how 

far wages can flexibly accommodate macroeconomic shocks, but this study did not result in 

supportive evidence for a higher adjustment capability of labour markets in the analysed 

countries. In [4] a framework for investigating the flexibility of wages called the wage curve 

was popularized. Country-specific wage curves for six new EU member states, Romania, 

Bulgaria as well as for five EU-15 members were estimated in [6]. In the group of the CEE 

countries, [6] reports elasticities of pay ranging between 0.01 in Slovenia and -0.09 in 

Hungary. This research also provides quantitative evidence that wages are more responsive to 

local labour market conditions in the CEE countries when compared to the old EU members. 

According to previously mentioned studies, results exploring the responsiveness of real 

and nominal wages to shocks in some of the new member countries are ambiguous with a 

substantial heterogeneity across countries. Generally, wages in the new member states are 

more responsive to local labour market conditions than in the old member states [10]. 

On the other hand, according to European Commission report [7], output recovery has 

been much slower in South-East Europe (WB countries) than in the Central European 

countries as a result of which labour markets began to improve with some delay (when 

compared to the NMS). In most countries of the WB region, gross domestic product started 

to grow by the end of 1999, resulting in the increase of employment everywhere, but in 

Serbia and Montenegro. Consequently, increased productivity, not the creation of new jobs, 

has been the driving force behind this growth, since the entire WB region is characterized by 

extremely low employment rates [10] 

Also, when analysing WB countries, an important issue to tackle are data limitations, 

impeding the analyses of the labour markets with, in some cases, controversial outcome, 

depending on the data source. So, the adequate statistical tool for modelling the 

responsiveness of real and nominal wages to macroeconomic shocks would be the 

unrestricted VAR model, since it has useful statistical properties, see [9, 14] for technical 

details. This is in line with the critique on identifying restrictions in general discussed in [17].  

 

3 THE EMPIRICAL ANALYISIS OF THE RELATIONSHIP OF REAL AND 

NOMINAL WAGES IN SLOVENIA AND CROATIA 

 
3.1 Data and methods  

 

Since the main objective of this paper is to analyse the relationship of nominal and real wages 

in Slovenia and Croatia, firstly real and nominal wages in Croatia and Slovenia are explained 

in brief and their dynamics is graphically analysed. Furthermore, stationarity analysis which 

is prior step to VAR modelling is conducted. 

The data we use are taken from the Vienna Institute for International Economic Studies 

(WIIW) Monthly Database, providing data on average gross monthly wages in EUR. In order 

to calculate real gross wages for Croatia and Slovenia, nominal gross wages in EUR are 

deflated by Harmonised Indices of Consumer Prices (HICPs), 2005=100 HICPs for Slovenia 

and Croatia are provided by [11] and serve to calculate the comparable measures of inflation 

within European Union. They measure the change of the prices of consumer goods and 

services acquired by households, according to a harmonised approach at the European Union 

level. Therefore, HICPs provide the official measure of consumer price inflation in the euro 

area for the assessment of inflation, [11].  
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Figure 1: Nominal and real wages in Croatia and Slovenia from January 1998 to December 2014  
Source: WIIW, Eurostat, authors’ calculation 

 

Nominal wages in Slovenia exhibit an increasing trend, while real wages oscillate in the 

observed period, whereas decrease in real wages refers to an increase in prices measured by 

HICPs, i.e. to inflationary pressures. With the financial crisis and recession, nominal wages 

stagnated in Croatia after 2008, while real wages decreased in Croatia and are stagnating 

since 2013.  

In order to assess the relationship between nominal and real wages in Slovenia and 

Croatia, Vector Autoregression methodology is used. For analysis of the relationship of 

economic variables in [17] Vector Autoregression model (VAR) was first proposed. The 

basic VAR model treats all variables symmetrically, regardless of whether they are 

endogenous or exogenous. Namely, in the VAR model, the time path of each variable is 

influenced by current and past realization of the variables in the model [9]. The basic form of 

the VAR model in the case of n variables and lag k is given by: 

                                               
ttktk1t1t eDZA...ZAZ  
,                                (1) 

where Zt is n-dimensional vector of variables of order (n x 1), A1,…,Ak are matrices of 

autoregressive parameters of order (n x n), Dt is the vector of non stohastic exogenous 

variables with matrix of parameters , μ is the vector of constant terms for each variable and et  

is the vector of innovations. In estimating VAR models, question of time series stationarity 

arises. Time series is considered to be stationary in a broader sense if the expected value and 

variance of the population does not depend on time t and if the covariance of two members of 

the series Yt and  Yt+s  which are separated by one time period depends on the distance s, 

but not on time t [8]. The most common stationarity test is Dickey-Fuller test which can be 

modified as Augmented Dickey Fuller test by the inclusion of an additional shift of the 

dependent variables in order to eliminate autocorrelation of error terms [2]. 

 

3.2 The results from VAR analysis 

 

In order to empirically assess mutual relationship of nominal and real wages in Slovenia and 

Croatia, previously explained bivariate VAR model is used. In estimating VAR models, it is 

common to take the logarithmic values of the original series to remove heteroskedasticity, i.e. 

the volatility of the variance of error terms [16]. Moreover, Figure 1 shows that all the 

observed time series show the presence of seasonal component and therefore variables are 
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seasonally adjusted. Seasonal adjustment is conducted using TRAMO-SEATS quarterly 

seasonal adjustment method developed in the research [12]. 

In order to test the stationarity of the selected time series, the Augmented Dickey-Fuller 

(ADF) unit root test is conducted. All selected variables are shown to be integrated of order 

1, at 1% significance1. Therefore, series are first-differenced and the stationary time series are 

obtained. The following variables are used in the empirical analysis: DNW_SLO and 

DNW_CRO, which refer to  percentage change in nominal gross monthly wages for Slovenia 

and Croatia; and DRW_SLO and DRW_CRO, which refer to percentage change in real gross 

monthly wages for Slovenia and Croatia, 2005=100, whereat all mentioned are seasonally 

adjusted. The time span for all variables is from January 1998 to December 2014.  

The existence of cointegration among nominal and real wages both in Croatia and 

Slovenia is tested. In both cases trace test and maximum eigenvalue test indicate no 

cointegration at the 0.05 level. Therefore, two bivariate VAR models are estimated. The first 

VAR model is estimated for Croatia using variables  DNW_CRO and DRW_CRO and the 

second VAR model is estimated for Slovenia using variables DNW_SLO and DRW_SLO. 

The model diagnostics tests are conducted for both estimated VAR models. In order to 

eliminate residual heteroskedasticity and autocorrelation problems, both models are estimated 

with 27 lags. For both models, White test has shown that the problem of heteroskedasticity is 

not present at 1%  significance level. Furthermore, the LM test of autocorrelation is 

conducted. For both models, at 1% significance level, null hypothesis of no autocorrelation of 

residuals cannot be rejected up to lag length k=12, since all corresponding empirical 

significance levels are higher than  0.01. 

The stability of both VAR models is checked by calculating the inverse roots of 

characteristic AR polynomial using EViews82. For detailed explanation of problems of 

heteroskedasticity, autocorrelation as well as AR roots calculation see, for example [9]. The 

analysis has shown that no inverse root of AR characteristic polynomial lies outside the unit 

circle and therefore both VAR models satisfy the stability condition. However, inverse roots 

are very close to one, and therefore impulse response functions do not die out to zero after 

one year. 

The impulse response functions of VAR model for Croatia are presented in Figure 2, 

while Figure 3 shows the impulse response functions of VAR model for Slovenia. The initial 

effects shown by impulse response functions are similar for Croatia and Slovenia. The impact 

of the percentage change in nominal wages on the variable itself is initially positive and 

statistically significant, as well as the impact of the percentage change in real wages on the 

variable itself. In both countries the impact of the percentage change in nominal wages on the 

percentage change in real wages is unclear and statistically insignificant. On the other hand, 

the impact of the percentage change in real wages on the percentage change in nominal 

wages is initially statistically significant and positive. Therefore, the results confirm that 

Croatia and Slovenia, which have similar political legacy, are also similar regarding the 

flexibility of nominal and real wages.  
 

1 The results of ADF test conducted in EViews 8 software are available on request. 
2 The calculated roots are available on request. 
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Figure 2: Orthogonalized impulse response functions for Croatia  
Source: authors’ calculation 
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Figure 3: Orthogonalized impulse response functions for Slovenia 
Source: authors’ calculation 

 

4 CONCLUSIONS  

 

In this research the flexibility of real and nominal wages in Slovenia and Croatia using an 

unrestricted vector autoregressive model is investigated. The quality of the data regarding 

number of observations and potential structural breaks is a matter of concern in this analysis, 

since that can result in a bias of the estimated parameters. However, due to short time series 

and the general economic situation in analysed countries, it is impossible to deal with the 

related problems properly. 

The results of the conducted empirical analysis suggest that the impacts shown by impulse 

response functions of two estimated VAR models are similar for Croatia and Slovenia, 

confirming that Croatia and Slovenia, which have similar political legacy, are also similar 

regarding the flexibility of nominal and real wages.  
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However, one should be aware of potential data problems mentioned above. Second, it is 

not straightforward to use this kind of time series analysis for proper cross-country 

comparisons without the knowledge of the data generating process. Nonetheless, we can gain 

some insights on the flexibility of wages and differences across the two countries in a 

qualitative manner. In further research we will focus on wage responses to shocks in all of 

the Western Balkan countries and comparison with the group of peer countries (NMS) which 

should shed some more light on wage setting behaviour in the aforementioned groups of 

countries. 

 
Acknowledgement: This work has been partially supported by Croatian Science Foundation under 

the project STRENGTHS (Project no. 9402). 
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Abstract: Consumer price indices are compiled at the higher level using Laspeyres-type arithmetic 

averages. These Laspeyres-type indices include the Young and the Lowe indices, both of which have 

serious shortcomings. There may be practical advantages and financial savings from continuing to 

make repeated use over many years of the same fixed set of quantities to calculate a CPI. However, 

the amount by which such a CPI exceeds some conceptually preferred target index is likely to get 

steadily larger the longer the same set of reference quantities is used. 
 

Keywords: consumer price index, Laspeyres-type indices, bias 

 

1 INTRODUCTION 

 

Consumer price indices (CPIs) are economic indicators constructed to measure the changes 

over time in the prices of consumer goods and services acquired, used or paid for by 

households. 

The calculation of a CPI proceeds in stages. In the first stage, elementary price indices are 

estimated for the elementary expenditure aggregates of a CPI.
1
 In the second stage, these 

elementary indices are aggregated, or averaged, to obtain higher-level indices using the 

elementary expenditure aggregates as weights. 

CPIs are used for a wide variety of purposes, including: as a guide for monetary policy; 

for the indexation of commercial contracts, wages, social protection benefits or financial 

instruments; as a tool for deflating the national accounts
2
 or calculating changes in national 

consumption or living standards. 

Various mathematical formulas for constructing these indices are discussed including 

problems for prices statisticians in selecting the most appropriate methodology. The 

advantages and disadvantages of the various formulas are discussed, along with criteria to 

guide decisions on the most appropriate formula. 

 

2 ARITHMETIC FORMULAS 

 

Consumer price indices are compiled at the higher level using Laspeyres-type arithmetic 

averages. These Laspeyres-type indices include the Young and the Lowe indices, both of 

which have serious shortcomings. 

A Laspeyres price index formula is used in price statistics to measure the difference in the 

cost of a fixed basket of goods and services between the price reference period (0) and the 

current period (t). A price reference period is the period with which current period prices are 

compared. The Laspeyres price index can thus be written as an arithmetic average of the 

price relatives weighted by the price reference period expenditures shares. 

                                                           
1
 An elementary aggregate consists of the expenditures on a small and relatively homogeneous set of products 

defined within the consumption classification used in the CPI. Research on elementary indices has mostly been 

restricted to unweighted formulae (arithmetic and geometric means) because detailed quantity data are not 

available. 
2
 Lowe price indices may be used to deflate time series of consumption expenditures at current prices in order 

to obtain the implicit quantity indices. 
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In principle, any set of quantities could serve as the basket. The basket does not have to 

be restricted to the quantities purchased in one or other of the two periods compared. For 

practical reasons, the basket of quantities used for CPI purposes usually has to be based on a 

survey of household consumption expenditures conducted in an earlier period than either of 

the two periods whose prices are compared (b). This class index is called a Lowe index.
3
 

Most statistical offices make use of some kind of Lowe index in practice. The Laspeyres 

price index is the Lowe index in which the reference quantities are those of the price 

reference period 0 (period b coincides with period 0). The Lowe index satisfies 12 axioms 

with time reversibility and transitivity among them. 
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Instead of holding constant the quantities of period b, a statistical office may calculate a CPI 

as a weighted arithmetic average of the individual price relatives, holding constant the 

revenue shares of period b. The resulting index is called a Young index.
4
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(pi – prices, qi – quantities, 0 – price reference period, t – current period, b – the period 

whose quantities are actually used in CPI, si
b
 – revenue shares of period b)  

The production of a price index by reference to a fixed basket of goods and services has 

several advantages. Firstly, the concept is easy to understand. Secondly, by fixing both the 

items within the basket and their quantities, the resulting values provide a measure of pure 

price change that is free from compositional change. 

The households’ expenditures on all consumer goods and services in the CPI basket are 

mainly sourced from information derived from the Household Expenditure Survey (HES). 

The compilation of national accounts (NA) estimates within National Statistical Offices will 

usually be given the highest priority in terms of resources and effort. Household Final 

Consumption Expenditure (HFCE) estimates are usually compiled as part of the NA suite of 

statistics. These data are very often based on the HES but, unlike the HES, estimates may be 

provided on a more frequent basis, annually or quarterly for example. 

The Harmonised Index of Consumer Prices (the “European CPI”)
5
 uses HF(M)CE to 

derive its weights. In general, the NA HFCE estimates include elements of imputed 

expenditures and HF(M)CE is a subset of HFCE that is based only on monetary 

expenditures. The weights used for computing HICPs within a country may relate to a period 

up to seven years prior to the current year. However, to minimise any incomparability this 

might cause, adjustments must be made each year for any especially large changes in 

expenditure patterns. 

 

                                                           
3
 After the index number pioneer who first proposed it in 1823. The name “Lowe Index” was introduced in the 

international Consumer Price Index Manual: Theory and Practice (2004) and in the paper by Balk and Diewert 

(2003). 
4
 This type of index was first defined by the English economist Arthur Young (1812). The Lowe index may be 

preferred to the Young index because the Young index has some undesirable properties. 
5
 The differences between HICPs and individual national CPIs can sometimes be significant in practice. The 

differences have in general been diminishing, although national CPIs use their own national methodologies.  
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3 GEOMETRIC FORMULAS 

 

Using a geometric formula at the higher level would be compatible with the currently widely 

used Jevons index at the lower level and would have the benefit of maintaining consistency 

in aggregation. The advantages of the geometric mean are: 1) not as sensitive as arithmetic 

means to the extreme values, 2) it is circular
6
 and 3) is more likely to lie between the 

Laspeyres and Paasche bounds. There are some disadvantages to the geometric mean 

approach. The main disadvantage of geometric aggregation will be in its complexity.   

Balk (2010) demonstrates that the substitution bias of the geometric Young index is less 

than the substitution bias of the currently widely-used Lowe index. The CPI Manual 

considers the geometric Young index to be a serious practical possibility for CPI 

compilation. With unitary elasticity of substitution, the geometric Young can be shown to lie 

within Laspeyres-Paasche interval. The geometric Young is easily explained as a weighted 

geometric average of price changes, using the survey period expenditure shares as weights. 
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Unlike the arithmetic Lowe index, the geometric Lowe indices have no fixed quantity basket 

definition. The price updating of the weights has no rationale for the geometric Lowe. The 

geometric Lowe index has no meaningful interpretation. 

                 

0

1
0

b
is

n

i i

t

i
GLo

p

p
P 















  

 

A 2012 IMF Working Paper proposes geometric alternatives to the traditional arithmetic 

Laspeyres-type indexes currently used by most National Statistics Offices in the compilation 

of price indices. These geometrically-based indexes share the advantage of their arithmetic 

counterparts of being able to be computed in real time and are thus practical alternatives to 

arithmetic versions. 

 

4 HIGHER-LEVEL SUBSTITUTION BIAS 

 

The Boskin Commission
7
 concluded that the change in the Consumer Price Index overstates 

the change in the cost of living by about 1.1 percentage points per year (higher-level 

substitution 0.15, lower-level substitution 0.25, new products/quality change 0.60, new 

outlets 0.10). The Commission’s estimate of 0.15 points greatly understated the significance 

of higher-level substitution bias. This is especially true, given the much more rapid updating 

of higher-level weights in the CPI for the 2000-06 period from which the 0.38 percent 

number is calculated. It is possible that, with this new information, the Commission’s 

estimate of higher-level substitution bias for the 1995-96 interval might be 0.45 to 0.50 

points.  

                                                           
6
 Fulfils a multi-period transitivity property that the product of index change going from a period 1 to a period 2 

times the price index change going from period 2 to a period 3 equals the price index going directly from 

period 1 to 3. 
7
 The previous report was the famous Stigler (1961) Commission Report. There were several important 

differences between the two Commissions. The Boskin report concerned only the CPI, while the Stigler report 

also covered the Producer Price Index and agricultural price indices. The Stigler report did not produce any 

numerical bias estimates. The Stigler Commission had a substantial budget to commission new research 

studies, whereas the Boskin Commission had no research budget at all. 
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The Australian Bureau of Statistics has constructed a retrospective superlative-type index 

to provide an estimation of potential higher-level substitution bias in the fixed-weighted 

Australian CPI. The analysis found the total higher-level substitution bias of the All groups 

CPI
8
 was 3.6 percentage points after 11 years due to the inability of the fixed-base index to 

take account of the item substitution effect. 

Higher level substitution bias is expected to occur when households exhibit cost 

minimising behaviour, specifically, as their preferences shift from products with relatively 

higher levels of inflation to products with relatively lower levels of inflation. An element of 

higher-level substitution bias is inevitable in the compilation of a fixed basket index and it is 

generally accepted that the magnitude of the bias is likely to increase with the “age” of the 

basket. 

The different index formulas produce different index numbers, and thus different 

estimates of the price movements. Typically the Laspeyres formula will produce a higher 

index number than the Paasche formula in periods after the base period, with the Fisher Ideal 

and the Törnqvist of similar magnitude falling between the index numbers produced by the 

other two formulas.  

Under the assumptions that there are long-term trends in prices and normal consumer 

substitution responses, the Lowe index will normally be greater than the corresponding 

Laspeyres index. 

 

Lowe ≥ Laspeyres ≥ Fisher ≥ Paasche 

 

A price index may be described as biased if it produces estimates which depart from a 

notionally true or correct measure. In the case of consumer price indices, the true measure is 

usually taken to be the cost of living index, as it allows for the substitutions in consumption 

that consumers make in response to changes in relative prices. As it is impractical to 

construct a true cost of living index, official agencies are forced into second-best solutions. 

 

5 A COST OF LIVING INDEX 

 

The Boskin Commission’s first and overarching recommendation is that the BLS
9
 should 

establish a cost of living index as its objective in measuring consumer prices. All of the other 

specific recommendations are aimed toward achieving this goal. 

A cost of living index (COLI) may be defined as the ratio of minimum expenditures 

needed to attain the same level of utility in two time periods. COLIs cannot be calculated 

exactly because the second set of expenditures cannot be observed. However, a COLI may 

be approximated by means of superlative index.
10

 Superlative indices treat both periods 

symmetrically, the two most widely used examples of superlative indices being the Fisher 

index and the Törnqvist index. 

A well-known result in index number theory is that the Laspeyres price index places an 

upper bound on the COLI bases on the first period, while the Paasche index places a lower 

bound on the COLI based on the second period.  

Balk and Diewert (2003) conclude that, the difference between a Lowe index and a COLI 

may be reduced to a negligible amount if: 1) the lag in obtaining the base year quantity 

weights is minimized, and 2) the base year is changed as frequently as possible. 

                                                           
8
 as measured by the difference between the Laspeyres-type index and the Fisher-type index  

9
 Bureau of Labor Statistics is a unit of the United States Department of Labor. It is the principal fact-finding 

agency for the U.S. government in the broad field of labor economics and statistics and serves as a principal 

agency of the U.S. Federal Statistical System. 
10

 The concept of a superlative index was introduced by Erwin Diewert (1976).  
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6 USING A WEIGHTED AVERAGE OF BASE PERIOD PRICE INDICES TO 

APPROXIMATE A SUPERLATIVE INDEX 

 

A body of theory suggests that certain superlative index formulas give a good approximation 

to a COLI. These formulas have been difficult to implement because they require 

information on consumer expenditure patterns for both of the two reference periods. Such 

information on the more recent period is usually unavailable at the time of index production. 

Shapiro and Wilcox advocated the Lloyd-Moulton price index as a timely approximation 

to a superlative index. Instead of second period expenditure information, the Lloyd-Moulton 

index relies on a parameter representing “elasticity of substitution” and uses past years’ data 

as a basis for evaluating the parameter estimate. 

An alternative approach to estimating a COLI is to compute a weighted average of the 

base-weighted arithmetic and geometric (Laspeyres) indexes. Lent and Dorfman (2009) 

show through Taylor series expansions that the arithmetic-geometric average (or “AG 

Mean”) index closely approximates the Lloyd-Moulton index and hence the superlative 

indices. The weight applied to the geometric index in the AG Mean may be estimated from 

prior data through a simple formula and then systematically updated with more recent 

consumer expenditure data.   

 

7 CROATIAN CPI 

 

The consumer price indices have been calculated and published since January 2004. The 

publishing of consumer price indices resulted in termination of calculation and publishing of 

retail price indices, cost of living indices and indices of hotel and restaurant services. 

The classification of products is based on the Classification of Individual Consumption by 

Purpose (COICOP). This classification breaks consumer expenditure into twelve different 

divisions of consumer goods and services. 

Since January 2013 the year 2010 has been taken as the index base period and, for 

comparability purposes, indices that were calculated on the 2005 base year have been 

recalculated on the 2010 base year. 

Since January 2013 the compilation of consumer price indices has been based on the 

weights derived from annual average of household expenditures obtained from the 2011 

Household Budget Survey recalculated into price in the December 2012. 

The calculation of the consumer price indices begins with the computation of elementary 

aggregate indices at the level of geographical locations as a ratio of geometric means of the 

current and the reference price period. The consumer price index is then compiled by using 

the formula for the weighted arithmetic mean of indices at the lowest aggregation levels 

(modified Laspeyres formula).  

 

8 CONCLUSION 

 

Price index theory provides prices statisticians with guidance to employ the best practices 

and formulas in compiling price indices in order to produce reliable price measures. 

However, the highly desirable methods must be balanced against the practical ones. It would 

be highly desirable to use a superlative index formula such as the Fisher ideal for all price 

indices, but timing issues and data availability preclude this. 

A Laspeyres price index is one in which the quantities that make up the basket are the 

actual quantities of the price reference period. CPIs are not Laspeyres indices, even though 

they may officially be described as Laspeyres type indices. The expenditures and quantities 

used as weights for CPIs typically come from household budget surveys undertaken some 
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years before the price reference period for the CPI. Lowe indices are popular for several 

reasons. They are conceptually simple and meaningful. They enable statistical agencies to 

economize by continuing to make use of the same set of quantities over many years. They 

are transitive and additive. 

There may be practical advantages and financial savings from continuing to make 

repeated use over many years of the same fixed set of quantities to calculate a CPI. However, 

the amount by which such a CPI exceeds some conceptually preferred target index is likely 

to get steadily larger the longer the same set of reference quantities is used. 

This overstatement will have important unintended consequences, including overindexing 

government outlays and tax brackets and increasing the deficit and debt.  
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Abstract: The connection between state aid expenditures and economic growth in economic literature 

was never confirmed. In this paper we explore connection between state aid expenditures for 

horizontal and sectoral purposes and GDP using Granger causality test on panel data set. Panel data 

set consists of ten EU member states in period from 2000 to 2011. Our results suggest that the 

changes in GDP will create changes in horizontal aid but changes in horizontal aid will not create 

changes in GDP. Sectoral aid appears to cause changes in GDP but this connection remains 

unexplained due size of sectoral aid expenditures and political decision to reduce share of sectoral aid 

in total state aid. 

 

Keywords: state aid, GDP, EU member states, panel data, Granger causality. 

 

1 INTRODUCTION 

 

The main objective of state aid is to encourage economic growth, particularly in sectors that 

without state aid could hardly evolve. Number of studies dealing with the effectiveness of 

state aid is very small. In this study we investigate the effect of state aid expenditures on 

GDP using a balanced panel data set which covers 10 European Union countries over the 

period from 2000 to 2011. We observe two main categories of state aid; horizontal state aid 

and sectoral state aid. 

The paper is organized into five parts. In the second part of the paper we define categories 

of state aid and analyze ratio between horizontal and sectoral state aid in EU. In the same part 

we give overview of previous researches. Data and methodology are presented in the third 

part of paper. In the fourth part of the paper the results of the impact of state aid to GDP 

using the Granger causality test under VAR environment are presented. Main conclusions are 

presented in the fifth part of paper. 

 

2 STATE AID 

 

All programs of state aid before their implementation must be approved by the European 

Commission. In addition two types of state aid measures do not need prior approval, that are 

aid covered by the general provision of block exemption (General Block Exemption Rules - 

GBER) and de minimis aid (de minimis). According to the category, state aid can be 

horizontal and sectorial, regional and support at the level of local and regional governments. 

Horizontal aid does not distort competition in contrast to the sectorial aid provided to certain 

sectors or individual entrepreneurs. Horizontal aid has smaller impact on distortion of market 

competition, it is usually comprised of the aid earmarked for research and development and 

innovation, environmental protection and energy saving, small and medium enterprises, 

training, employment, culture and the similar. Share of state aid in GDP (Figure 1) in period 

from 1992 to 2011 decreased. The dominant sectoral aid is declining in favor of horizontal 
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support. Sectoral aid in Croatia in recent years has been most awarded in the sectors of 

metallurgy, railways, shipbuilding and transport. Such an unfavorable ratio of the sectoral aid 

in contrast to the horizontal support is the result of an unsuccessful privatization and poor 

implementation of structural reforms. The biggest criticism facing Croatia in its state aid 

policy is to large share of aid in GDP, but also a large share of sectoral aid in total aid. In 

2012. the share of aid in GDP in Croatia was 2.7%, in 2011, and 2010., this shares were 

respectively 2.73% and 2.9%. The share of aid in GDP within the EU is 0.5%. In EU 

horizontal aid dominates over sectorial aid due its less negative impact on competition, and to 

a greater extent has positive effects on the economy. The fraction between the assigned 

horizontal and sectorial aid in the EU is 90:10 percent, and in Croatia 30: 70 percent. 

 

 
 

Figure 1: Trend in the overall level of non-crisis aid as a percentage of GDP, EU-27, 1992-2011. Total aid 

excludes railways 

 

Tunali and Fidrmuc [7] have explored the impact of state aid on economic growth and 

investment on an unbalanced panel data set of 27 European Union countries over the period 

1992-2011. In order to examine the effects of state aid on total value added growth, they used 

the Solow Model of economic growth and add state aid as an additional explanatory variable 

to this model. Although horizontal and sectoral state aid is statistically significant according 

to the OLS estimation results, the sign of the coefficients of these variables is negative and 

the magnitude of these coefficients is very close to zero. They concluded that total state aid 

and its subcomponents do not have an important effect on economic growth. 

 

3 DATA AND METHODOLOGY 

 

This study attempts to investigate the causality between Gross domestic product, Horizontal 

aid and Sectoral aid in a panel data context using the Granger causality method originating 

from the seminal work of Granger [2].  

The data used in this study consist of a sample of 10 EU countries observed in the period 

from 2000 to 2011 or 120 annual observations. Countries studied in this paper are listed in 

Table 1. The data, a balanced panel, is chosen based on the availability of data. All variables 

are taken from web sites of EU Commission relating Competition and State aid. Variables 

used in the study are: Gross domestic product (GDP), Horizontal aid (HOR) and Sectoral aid 

(SEK). Variables are in million euros and are log-transformed and denoted as LGDP, LHOR 

and LSEK. 
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Table 1: Countries included in analysis 

 

Czech Republic Denmark France Germany Hungary 

Italy Poland Slovakia Slovenia United Kingdom 

 

4 EMPIRICAL RESULTS  

 

Empirical analysis starts by testing the presence of a unit root in the variables. We employ 

several panel unit root tests that are extensively used for panel data. These tests are Levin-

Lin-Chu panel unit root test [3], Maddala-Wu panel unit test (Fisher-type test using ADF test; 

[4]), and Choi panel unit root test (Fisher-type test using Phillips Perron test; [1]). While the 

first test assumes a common unit root for all panel members, the last two tests allow for 

individual unit roots for panel members. Table 2 presents the results derived from panel unit 

root tests at levels and first differences. 
  

Table 2: Results of panel unit root tests 

 

 Levels First differences 
 Variables LLC MW Choi LLC MW Choi 

In
te

rc
ep

t LGDP -2.2211** 22.5386 25.0995 -5.3585*** 33.2911** 38.3848*** 

LHOR -2.3078** 29.1346* 29.1465* -14.0667*** 103.629*** 129.020*** 

LSEK -4.4826*** 42.9476*** 44.0269*** -11.648*** 86.7293*** 118.597*** 

In
te

rc
ep

t a
nd

 
tr

en
d 

LGDP -1.8287** 10.0539 7.3528 -4.8791*** 25.2685 31.7047** 

LHOR -8.8321*** 49.0596*** 69.5379*** -11.882*** 71.8462*** 132.904*** 

LSEK -7.3670*** 48.3089*** 56.0088*** -13.6796*** 66,7484*** 133.344*** 

N
o 

in
te

rc
ep

t 
an

d 
tr

en
d 

LGDP 6.5592 1.0378 1.0398 -5.0717*** 60.5701*** 59.1036*** 

LHOR 0.4406 11.8518 14.5913 -13.7540*** 133.046*** 136.959*** 

LSEK -1.7917** 19.2544 26.1420 -10.8395*** 122.524*** 144.932*** 

 

Notes: ***, **, and * denote the rejection of the null hypothesis at 1%, 5% and 10% levels, respectively. Lag 

lengths for all tests are selected by Schwarz information criterion (SIC). 

 

While most of the tests lead us to accept the existence of unit root at levels for all variables, 

all tests indicate that the first differences of all variables are stationary. Hence, we use first 

differenced values of all variables in the model. 

Next, the existance of a long-term equilibrium relationship among Gross domestic 

product, Horizontal aid and Sectoral aid is explored. Pedroni [5,6] suggested a number of 

panel cointegration tests. Pedroni [6] derives seven panel cointegration test statistics, four are 

based on within-dimension, and three are based on between-dimension. Table 4 reports the 

results of the cointegration tests. Based on the p-values, corresponding to the seven test 

statistics, the null hypothesis of no cointegration can not be excepted at the significance level 

of 5% in all but six (out of 21) cases. Thus, it can be concluded that no cointegration exist 

between the variables. 
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Table 3: Results of Pedroni residual cointegration tests 

 

 

no deterministic intercept 
and trend no deterministic trend deterministic intercept 

and trend 
statistic p-value statistic p-value statistic p-value 

Panel v-statistic -2.4066 0.9919 -0.8963 0.8150 0.1121 0.4554 

Panel rho-statistic -0.3596 0.3596 0.7414 0.7708 2.6821 0.9963 

Panel PP-statistic -1.7485** 0.0402** -2.1257** 0.0168** 0.9370 0.8256 

Panel ADF-statistic -1.3893* 0.0824* -2.6253*** 0.0043*** -0.4496 0.3265 

Group rho-statistic 0.2458 0.5971 2.0967 0.9820 3.7617 0.9999 

Group  PP-statistic -2.5544*** 0.0053*** -2.3990*** 0.0082*** 1.1979 0.8845 

Group  ADF-statistic -1.5713* 0.0581* -2.8870*** 0.0019*** -0.0150 0.4940 

 

Notes: ***, **, and * denote the rejection of the null hypothesis at 1%, 5% and 10% levels, respectively. Lag 

length for based on Schwarz information criterion (SIC) 

 

Therefore, the empirical properties of the examined variables require estimation of the VAR 

in first differences. To test for panel causality, a time-stationary VAR model may be 

employed in the following form: 

 

∆LGDPit = α0 + ∑ αk
p
k=1 ∆LGDPit-k + ∑ βk

p
k=1 ∆LHORit-k + ∑ γk

p
k=1 ∆LSEKit-k + εit, (1) 

∆LHORit = δ0 + ∑ δk
p
k=1 ∆LGDPit-k + ∑ θk

p
k=1 ∆LHORit-k + ∑ ϑk

p
k=1 ∆LSEKit-k + ϵit, (2) 

∆LSEKit = φ0 + ∑ φk
p
k=1 ∆LGDPit-k + ∑ ωk

p
k=1 ∆LHORit-k + ∑ σk

p
k=1 ∆LSEKit-k + νit, (3) 

 

where Δ denotes first difference operator, i = 1,..., N denotes the countries, t = 1, …, T 

denotes the time period,  𝛼0, 𝛿0,  𝜑0 are constant terms, 

𝛼𝑘, 𝛽𝑘, 𝛾𝑘, 𝛿𝑘, 𝜃𝑘 , 𝜗𝑘, 𝜑𝑘, 𝜔𝑘, 𝜎𝑘 autoregressive parameters, 𝜀𝑖𝑡, 𝜖𝑖𝑡, 𝜈𝑖𝑡 are error terms and 𝑝 

number of lags. Based on LM test, Akaike information criterion, Schwarz information 

criterion and Final predictor error lag length two is selected.   

Granger causality test will help us conclude whether past values of one variable affect 

another variable in the current period. These test results also indicate the directions of causal 

relationships between variables. Results of Granger causality test in the context of VAR 

model are presented in Table 4.   
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Table 4: Results of Granger causality test 

 

Null Hypothesis Wald statistic p-value Conclusion 

1. GDP and HOR     

GDP does not Granger cause HOR 13.9079*** 0.0010*** GDP → HOR 

HOR does not Granger cause GDP 2.5790 0.2754 HOR --- GDP 

2. GDP  and SEK    

GDP does not Granger cause SEK 2.6837 0.2614 GDP --- SEK 

SEK does not Granger cause GDP 7.1629** 0.0278** SEK → GDP 

3. SEK  and HOR     

SEK does not Granger cause HOR 4.7778* 0.0917* SEK --- HOR 

HOR does not Granger cause SEK 0.1249 0.9395 HOR --- SEK 

 

Notes: ***, **, and * denote the rejection of the null hypothesis at 1%, 5% and 10% levels, 

respectively.  X →Y denotes that the null of no causal effect from X to Y can be rejected 

and X --- Y denotes that the null of no causal effect from X to Y cannot be rejected. 

 

From the results of Granger causality test, at the significance level of 5% it can be concluded 

that in case of GDP and HOR, there is causality running from GDP to HOR. In the case of 

GDP and SEK causality runs from SEK to GDP. When we observe SEK and HOR there is no 

causality found. In other words, the changes in GDP will create changes in HOR but not in 

SEK. On the other hand, changes in HOR will not create changes in GDP but changes in 

SEK will. Also, there is no causal relationship between HOR and SEK.  

 

5 CONCLUSIONS 

 

The results show that state aid in the EU has no impact on GDP. This conclusion is consistent 

with Tunali and Fidrmuc [7]. The main conclusion that we can draw from this analysis is that 

changes in GDP are not result of changes in horizontal state aid expenditures. On the other 

hand, we can derive the conclusion based on influence of GDP on changes in horizontal aid 

meaning that the amount of expenditures for horizontal purposes depends on changes in 

GDP. 

Results indicate that there exists causality from sectoral state aid to GDP. As sectoral state 

aid is intended to particular segments of economy bringing them in such way to a privileged 

position, over the years European Commission persists in reducing the share of sectoral state 

aid in total aid and in GDP. Continuous policy of the EU is to reduce the share of sector-

specific aid due its negative impact on competition. Although in this paper the direction of 

relationship between state aid and GDP is not examined political framework guides to 

conclusion that this relation should be negative. 

The impact of state aid expenditures on GDP growth in this paper is not proven leaving 

the place for further researches. This research could be extended in several different 

directions. At first the direction of relationship between GDP and horizontal and sectoral 

state aid could be examined. Horizontal state aid consists of different categories of state aid 

such as research and development and innovation, environmental protection and energy 
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saving, small and medium enterprises, training, employment, culture. It is possible to 

examine if every single of these state aid expenditures meet the intended goals. 

 
References 

[1] Choi, I. (2001). Unit root tests for panel data. Journal for international money and finance, Vol 

(20): 249–2726. 

[2] Granger, C. W. J. (1969). Investigating causal relation by econometric and cross-sectional 

method. Econometrica, Vol (37): 424–438. 

[3] Levin, A., Lin, C. F. and Chu, C. S. J. (2002). Unit root tests in panel data asymptotic and finite-

sample properties”. Journal of Econometrics, Vol (108): 1–24. 

[4] Maddala, G. S. and Wu, S. (1999). “A comparative study of unit root tests with panel data and a 

new simple test”. Oxford bulletin of economics and statistics, Vol (61): 631–652. 

[5] Pedroni, P. (1999). Critical values for cointegrating tests in heterogeneous panels with multiple ¸

 regressors. Oxford bulletin of economics and statistics, Vol (61): 653–670. 

[6]  Pedroni, P. (2004). Panel cointegration; asymptotic and finite application to the PPP hypothesis, 

Econometric theory, Vol (20): 597-625. 

[7] Tunalı, Ç. B., & Fidrmuc, J. (2014). State Aid Policy in the European Union, Working Paper, 

No. 14-04, available at: http://www.brunel.ac.uk/__data/assets/pdf_file/0006/362913/1404.pdf 

[Accessed 20/9/2014].  

412



TIME VARYING CAPM BETAS ON ZAGREB STOCK EXCHANGE 
 

Tihana Škrinjarić 

University of Zagreb, Department of Mathematics 

Trg J. F. Kennedyja 6, 10000 Zagreb, Croatia 

tskrinjaric@efzg.hr 
 

Abstract: This paper employs a CCC GARCH(1,1) model in order to identify the volatility dynamics 

of stock market and sector indices on Zagreb Stock Exchange. Time varying CAPM betas are 

estimated in order to test whether portfolio formation based on the results can enhance portfolio 

performance. Based upon data on 5 sector indices from January 2
nd

 2012 to May 15
th
 2015, the results 

indicate that time varying betas should be taken into account when forming portfolios. 
 

Keywords: CCC and DCC GARCH, Zagreb Stock Exchange, CAPM, time varying beta, stocks. 
 

1 INTRODUCTION 
 

Capital Asset Pricing Model’s (CAPM) beta is a widely known concept today in finance [26, 

32]. However, in its original form, model has pitfalls which have been criticized over the 

decades [19]. One of the most common critiques regards the assumption of beta being 

constant. Research has shown that betas vary over time [9, 15, 16, 17, 18, 19]. This means 

that the relationship between the risk and return is not linear. In that way, original model 

cannot explain movements in stock return and risk properly. Estimating CAPM by using 

OLS, results in inconsistent estimates of conditional alphas and betas [3]. The majority of the 

literature today agrees that varying dynamics on financial markets should be modelled in a 

proper manner. In the last two decades, more research which estimates time varying betas has 

emerged [7, 10, 22, 27, 35, etc.]. Mostly, regime switching models are used (for a list of 

references see [34]). However, when using many approaches, it is often assumed that there is 

no feedback from stock to market return. Since market indices are constructed based upon 

individual stocks or sectors, this is not a realistic assumption. This is why MGARCH models 

are becoming popular to estimate such dynamics. They are able to capture not only the 

volatility dynamics on financial markets, but the co-movements of financial assets as well [1, 

2, 5, 6, 30]. Croatian capital market is a relatively new one; and has not yet been explored 

sufficiently. There exist only few papers which deal with CAPM betas, and every paper 

estimated the linear model with exception of one paper. [20] gave a warning to be careful 

when using their results referring to changing betas, [31] concluded that it is not advised to 

use beta as a suitable risk measure, [12] had conclusions similar to previous two papers. 

Paper [34] is the only one addressing nonlinearity in risk-return relationship. Markov-

switching models have been used to estimate nonlinear CAPM. Results pointed out that betas 

vary over time, meaning that the linear CAPM is misleading. However, mentioned studies 

did not assume a feedback relationship from individual stocks to the market. This paper 

addresses this, by estimating MGARCH models which capture the return co-movements of 5 

sub-indices with market index on the Croatian capital market. The structure of this research is 

as follows. Second section deals with methodology, while third section presents the results 

from the empirical analysis. Fourth section is the final one, giving conclusions. 
 

2 METHODOLOGY 
 

It is well known that CAPM beta is defined as [26, 32]: βi = Cov(ri, rM)/σ
2

M, where βi 

represents beta for i-th stock, ri excess return on the i-th stock and rM excess market return. 

When using MGARCH models, formula becomes: βi,t = Covt(ri,t, rM,t)/σ
2
M,t, where index t is 

added, representing time period t. As previously mentioned, financial returns and their 

volatilities move together in the majority of cases. That is why MGARCH models have been 

developed in order to capture these co-movements. In that way, they become very useful in 
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portfolio selection [28, 29]. Different models exist within this methodology. The Dynamic 

and Constant Conditional Correlation model (DCC, CCC) are very popular because they 

successfully capture dynamics on financial markets and they are more parsimonious 

compared to early developed models. They have also been used in previous research 

regarding this study. Engle [14] developed the DCC model: 

 

   
 

1/2

1/2 1/2

1/2 1/2

1 2 1 1 1 2 1

,

diag diag

1

t t t t t t

t t t t

t t t t

t t t t   

 

  

  


 


 
    

 

 

r x u
D R D

R Q Q Q
Q R + Q

 


 (1) 

rt is the (m,1) vector of returns, Θ (m,k) matrix of parameters, xt (k,1) vector of independent 

variables, εt (m,1) vector of innovation processes, 1/2
t  the Cholesky factor (m,m) matrix of 

the conditional covariance matrix Ωt (m,m), ut (m,1) vector of normal i.i.d. innovations
1
, Dt 

(m,m) diagonal matrix of conditional variances, Rt (m,m) matrix of conditional correlations. 

Qt is (m,m) variance and covariance matrix of standardized innovations, t  (m,1) vector of 

standardized innovations, 
t  D-1εt, and R (m,m) positive definite unconditional correlation 

matrix. Univariate GARCH(1,1) model is used to model each variance in matrix Dt: 
2 2 2
, 0, 1, , 1 1, , 1i t i i i t i i t         . α0,i>0, α1,i≥0 and β1,i≥0 must hold for conditional variances to be 

strictly positive; and α1,i+β1,i<1 must hold in order for them to be finite. The dynamics of 

conditional correlations is defined by nonnegative scalars θ1 and θ2. Moreover, it must hold 

θ1+θ2<1 for the model to be stationary [14]. Standardized innovations satisfy E( t t
  )=Im, 

where Im is the identity matrix, Cov( 2 2
, ,,i t j t  )=0 i≠j, and Cov( 2 2

, ,,i t j t k  
)=0, k>0 [11]. 

However, if θ1=θ2=0 holds, DCC model becomes CCC model. It is less flexible than DCC 

model, because it assumes that correlation between two assets is constant over time [33]. It 

was developed by Bollerslev [5] and (1) becomes: 

 

1/2

1 1
2 2

,t t t t t t

t t t

   


 

 r x u

D RD

 



 (2) 

where it can be seen that matrix R is constant, hence the name of the model. More details on 

these models can be found in [1], [2], [5], [6] or [30]. 
 

3 EMPIRICAL ANALYSIS 
 

Daily data on 5 sector indices and CROBEX was downloaded from ZSE [37]. It refers to 

closing prices of industry, construction, foods, tourism and transport. These indices are 

calculated on ZSE from January 2
nd

 2012 and data was collected up until May 15
th

 2015. In 

order to calculate excess returns, daily data on 6 month Treasury bill interest rate was 

collected from Global Financial Data [21]
2
. All of the analysis was done in EViews 8. 

Returns were calculated as continuously compounded returns and excess returns were 

calculated by subtracting the T-bill interest rate from original returns. There is total of 840 

observations for each index. Returns
3
 were filtered by an appropriate ARMA(p,q) model

4
 

                                                 
1
 Usually, the assumption of multivariate normal distribution of ut are made, because correctly specifying the 

conditional mean and variances results with consistent estimates [6, 14]. 
2
 Usually, in analysis a 3 month T-bill interest rate is used, but the data was available only up until 2014. 

3
 Unit root tests indicated that all excess returns are trend stationary. Thus, trend was subtracted from all series. 

Detailed results are available upon request. 
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(following [9]) before estimating MGARCH models. In that way, the main models are 

estimated with less parameters. A bivariate DCC GARCH(1,1) was estimated for each index 

excess return and excess CROBEX return. Since in all of the models the parameters θ1 and θ2 

were found to be statistically not significant and (or) negative
5
, a bivariate

6
 CCC 

GARCH(1,1) was estimated because there is no support for the assumption of varying 

correlation between each index and market index. The results of estimated models are shown 

in table 1. It can be seen that the industry sector is highly sensitive to market shocks 

compared to other sectors, with an alpha coefficient greater than 0.1 (0.156). This means that 

among CAPM betas which will be calculated, industry beta should be most volatile.  

Table 1: Estimation results of bivariate CCC(1,1) GARCH  

Coefficient 
Subindex 

Industry Construction Food Transportation Tourism 

          Mean equations 

μ0 
-0.0003 

(0.00046) 

-0.0002     

(0.00068) 

-0.0002     

(0.00032) 

-0.0001     

(0.00045) 

-0.0004     

(0.00042) 

μCROBEX 
-0.00015     

(0.00019) 

-0.00013     

(0.00019) 

-0.00015     

(0.00019) 

-0.00012     

(0.00019) 

-0.00011     

(0.00019) 

         Variance equations 

α0 
0.0003*     

(0.00001) 

0.0003*     

(0.00001) 

10
-6

 *        

(6·10
-7

) 

0.0001     

(0.0001) 

0.00001*     

(3·10
-6 

) 

α1 
0.1559*     

(0.00231) 

0.0649*    

(0.0162) 

0.0474*     

(0.0106) 

0.0360***     

(0.0206) 

0.0804*     

(0.0125) 

β1 
0.6817*     

(0.0398) 

0.8585*     

(0.0389) 

0.9366*     

(0.0132) 

0.8769*     

(0.0814) 

0.8746*     

(0.0217) 

α0,CROBEX 
7·10

-7
 *    

(3·10
-7

) 

10
-7

 *        

(5·10
-8

) 

8
-7

 **                

(3·10
-7

) 

10
-6

 **                

(5·10
-7

) 

10
-6

 **                

(5·10
-7

) 

α1,CROBEX 
0.0589*     

(0.0150) 

0.0609*     

(0.0171) 

0.0524*     

(0.0130) 

0.0632*    

(0.0172) 

0.0641*     

(0.0170) 

β1,CROBEX 
0.9207*     

(0.0196) 

0.8990*     

(0.0262) 

0.9217*     

(0.0191) 

0.9024*     

(0.0248) 

0.8995*     

(0.0245) 

ρi,CROBEX 
0.3906*     

(0.0296) 

0.3267*     

(0.0299) 

0.4527*     

(0.0297) 

0.3761*     

(0.0270) 

0.2168*     

(0.0337) 

             Diagnostics 

Log Likelihood 5634.401 5324.692 5959.297 5661.837 5624.67 

Akaike info. criteria -13.426 -12.671 -14.184 -13.475 -13.387 

Schwartz info. criteria -13.375 -12.621 -14.134 -13.424 -13.336 

Hannan-Quin info. criteria -13.406 -12.652 -14.165 -13.456 -13.367 

Resid LM 30 (p-v) 5.11 (0.276) 4.50 (0.343) 1.29 (0.864) 4.99 (0.288) 2.82 (0.588) 

Sq. Resid LM 30 (p-v) 5.49 (0.241) 2.01 (0.734) 2.50 (0.645) 3.52 (0.476) 4.25 (0.373) 

Source: author’s calculation 

Note: Standard errors are given in parenthesis with exception of p-values in the last two rows. 
*
, 

**
 and 

***
 

denote statistical significance on 1%, 5% and 10%. Resid LM 30 is LM test statistic for testing multivariate 

autocorrelation of standardized residuals up to lag of 30 days, Sq. Resid LM 30 is LM test statistic for testing 

multivariate heteroskedasticity of standardized residuals up to lag of 30 days. All of the evaluated diagnostic 

tests show that there is no autocorrelation and no heteroskedasticity up until lag 30. Correlation coefficients 

between standardized residuals of all are not statistically significant. Covariances are not significant and 

covariances between squared residuals up to lag 30 are also not significant
7
. All of the parameters in 

                                                                                                                                                        
4
 AR(1), MA(1), AR(2), MA(2) and ARMA(1,1) were considered. Parsimony was followed in combination with 

information criteria, log likelihood and the statistical significance of estimated parameters. All of the series were 

estimated as an ARMA(1,1) process with the exception of construction excess return, which was modelled as an 

AR(1) process. Detailed results are available upon request. 
5
 The results were omitted due to limited number of pages but are available upon request. 

6
 This approach has been used because using many variables in the system can result in biased estimates [4]. 

7
 Detailed results are available upon request. 
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GARCH(1,1) equations are positive which ensures a strict positivity of variances, and the condition 
1, 1,

ˆˆ 1
i i

    

holds, which ensures that conditional variances are finite. 

Sector time varying betas have been calculated and are shown on Figure 1. It can be seen 

that all of the betas vary over the observed period. Most aggressive sector was construction, 

followed by industry. If we observe how much time did betas surpass the value of 1, it was 

32.3% for industry, 71.04% for construction and 2.74%, 21.22% and 2.86% for food, 

transportation and tourism respectively. This indicates that aggressive investors should have 

invested more in construction, and opposite is valid for food and tourism. The most volatile 

beta was that of industry, as expected in the estimation. Its standard deviation is equal to 

7.06%, and for other sectors is equal to 4.90%, 1.46%, 2.50% and 2.86% for construction, 

food, transportation and tourism. 

 
Figure 1: Sector betas calculated from CCC(1,1) GARCH results 

Source: author 

Next, it is useful to know whether dynamic betas can help to explain the variations of sector 

returns. A regression analysis was performed, in which 5 equations were estimated. The 

results are given in Table 2. Every beta is statistically significant with exception of food 

which means that the time varying beta helps to explain movements of sector returns. 

Although, these results should be taken with some caution because other variables influence 

sector returns (such as macroeconomic variables, Fama French factors, trade volume, etc.).  

Table 2: Regression results, effects of betas on sector return 

Sector beta: Industry Construction Food Transportation Tourism 

Estimated coefficient 0.0102 0.0100 -0.0042
a
 0.0376 0.0276 

R
2
 2.25% 0.95% 0.10% 10.58% 6.29% 

Source: author 

Note: 
a
 denotes that food beta is not statistically significant. 

Since beta is a measure of how strongly excess returns change with respect to changes in 

excess market returns, it can be used as a guidance how to form portfolios. Such portfolios 

can benefit more when markets are bullish and suffer smaller loses when they are bearish. In 

order to see how results from this analysis help in forming portfolios a simulation was made. 

One portfolio was formed based upon holding equal weights of all indices and its beta was 

calculated as a simple average beta (Average portfolio). The other portfolio was formed with 

respect to the market movements (MGARCH portfolio). When the market index is falling, it 

is considered as bearish market, and when it is rising, it is considered as bullish. Assumption 

was made that when market is bearish, investor holds the subindex which has the lowest beta 

so he suffers lower loses and when it is bullish, he holds the subindex which has the highest 

beta in order to gain most. The results from two mentioned portfolios have been compared 
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and are shown in Table 3. First of all, if we compare average betas in each market state, it can 

be seen that MGARCH outperforms the Average portfolio in both states. When the market is 

bullish, it has a beta greater than other portfolio and greater than 1. Similarly, when market is 

bearish, it has a beta smaller than Average portfolio’s beta. Average portfolio has a beta 

greater than 1 in bull market 13.30% of the time, whilst MGARCH portfolio has 73.89%. In 

bear markets, Average portfolio has beta smaller than 1 almost 85% of the time and 

MGARCH has it all the time. Finally, a t-test of the equality of two means was performed in 

order to see whether two portfolios performed differently. The results are not surprising that 

the difference is statistically significant. 

Table 3: Portfolio simulations comparison 

Market Portfolio Average beta No >1 or < 1 % >1 or < 1 Max Min t-test (p-v) 

Bull 
Average 0.8343 54 13.30 1.2458 0.5158 21.57 

(0.0000) MGARCH 1.1457 300 73.89 2.5960 0.6309 

Bear 
Average 0.8421 366 84.53 1.2350 0.5100 36.95 

(0.0000) MGARCH 0.5027 433 100 0.9628 0.2427 

Source: author 
 

4 CONCLUSION 
 

Dynamics on financial markets, which can be very turbulent, have been recognized a long 

time ago. That is why initial models in finance have been revised in the last couple of years.  

In that way, they take into account more realistic assumptions and result with more accurate 

predictions. This paper addresses the issue of time varying systematic risk, beta, on Zagreb 

Stock Exchange by using MGARCH models. The results indicate that it is advisable to 

assume that betas vary on the stock market. Using the output from these models can improve 

portfolio selection and rebalancing. In that way, investors have more control over their 

investments and can expect to achieve better results (in terms of risk and return); compared to 

times when ignoring such dynamics. 
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Abstract: This paper employs a DCC GARCH model on Croatian stock and bond market in order to 

indentify the dynamic relationship between stock and bond return correlation. In that way, dynamic 

conditional correlations are estimated for the period June 1
st
 2004 to May 18

th
 2015 on Zagreb Stock 

Exchange. The results from the estimation are used in order to calculate hedge ratio and optimal 

portfolio weights, as well to compare the results from multiple simulated portfolios. 
 

Keywords: DCC GARCH, Zagreb Stock Exchange, stock and bond returns, risk hedging, volatility. 

 

1 INTRODUCTION 

 

Since the financial crisis in 2008, a lot of focus and research of academics and practitioners 

has been shifted again towards volatility. Many financial markets have been affected by the 

mentioned crisis, such as the Croatian market. Since then, the trade is stagnating and 

investors are careful when investing in financial assets (see [29]). Thus, there exists a need in 

finding trading strategies which could try to ensure investors achieving good returns (greater 

than stock market return or some goal return) and successfully managing risks. The 

importance of risk management and portfolio diversification has been known for many 

decades now (beginnings range from [26]). In the last two decades, many econometric 

models have been developed in order to capture and describe the co-movements of financial 

asset returns. A famous class of models are multivariate GARCH models (MGARCH 

henceforth) which have been found to successfully capture the interdependence of financial 

assets return volatilities. Much research has been published on volatility transmissions 

between different markets in the last couple of years. Majority of research has focused on 

stock markets to explore interactions and volatility spillovers between countries. Since the 

number of papers in this area is growing rapidly, here we mention studies closely linked to 

this one. CEE counties have been examined in the last couple of years in order to identify 

volatility transmissions between them and developed markets [8, 15, 12, 17, 28, 24, 30, 32, 

etc.]. However, there is a lack of studies which focus on sector diversifications on particular 

markets [13, 14, 16, 27]. Therefore, the aim of this paper is to use a MGARCH model in 

order to estimate volatility co-movements between stock and bond market in Croatia, which 

has not yet been analyzed. The structure of the paper is as follows. Second section deals with 

methodology used in this study, while the results are shown in the third section. The final, 

fourth section concludes the paper. 

 

2 METHODOLOGY 

 

A widely accepted fact in this area of research is that financial volatilities move together 

across markets and time (see [5]). MGARCH models are broadly being used in research over 

the last decade, because they enhance portfolio selection, asset pricing models, and hedging 

(see [22, 23] and [20]). Many different specifications of MGARCH models have been 

developed depending on the topic investigated. By examining the previous literature, it can 

be seen that the DCC(1,1) GARCH is broadly accepted due to its power to capture the 

interactions between volatilities and realistic assumption that correlation between financial 
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asset returns changes over time. Thus, the DCC(1,1) GARCH of Engle [10] model will be 

applied in this study. Engle [10] proposed the following model: 
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where rt is (m,1) vector of returns, Θ (m,k) matrix of parameters, xt (k,1) vector of 

independent variables, εt (m,1) vector of innovation processes, 1/2
t  the Cholesky factor (m,m) 

matrix of the conditional covariance matrix Ωt (m,m), ut (m,1) vector of normal i.i.d. 

innovations, Dt (m,m) a diagonal matrix of conditional variances, Rt (m,m) matrix of 

conditional correlations. Qt is (m,m) variance and covariance matrix of standardized 

innovations, t  is (m,1) vector of standardized innovations, 1
t t t

 D  , and R is (m,m) 

positive definite unconditional correlation matrix. Variances in matrix Dt are modelled by a 

univariate GARCH(1,1) model: 2 2 2
, 0, 1, , 1 1, , 1i t i i i t i i t         . Of course, in order to 

conditional variances to be strictly positive, it must hold α0,i >0, α1,i ≥0, β1,i ≥0, and in order 

to be finite, α1,i + β1,i < 1. Parameters θ1 and θ2 are nonnegative scalars which govern the 

dynamics of conditional correlations. In order to model to be stationary, it must hold θ1+ 

θ2<1 ([10]). Standardized innovations should satisfy the following conditions:  t t mE   I  , 

where Im is the identity matrix,  2 2

, ,Cov , 0,i t j t i j      and  2 2

, ,Cov , 0, 0i t j t k k      (see [9]). 

The estimation of this model is done in two steps. In the first step likelihood functions of 

individual GARCH processes are maximized in order to obtain estimates of α1,i and β1,i. In 

the second step, likelihood function is maximized in order to obtain estimates of θ1 and θ2. 

Although financial series are mostly not normally distributed, the assumptions made on ut are 

justified in [6] and [10]. Consistent estimator can be obtained even if the data generating 

process is not Gaussian, as long as the conditional mean and the conditional variance are 

specified correctly. For more details see [10], [11], [31], [1], [2], [6], [11] or [25].  

The results from estimating MGARCH models can be used in many ways. Since investors 

are interested in managing risks, conditional volatility estimates from the model can be used 

to calculate hedge ratios. [18] reviewed hedging strategies, of which a naive one is used in 

this study: investor wants to minimize the exposure by hedging a long position in one asset 

with a short position in the second one. Thus, the hedge ratio ht is calculated as follows (see 

[4, 19] for the derivation of the formula): ht = σ12,t /σ
2

j,t, where σ12,t is the conditional 

covariance between two assets in moment t and σ
2

j,t is the conditional variance of asset j in 

moment t. Moreover, the results can be used to construct optimal portfolio weights of 

CROBEX and CROBIS in the portfolio, by using the following expression (see [18]): 

   * 2 2 2
1, 1, 12, 1, 12, 2,/ 2t t t t t tw         . Optimal portfolio weight of the other asset is simply

*
1,1 tw . 

If short selling is not allowed, the following constraints are made: 
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3 EMPIRICAL ANALYSIS 

 

In order to estimate the DCC(1,1) GARCH model, data on CROBEX and CROBIS indices 

was obtained from Zagreb Stock Exchange [33]. It consists of daily data ranging from June 

1
st
 2004 to May 18

th
 2015 (2735 daily observations). The calculations and estimation were 

performed in EVeiws 8. Returns were calculated as continuously compounded returns. Unit 

root tests have resulted with conclusion that both return on CROBEX and CROBIS are 

stationary. Each of the return series was filtered by appropriate ARMA(p,q) model (following 

[7]). In that way, less parameters will be estimated in the DCC(1,1) GARCH model
1
. Mean 

equations were modelled as constants due to the filtered data and the individual conditional 

variances were modelled as GARCH(1,1) processes. The estimation was performed with the 

assumption of multivariate Normal distribution, and BFGS optimization algorithm was used. 

An additional model of asymmetric DCC(1,1) GARCH was estimated in order to look for 

asymmetry in the volatility, but the asymmetry parameter was shown to be statistically not 

significant
2
. The results are shown in Table 1. As it can be seen, the DCC(1,1) GARCH 

model describes the data well. CROBEX’s volatility is more influenced by market shocks 

compared to CROBIS’s volatility; it is highly sensitive to market shocks. The persistency of 

volatility is greater for CROBIS returns; it takes a long time for shocks to die after they 

occur. This can be seen on Figure 1, where conditional variances for CROBEX and CROBIS 

are shown. The impact of the financial crisis in 2008 has caused CROBEX’s volatility to 

react more than CROBIS’s. On the other hand, the greater persistency of CROBIS’s volatility 

has caused the shocks to die after CROBEX’s volatility (in the beginning of 2010 compared 

to CROBEX in the middle of 2009). 
 

Table 1: Estimation results of DCC(1,1) GARCH model 
 

 

         
Source: authors’ calculation 

Note: *, ** and *** denote statistical significance on 1%, 5% and 10%. Estimated values are given in first rows and standard 

errors in parenthesis. Resid LM (30) is LM test statistic for testing multivariate autocorrelation of standardized residuals for 

the lag of 30 days, Sq. Resid LM (30) is LM test statistic for testing multivariate heteroskedasticity of standardized residuals 

for the lag of 30 days. p-values are given in parenthesis. AIC, SIC and HQIC stand for Akaike, Schwartz and Hannan-Quin 

information criteria. All of the evaluated diagnostic tests show that there is no autocorrelation and no heteroskedasticity up 

until lag 30. Following [9], the correlation coefficient between standardized residuals is equal to 0.03; it is not statistically 

significant (p-value 0.104). Covariance between squared residuals is equal to 0.28 and is also not significant (p-v 0.051). 

Covariance between squared residuals of CROBEX and lagged squared residuals of CROBIS up to lag 30 is equal to -0.11 

and is also not significant (p-v 0.444). All of the parameters in GARCH(1,1) equations are positive which ensures a strict 

positivity of variances, as well as the condition 
1, 1,

ˆˆ 1
i i

   ,  CROBEX,CROBISi  holds for both conditional 

variances which ensures that they are finite. θ1 and θ2 are significant which excludes CCC model; the condition 
1 2
ˆ ˆ 1    is 

met, which ensures the stationarity of the model. 

                                                 
1
 The results are omitted due to the limited number of pages of the paper but are available upon request. The following models were 

considered: AR(1), MA(1), AR(2), MA(2) and ARMA(1,1). Parsimony was followed, as well as was information criteria taken into 

account, log likelihood and the statistical significance of estimated parameters. Return on CROBEX was estimated as an 

ARMA(1,1) model, whilst return on CROBIS was estimated as an AR(1) model. 
2
 Again, the results are omitted, but are available upon request. The assumption of t-distribution of DCC(1,1) GARCH model was 

not considered because the asymptotic properties of estimated parameters in this case are not fully investigated. 
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Figure 1: CROBEX and CROBIS conditional variances 

 

Figure 2 (left panel) shows time-varying conditional correlation between CROBEX and 

CROBIS returns. The correlation had a downward trend before the financial crisis in 2008, 

which was favourable for diversification. In the crisis and afterwards there is an upward trend 

in the observed correlation (up until middle of 2013). This is in accordance with previous 

findings in the literature, where authors agree that correlations tend to rise in bear markets 

and decline in bull markets (see [3], [22, 23], [21]). In the last two years of the observed 

period, the correlation is facing a declining trend which is again favourable for investors. 
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Figure 2: CROBEX and CROBIS correlation (left panel) and CROBEX's optimal share (right panel) (black 

line, left axis) and hedge ratio (grey line, right axis) 

 

Optimal hedge ratio and CROBEX’s share in the optimal portfolio have been calculated and 

are shown on figure 2 (right panel). Looking at the share of CROBEX in the simulated 

portfolio, it does not exceed 30% of the portfolio in the entire observed period. Before the 

crisis, it should have been on average 2.3% of the portfolio, and afterwards 3.7% from 2009 

to 2012, and in the period from 2013 until the end of the period 6.1%. A much greater share 

in the portfolio should have been of CROBIS, due to the greater standardized returns over the 

whole period. In that way, investors should be more drawn to achieving bigger returns over 

the same amount of risk. The conditional volatilities and covariance were used to construct 

hedge ratio with a short position in CROBIS. As it can be seen, this ratio varies from 2 to 

+1.5. Before the crisis the short position should have been taken in CROBEX (due to 

negative values) and after the crisis in CROBIS. Lastly, few portfolios have been simulated 

with their expected returns and risks constructed based upon the return series, conditional 

variances and covariance. In that way the portfolio which is a result from the analysis above 

can be compared to some benchmarks. First one, named MGARCH_portfolio is based upon 

the calculated CROBEX share on Figure 2. The second one, called EW_portfolio consists of 

50% of CROBEX, third one is called R_portfolio which consists of 80% of CROBEX (risk 

seeking investors) and fourth one is called S_portfolio which consists of 80% of CROBIS 
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(risk averse investors)
3
. Bold numbers indicate the portfolio with the biggest return, smallest 

risk and biggest standardized return in the observed period. As expected, the portfolio 

simulated from the results of the MGARCH estimation is the best one, both in terms of risk 

and return. 
Table 2: Descriptive statistics of 4 simulated portfolios 

 

Statistics/portfolio EW_portfolio MGARCH_portfolio R_portfolio S_portfolio 

Average return 0.00009 0.00016 0.00013 0.00006 

Risk 0.000043 0.000004 0.000107 0.000009 

Standardized return 8.192019 27.24548 3.913608 22.35665 

Source: authors 

 

4 CONCLUSION 

 

In portfolio management, investors seek to earn great returns while trying to minimize risks 

they are exposed at. Since financial markets exhibit great dynamics in terms of return 

volatility, it has become almost an imperative to use MGARCH models when describing the 

co-movements of financial return series. This study employed DCC(1,1) GARCH model on 

Croatian market in order to identify dynamics between stock and bond returns. The results 

indicate that correlation varies over time, which has to be taken into account when managing 

portfolios. Portfolio formed based upon the results from the analysis is superior (with respect 

to return and risk) to benchmark portfolios simulated in the paper. This shows that 

MGARCH models are a useful tool when forming portfolios. In that way, investors could 

have more control over risk and try to beat the market. Some of the shortfalls of this study 

were fact that only stock and bond market indices were examined. This is because Croatian 

financial markets are underdeveloped. Thus, future research will try to implement MGARCH 

models on other financial assets, as well as look at sector diversification. Consequently, 

investors will have a clearer picture of investment opportunities on Croatian financial 

markets. 
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Abstract: The topic of obnoxious facility locations includes various types of problems and
models related to the siting of environmentally hazardous facilities (such as garbage dumps,
incinerator plants, water purification plants, chemical factories, nuclear reactors, etc.). One
of these problems (defined by E. Minieka) is finding a discrete, weighted anti-p-center in a
network. In our contribution, we present an exact polynomial algorithm for this problem and
we suggest certain generalisations of the discrete weighted anti-p-center problem, which better
represent real situations.

Keywords: obnoxious location, anti-p-center, polynomial algorithm

1 INTRODUCTION AND DEFINITIONS

A lot of papers deal with facility location problems, which are obviously modelled by
weighted p-centers and weighted p-medians in networks ([3, 5]). It means that we need
to find ”the closest” place for location facilities (emergency medical stations, fire or
police stations). However, over the last few years there has been much attention paid
to the problem of the optimal siting of unattractive facilities, for instance, the locating
environmentally hazardous facilities as far as possible from local inhabitants. These
problems are called the obnoxious facility location problems. Appropriate mathematical
models and algorithms for these problems has been studied by Church and Garfunkel
[1], Minieka [7], Moon and Chaudry [8], Erkut and Neuman [2].

It was proved for almost all of these problems, that they are NP-hard problems.
One of the few exceptions is the discrete p-maxmin problem defined by I.D.Moon and
S.S.Chaudry in [8]. C.M.Klein and R.K.Kincaid present the exact polynomial algorithm
that solves this problem in [6]. In our contribution, we concern ourselves with the discrete
anti-p-center problem formulated by E.Minieka in [7] (this problem is also called: the
discrete p-maxmax problem). In the next section we show the exact polynomial algorithm
for this problem. We also make an analysis of its efficiency and time complexity. The
anti-p-center models situations in which we need to locate obnoxious facilities under the
condition that the pollution or a large ecological disaster (such as a radioactivity leakage)
would affect the least possible number of inhabitants in a given area - on the assumption
that the pollution or contamination decreases with distance from the place of disaster.

1.1 Definitions

A network is an ordered quadruple G = (V,E, d, w), where G is a connected undirected
graph, V �= ∅ is a set of vertices, E is a set of edges, c: E → R+

o is a function which
assigns to each edge a non-negative real number - its length, and w: V → R+

o is a
real non-negative function, its values are weights of vertices (the weight of vertex is the
number of inhabitants in the vertex).

The distance d(u, v) between vertices u and v is a length of the shortest path from u
to v. The distance between a vertex v and a set of vertices U ⊂ V is

d(v, U) = min
x∈U

d(v, x) .
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The eccentricity of a set U is

ec(U) = max
v∈V

d(v, U) = max
v∈V

min
x∈U

d(v, x) .

The weighted eccentricity is

ecc(U) = max
v∈V

w(v)·d(v, U) .

Let p be a natural number. Then the p-center of a network is a p-element subset of V
with the minimum eccentricity. It means, we need to find the p-set object to

min
U⊂V,|U |=p

ec(U) = min
U⊂V,|U |=p

max
v∈V

min
x∈U

d(v, x) .

The weighted p-center is a p-subset with the minimum weighted eccentricity:

min
U⊂V,|U |=p

ecc(U) = min
U⊂V,|U |=p

max
v∈V

w(v)·d(v, U) .

The anti-p-center is a p-subset with the largest eccentricity:

max
U⊂V,|U |=p

ec(U) = max
U⊂V,|U |=p

max
v∈V

min
x∈U

d(v, x) .

Similarly, the weighted anti-p-center is a p-subset with the largest weighted eccentricity:

max
U⊂V,|U |=p

ecc(U) = max
U⊂V,|U |=p

max
v∈V

w(v)·d(v, U) .

In many practical location problems, we do not choose a set U from the whole set V ,
but we have prescribed the set of vertices V1 ⊂ V . In this case, our definitions are as
follows:

max
U⊂V1,|U |=p

ec(U) = max
U⊂V1,|U |=p

max
v∈V

min
x∈U

d(v, x) ,

max
U⊂V1,|U |=p

ecc(U) = max
U⊂V1,|U |=p

max
v∈V

w(v)·d(v, U) .

In such cases, we say that the anti-p-center is from the set V1, but this notation will be
omitted in the paper, because the basic set will be clear from the context.

2 P-MAXMAX ALGORITHM

In this section, the exact polynomial algorithm for weighted anti-p-center in networks
will be introduced. It will be called p-maxmax algorithm.

2.1 Description of the algorithm p-maxmax

Let G = (V,E, c, w) be a network, V = {v1, . . . , vn} its set of vertices and I = {1, . . . , n}
be a set of indices. Let X ⊆ V be a set of vertices which are potential obnoxious facility
location sites (we suppose that |X| = m ≥ p) and J be the set of indices of vertices
from X. Let D = (di,j)n,m be the matrix of weighted distances between the vertices of
V and X. Let the elements of every row of D be sorted in a descending order. The
sorted matrix is denoted by D = (di,j)n,m. Let the sorted i-th row be given by mapping
πi : {1, . . . ,m} → J :

di,j = di,πi(j) .

Then the largest element in column p is chosen:

dx,p = max
i∈I

di,p .

Then from the values dx,1 = dx,πx(1), dx,2 = dx,πx(2), . . . , dx,p = dx,πx(p), we obtain the
anti-p-center {vπx(1), vπx(2), . . . , vπx(p)}.
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2.2 Example

Let a network G with vertex set V = {v1, . . . , v6} be given. Let p = 2 and the weights
of vertices be equal to 1. Let the set X = {v1, v2, v3, v4}. Let the distance matrix D be
given:

D v1 v3 v5 v6
v1 0 3 1 3
v2 3 3 2 4
v3 3 0 4 2
v4 3 1 2 2
v5 1 4 0 5
v6 3 2 5 0

We sort the elements in every row:

D 1 2 3 4
1 3 3 1 0
2 4 3 3 2
3 4 3 2 0
4 3 2 2 1
5 5 4 1 0
6 5 3 2 0

Then
max
i∈I

{di,2} = 4

for i = 5. Hence d5,1 = 5 = d5,6 and d5,2 = 4 = d5,3. Then the anti-2-center of G is the
set {v6, v3}.

2.3 Analysis of the algorithm p-maxmax

At first, we describe the algorithm in five steps.

1. Input finite weighted network G = (V,E, c, w) and set X ⊆ V .

2. Construct weighted distance matrix Dn,m = (di,j).

3. Sort the entries of every row - matrix Dn,m = (di,j).

4. Find the largest entry dx,p in column p of Dn,m.

5. Construct the anti-p-center {vπx(1), vπx(2), . . . , vπx(p)}.
The next theorem states more about the time complexity of the algorithm.

Theorem 2.1 The complexity of the algorithm p-maxmax is O(n3) in general and for
sparse networks it is O(n2 log n).

Proof. Since m ≤ n, we can write m = O(n). It is possible to show that Step 2 involves
O(en) operations, where the number of edges of the networks e = O(n2) in general, but
in sparse networks we have e = O(n) (transport networks are usually sparse networks).
Step 3 involves O(n2 log n) operations. Step 4 needs O(n) operations and step 5 involves
a constant number of operations. Therefore the complexity of the algorithm follows from
Step 2 in general and from Step 3 for sparse networks. �

The next theorem states that the algorithm is exact.
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Theorem 2.2 Let a set U = {u1, . . . , up} be an output of the algorithm p-maxmax.
Then U is the weighted anti-p-center of G.

Proof. Step 3 allows us to compute the farthest p-set of every vertex. From these sets,
we choose one with the largest distance from a given vertex. It means, we find the p-set
X, for which

max
v∈V

max
X⊂V

w(v)d(v,X) = max
X⊂V

max
v∈V

w(v)d(v,X) .

Therefore, by the definition, the set X is the weighted anti-p-center. �

2.4 Results on real data

We tested the algorithm on real data. We used the distance matrix of all settlements
of Slovakia based on Euclidean metric. The network contains 2916 vertices. Weights of
the vertices are numbers of inhabitants. We solved the problem of locating incinerators.
The set V1 of location possibilities contains 54 vertices. We have found anti-p-centers
(where p = 10, 20, 30). Some results are in the following table:

p time of computation weighted eccentricity
10 67.11s 78887320
20 68.98s 59092240
30 69.46s 43134288

No optimal solution is known for Slovakia, when the problems of locating emergency
medical stations are solved (weighted p-centers, weighted p-medians) [4]. We can see
that it is easy to find the optimal solution, when we solve the problems based on anti-p-
centers.

However, it is necessary to mention that the vertices of the anti-p-center can be close
together (in our solution it is the east of Slovakia). This solution is not appropriate in
real situations. In the next section, we consider some ideas that could help with this
problem.

3 GENERALISATIONS

As we see, the anti-p-center model is easy for finding an optimal solution, but tests on
real data show one important weakness of”Advanced microscopic modeling and complex
data sources for designing spatially large public service systems” the model - vertices of
the anti-p-center can be close to each other. This is the reason why we want to consider
several generalisations, which can give solutions with a higher dispersion of vertices.

1) Changing the weights of all vertices. In small countries with a higher density of
population (for example Slovakia), the weights of vertices in the anti-p-center problem
are more important than the distances. We can consider the possibility that the weight
of every vertex would be multiplied by a constant c1 ∈ (0, 1). New weights will be of the
form w1(v) = 
c1w(v)�, where 
x� is the smallest integer not less than x. Determination
of a convenient value of c1 is an open question.

2) Changing the weights of vertices in V1. The weights of vertices in V1 will be replaced
by constant c2 > max{w(v) : ∀v ∈ V }, because we need to increase their importance.
The problem of determining the value of c2 is another open question.

3) Anti-(p, q)-center. Let S be a family of q-element subsets of V . Let a p-element
subset U be given. A q-eccentricity of the set U (according to S) is

q − ec(U) = max
X∈S

d(X,U) = max
X∈S

min
u∈U,v∈X

d(u, v) .
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Weight of the set X is

w(X) =
∑

v∈X
w(v) .

The weighted q-eccentricity is

q − ecc(U) = max
X∈S

w(X)·d(X,U) .

The weighted (p, q)-center is a p-subset with the minimum weighted q-eccentricity:

min
U⊂V,|U |=p

q − ecc(U) .

The weighted anti-(p, q)-center is a p-subset with the largest weighted q-eccentricity:

max
U⊂V,|U |=p

q − ecc(U) .

If the set S does not contain all q-element subsets or there are some restrictions on the
set S, then we say that the anti-(p, q)-center is with respect to the set S.

The (p, q)-centers, anti-(p, q)-centers, their mathematical programming models and
the affection of optimal solution by the form of set S will be studied in our next paper
which is prepared for publication.

4 CONCLUSIONS

The topic, studied in our contribution, includes various types of subproblems. One of
them - the weighted anti-p-center problem - is solved in this paper. We suppose that this
simple model is convenient for uncomplicated real problems. However, its generalisations
(such as anti-(p, q)-centers) could be a good approximation of large real problems related
to location of obnoxious facilities. The p−maxmax algorithm seems to be a very good
starting heuristic algorithm for the mentioned problems, but this will be the topic of our
next paper.
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Abstract: In this paper, we analyse the simultaneous use of three different constraints in the original 

Intramax procedure, namely, the contiguity constraint, the maximum-share-of-intra-regional-flows 

constraint, and the minimum-coefficient-of-variation constraint. While the second constraint gives 

singleton regions, the last one forces the basic data unit with the highest population of flows as an 

individual region and up to a relatively small number of big functional regions. 

 

Keywords: Intramax, constraints, functional region, functional regionalisation. 

 

1 INTRODUCTION 

 

The Intramax method was first developed by Masser and Brown [19] for the purpose of 

analysing the structure of flows in a square interaction matrix [2]. In such a matrix, interaction 

flows – like commuting or migration flows, journeys to school, shopping or recreation, traffic 

and passenger flows by land/sea/air, money flows, commodity flows, telephone traffic, 

information flows, gas/water/electricity flows, etc. – are recorded within and between a single 

set of areas, zones, regions or basic data units (BDUs). The Intramax procedure seeks “to 

maximise the proportion of the total interaction which takes place within the aggregations of 

basic data units that form the diagonal elements of the matrix, and thereby to minimise the 

proportion of cross-boundary movements in the system as a whole” [19:510]. 

The objective function of Masser and Brown [19] has been improved by Hirst [10] – to take 

into account the influence of the row and column totals on the residual values that appear in 

the objective function – and later by Brown and Pitfield [2] – to simplify the form:   

 
* *

Max 
ij ji

i j
ij ji

a a
Z

a a
   (1) 

where 
ija  is the observed value of the cell entry in the ith row and the jth column in the 

interaction matrix, after it was standardized, so that 

 1ij

i j

a   (2) 

and the expected values are calculated as follows 

 *

ij pj iq

p q

a a a    (3) 

 *

ji pi jq

p q

a a a   (4) 

It should be noted that: (a) the procedure maximizes the proportion within the group interaction 

at each stage of the grouping process (it is a heuristic procedure which does not guarantee a 

globally optimal solution to the partitioning problem), and (b) the inner flows, i.e. the values 

on the main sub-diagonal matrices of the partitioned matrix, should be taken into account of 

the row and column totals all the time.  

The objective function (1) is implemented in Flowmap, which is a software package for 

analysing and displaying interactions or flow data. This is the reason, beside its relative 

simplicity, why the Intramax method has been used so many times to analyse functional regions 

(FRs) of so many different kinds of interactions at very different consideration levels; e.g. for 

labour market areas delineation [7, 15, 17, 18, 20, 24], for housing market area delineation [1, 
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9, 11, 12], for commodity market delineation [2], for world’s trade blocks delineation [14, 26], 

for functional economic regions delineation [21, 22, 23], in telecommunication analysis [8], to 

identify possible administrative or statistical regions [4, 25], or transport regions [16], in 

(allocation) analysis of services [5, 6], etc.  

In this paper, we analyse the (simultaneous) use of three different constraints in the Intramax 

procedure using the objective function (1); namely the contiguity constraint, the maximum-

share-of-intra-regional-flows constraint, and the minimum-coefficient-of-variation constraint. 

Here two facts should be noted, (a) the implementation of the spatial contiguity constraint can 

dramatically increase the complexity of the problem [13]; (b) while the spatial contiguity 

constraint is the often used constraint in the Intramax applications, the two other here suggested 

and tested constraints have not been applied in this hierarchical aggregation procedure yet. 

 

2 METHODOLOGY 

 

To test the simultaneous use of three constraints in the Intramax procedure, we developed a 

programme code in Mathematica 10.1. We strictly applied the constraints that could be 

calculated solely by interaction flows. In each stage of the grouping process, we implemented 

the use of the objective function (1) and a chosen combination of constraints. The procedure 

seeks for the maximum value of objective function (1) until the chosen combination of 

constraints is satisfied. The following constraints have been applied: (a) the spatial contiguity 

constraint, _C SC , which ensures that only adjacent regions are grouped together; (b) the 

higher-share-of-intra-regional-flows constraint, _C HF , which ensures that those regions are 

grouped together that gave a higher share of the intra-regional (inner) flows; and (c) the lower-

coefficient-of-variation constraint, _C LCV , which ensures that grouping of regions gives the 

lower coefficient of variation of intra-regional flows. 

Ad (a) Spatial contiguity is often translated into a network tree generation problem to check 

the validity of contiguity. Regions and their adjacency relationships are expressed as nodes and 

edges in terms of a graph, so that a region is verified as contiguous only if there is at least one 

path connecting all the spatial units within the region or if all the spatial units within the region 

are connected to the tree structure [13]. In our programme, the spatial contiguity is checked by 

the depth-first search (DFS) algorithm [3].  

Ad (b) The higher-share-of-intra-regional-flows constraint, _C HF , forces seeking the 

maximum value of (1) until 
1

1
10

old
new old

IRFC
IRFC IRFC

n

 
   
 

; where newIRFC  is a virtual 

share of inner flows after aggregation of two candidate regions, oldIRFC is a share of inner 

flows before aggregation, 
1

1
10

oldIRFC

n


  is a parameter defined heuristically that ensures that 

the change of IRFC  is significant, and n  is the dimension of the interaction matrix at each 

stage of the grouping process. 

Ad (c) The lower-coefficient-of-variation constraint, _C LCV , forces seeking the 

maximum value of (1) until ( ) ( )new oldCV IRFC CV IRFC ; where ( )newCV IRFC  is a virtual 

coefficient of variation of inner flows after aggregation of two candidate regions, and  

( )oldCV IRFC  is a coefficient of variation of inner flows before aggregation. 

The inclusion of constraints in the Intramax procedure was analysed by the processing time 

(at computer: Intel i7-4771 CPU @ 3.50GHz, RAM 16GB, WolframMark Benchmark Score: 

1.78), by the share of intra-regional (inner) flows, by the numbers of singleton and isolated 

regions, by the number of aggregation steps where a combination of constraints was applied, 
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by the number of searching steps until the combination of constraints was satisfied, as well as 

by surveying geographic results. Before performing each aggregation procedure, we stopped 

the local kernel. 

In the application, we analysed the inter-municipal labour commuting flows in 2011 in 

Slovenia. The dimension of the interaction matrix was 2 2210N  . The total number of steps 

to aggregate all municipalities into only one FR was ( 1N  ), i.e. 209 steps. Out of a total of 

44,100 cells in the matrix, there were 31,557 (71.56%) empty cells. In 2011, there were 778,776 

labour commuters in total, but only 388,376 (49.87%) of them commuted between 

municipalities. The maximum inflow of 109,884 labour commuters (28.29% of all inter-

municipal flows) terminated in the biggest employment centre of Slovenia (Ljubljana), while 

the outflow from Ljubljana was 16,027 labour commuters (4.13% of all inter-municipal flows).  

 

3 RESULTS 

 

Tab. 1 shows statistics on modelling 209 to 1 FRs using the Intramax procedure and a 

combination of constraints. The fastest result was obtained without using any combination of 

constraints, and the slowest one by using all three constraints simultaneously. In terms of single 

constraints, _C HF loaded the processor the most, and _C SC the least. 

Using _C HF  and _  AND _C SC C HF  (simultaneous use of both constraints, _C SC and 

_C HF ) give singleton regions (SR), i.e. BDUs that are aggregated just at the end of the 

procedure; here, singleton regions are municipalities with a very small number of outgoing and 

ingoing flows, mostly located at the border of Slovenia. 

The occurrence of isolated BDUs/regions, IR, is not desired at the latter stages of the 

aggregating procedure. Constraints _C LCV  and _  AND _C SC C LCV  force Ljubljana to 

stay an IR even in the system of 13 FRs. It stays also as an IR after 189 steps of aggregation 

(system of 21 FRs) if no constraints are used or if using _C SC . Otherwise, Ljubljana 

aggregates together with surrounding BDUs/regions much earlier. 

By registering a number of steps of the aggregation procedure where a combination of 

constraints has been applied, we measured the deviation of the chosen procedure from the 

original Intramax procedure. The lowest deviation is obtained using solely the _C SC  

constraint: in this case two small, adjacent municipalities are forced to aggregate together just 

one step earlier (in the 3rd step) than in the procedure without the constraint (in the 4th step). 

However, the results of the 4th step of aggregation are equal for both procedures. A small 

deviation from the original procedure is shown also when using _C LCV  where only 16 steps 

of aggregation were forced no earlier than at the 190th step (moreover, later, 3 aggregation steps 

did not use _C LCV ). The use of the _C HF  constraint that should ensure higher intra-

regional flows – what should be the main objective of the Intramax method – gives the 

maximum deviation from the original procedure. Here, in each of 203 steps of aggregation 

procedure, 21 searching steps had to be done on average to satisfy the constraint. Consequently, 

the use of _C HF  influences the results/statistics in combination with other constraints. 

The original Intramax procedure should seek to maximise the proportion of the total 

interactions which take place within the aggregations of basic data units that form the diagonal 

elements of the matrix [19]. For this reason, we measured the performance of chosen 

constraints by the share of intra-regional flows (see Fig. 1). In all cases, the use of the _C HF  

constraint gives the best results: it gives FRs with the highest share of inner flows. But, when 

_C HF  is combined with _C LCV  and _  AND _C SC C LCV , the share of inner flows 

becomes lower for a small number of larger regions (from 44 FRs to 2 FRs). For a high number 

of small FRs (up to 21 FRs), performing the Intramax procedure without the constraint(s)  
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( _C no ), the use of _C SC , _C LCV  and _  AND _C SC C LCV constraints gives the same 

results. For 20 FRs and bigger ones, the original objective function with no constraints as well 

as the use of the _C SC  constraint give FRs with a higher share of intra-regional flows than if 

using the _C LCV  constraint. 

 

Table 1: Statistics on modelling functional regions using the Intramax procedure and constraints 
 

 

(I) 
_C no  

(II) 
_C SC  

(III) 
_C HF  

(IV) 
_C LCV  

(V) 
_C SC  

AND 
_C HF  

(VI) 
_C SC  

AND 
_C LCV  

(VII) 
_C HF  

AND 
_C LCV  

(VIII) 
_C SC  

AND 
_C HF  

AND 
_C LCV  

PT [s] 13.70 13.97 33.92 14.53 34.59 14.31 33.92 35.45 

SR 0 0 6 0 6 0 0 0 

IR(Lj) 21(0,0) 21(0,0) 35(8,6) 13(0,0) 35(8,6) 13(0,0) 36(14,0) 36(14,0) 

TNAS 0 1 203 16 203 60 208 208 

FAS NA 3 1 190 1 (3)190 1 1 

LAS NA 3 203 208 203 206 208 208 

0AS NA 0 0 3 0 (189)3 0 0 

TNSS NA 1 4219 63 4273 60 4769 4823 

Geography Logical Logical 
Logical 

(but SR) 

Logical 

(but IR(Lj) 
and SD) 

Logical, 

but SR 

Logical 

(but IR(Lj)) 
Non-logical Non-logical 

 

Legend and notes: FR – functional region; SFR – small functional region; LFR – large functional region; SD – spatial discontinuity; _C no  

– performing the Intramax procedure without the constraint(s); _C SC  – spatial contiguity constraint; _C HF  – higher-share-of-intra-

regional-flows constraint; _C LCV  – lower-coefficient-of-variation constraint; PT [s] – processing time in seconds (together with reading 

data and calculating different statistics); SR – number of singleton regions; IR(Lj) – the notion about Ljubljana as an isolated region at the 

highest possible step of aggregation as a number of total FRs (the number of other IRs/the number of SRs); TNAS – the total number of 

aggregating steps where a combination of constraints has been applied; FAS – the first step of aggregation where the combination of constraints 
has been applied; LAS – the last step of aggregation where the combination of constraints has been applied; 0AS – the number of aggregating 

steps in the group of applied constraints (between FAS and LAS) where no constraints were applied; TNSS – the total number of searching 

steps (of the highest values of the objective function) until the combination of constraints was satisfied; Geography – a short notation about 
the geographical results of functional regionalization. 

 

 
 

Figure 1: Share of intra-regional flows in relation to the number of functional regions 
 

3 DISCUSSION AND CONCLUSIONS 

 

The original Intramax objective function (1) gives reasonable results regarding FRs. When 

using labour commuting data, the use of the spatial continuity constraint ( _C SC ) is not needed 

while the only differences are shown, just for a while, for a very high number of small FRs. 

But, the original Intramax procedure lacks from delineating large urban areas that are 
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disaggregated into smaller urban and adjoining suburban/rural FRs, as has been already shown 

in [7, 9, 18, 19, 20, 21, 22, 23]. The use of the higher-share-of-intra-regional-flows constraint 

( _C HF ) gives better results regarding the share of inner flows, but it delineates singleton 

regions. For larger FRs, and if ignoring singleton regions, the original Intramax procedure and 

the procedure with the _C HF  constraint give similar results (see Fig. 2), but the geography 

is different for smaller FRs. 

The use of the _C LCV  constraint forces to aggregate FRs with a similar share of intra-

regional flows. For this reason, a BDU with a much bigger population than others (in our case 

Ljubljana) stays isolated for a long time before enlargement of other FRs. The second important 

disadvantage of using _C LCV  is the spatial discontinuity for 2 to 4 FRs; but, this can be 

solved by using the combination of _  AND _C SC C LCV  (see also Fig. 1). The combinations 

of _  AND _C HF C LCV  and _  AND _  AND _C SC C HF C LCV  constraints give 

geographically unexpected and unacceptable results for larger FRs. 

In this paper, we have demonstrated the simultaneous use of constraints in the Intramax 

procedure for hierarchical aggregation of basic data units according to the interaction flows. 

While the use of the spatial continuity constraint has been included in the procedure already 

from the very beginning [19], this is the first time that the other two constraints are included in 

the Intramax procedure. 

Recently, Koo [15] suggested using a different objective function with the spatial continuity 

constraint. So, future research could be expanded to couple the use of different objective 

functions in the same procedure together with the constraints. 
  

 
 

Figure 2: (a) Seven functional regions using the original Intramax procedure, and (b) thirteen functional regions 

using the Intramax procedure with the higher-share-of-intra-regional-flows constraint ( _C HF , singleton regions 

are denoted by intensive colours), inter-municipal labour commuting flows, Slovenia, 2011. 
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Abstract: The optimal allocation of orders to a transport fleet is an important task for 

functioning of different types of medium-sized enterprises. This problem was analysed using 

Monte Carlo simulation in [3]. In this paper we deal with a related task: the route 

optimization for visiting the firm's customers. We model this task using the Traveling 

Salesman Problem (TSP). The method to solve this small scale TSP must provide near-

optimal solutions in reasonable time when running on existing computers in Small and 

Medium Enterprises (SMEs). For this practical application we start by analysing Brute Force 

Search (BFS), and comparing its performance to other methods.  

 
Keywords: TSP, Brute Force Search Algorithm, Heuristic, Practical Application.  
 

1 INTRODUCTION  
 

According to the Spanish Ministry of Industry, Energy and Tourism in 2014 the 99.88% of 

the Spanish firms were SMEs
1
 (less than 249 employees). From this percentage, 95.7% were 

micro-enterprises (less than 9 employees). On the other hand, the European Commission 

reported that the transport and storage services sector accounted for about 4.9% of the total 

Gross Value Added (GVA) in the EU-27 in 2010
2
. 

 Transport and associate costs also represents a crucial factor for an enterprise and 

according to the Establish United Logistics Group, in 2007 the logistic cost represented 

9.74% of the total sales for American firms and the 8.39 % for European ones. Several 

attempts have been made to reduce this cost. 

Among these attempts, one can find the Vehicle Routing Problem (VRP). The VRP 

definition states that m vehicles initially located at a depot are to deliver discrete quantities 

of goods to n customers. Determining the optimal route used by a group of vehicles when 

serving a group of users represents a VRP problem. The VRP is one of the most popular 

problems in combinatorial optimization and has been thoroughly studied in several papers 

[5, 7, 12]. The VRP is NP-hard, and it includes the Traveling Salesman Problem (TSP) as a 

special case when the number of vehicles equals to 1 and its capacity is = ∞ [6].  

TSP has thus been applied to solve routing problems, like the vehicle routing 

problem for 28 Dutch cities [9].  Also, in [3] a Monte Carlo Simulation was applied to 

allocate orders to a fleet of transport in a typical case of a Capacitated Vehicle Routing 

                                                 

1  http://www.minetur.gob.es/energia/en-US 

2  http://ec.europa.eu/transport/facts-fundings/statistics 
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Problem (CVRP). In practice, the CVRP turns out to be significantly harder to solve than the 

TSP, but both of them pursuit an efficient use of the enterprises’ resources. 

The work in this paper considers a Spanish SME with one salesman who has to visit 

the firm’s customers located in 21 cities of Spain. This firm collects orders until Monday 

morning and after that the salesman has to start travelling to visit them. As a consequence 

this salesman needs a specific application which must be able to give the order of visiting of 

the customers in a maximum computational time of 1 hour (early Monday morning). Both 

the real distances between these cities and the needed time to drive to them can be obtained 

for this salesman using Google Maps. However, the order to visit them for optimizing cost 

(and time) is a “hard problem” for this company. Also, it will become even a harder one if in 

future the company grows (e.g. its customers are located in the 51 largest Spanish cities). 

As discussed above, a small scale Travelling Salesman Problem [10] is presented and 

the enterprise has to solve it with limited computational resources. This situation is presented 

usually in a working day in many companies and the dilemma for most of the them is 

whether to choose an exact solution which requires large computational time, or an 

approximate solution which requires a shorter time. For this reason our aim is to design a 

specific method for the small scale TSP problem, and illustrate its application for SMEs. 

   We want to check if obtaining the exact solution of the TSP problem for an SME with 

21 customers is possible in a reasonable time. In case it is not, we are interested in obtaining 

a near-optimal solution, using some heuristic method. To compare the results obtained with 

the proposed methods, a TSP solver will be used.  

 In the rest of this paper, we first describe the TSP problem and provide a short 

classification of it variants. Then, we outline and present our method, followed by an 

illustration of its application. Finally, we outline the conclusions and plans for future 

research. 

 

2 THE TRAVELING SALESMAN PROBLEM  
  

TSP was first proposed by [2] and is one of the most popular and most studied problems 

from the NP set. Its solution has a wide applicability in a variety of practical fields and 

therefore there have been many efforts in the past to provide efficient solutions for the 

problem, both exact and approximate.  

 

2.1 Classification of TSP 
 

Broadly, the TSP can be classified as symmetric travelling salesman problem (sTSP), 

asymmetric travelling salesman problem (aTSP), and multi travelling salesman problem 

(mTSP). In the sTSP, given an n by n symmetric matrix of distances between n cities, the 

task is to find a minimum-length tour that visits each city exactly once. In the sTSP the 

distance between cities is the same in each direction, forming an undirected graph and 

having a route and its reverse.  

In the mTSP m salesman located at a single depot representing the starting and 

ending point have to visit just once all the customers. It can be generalized to a wide variety 

of routing and scheduling problems, i.e., the School Bus Routing Problem [11]. Different 

instances of the TSP are also divided into different classes based on the type of graph in 

concern or how to consider the distances between the cities.  

With the aim of finding exact or near-optimal solutions for this practical application 

to a small scale symmetric TSP, an algorithm based on Brute Force Search is presented and 

analysed in this work. 
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3 DESIGN OF AN ALGORITHM BASED ON BRUTE FORCE SEARCH  
 

The brute force search (BFS) approach systematically visits all possible routes for the 

traveling salesman. It does a so called exhaustive search. As the size n of the graph increases, 

the time required for the exhaustive search to finish increases exponentially [10]. This poses 

a limitation on the size of the graph that BFS can handle. 

In order to illustrate this limitation, we have applied the BFS method on random 

complete graphs with different sizes (different number of nodes, n). The duration of the 

method is shown (in minutes) in Figure 1. The exponential increase of the amount of time 

needed is clearly visible here. In particular, for our 21 city problem, the BFS method 

required approximately 3 days to find the exact optimum for the TSP on a modern-day PC. 

Figure 1: The duration of BFS method on random graphs of different sizes.  
 

Having this fact in mind, our aim is to use some intermediate (near-optimal) solutions 

that the BFS provides. In particular, our aim is to split the searching of solutions into two 

phases. The first phase will use an intermediate solution provided by the BFS method, within 

some time limit. In the second phase the tour constructed will be improved, by using 

heuristic approaches such as 2-opt and 3-opt tour improvement. This two-step procedure 

could be understood as a global search, with local refinement of the obtained solution. 

In the following text, we first discuss the tour construction, which provides the near-

optimal solution, and then the tour improvement. 

 

3.1 Tour construction 
 

In this context we use the BFS method for the TSP problem, and we consider only the 

Symmetric TSP (sTSP) problem [8]. As we said, due to the exponential time requirements of 

BFS, we are going to use some of its intermediate solutions. However, to make sure that  at 

least one solution will be produced within the time limit, we employ two modifications to 

the classical BFS method. 

Adding a Greedy Heuristic. In the literature, a fast greedy heuristic is frequently used: the 

algorithm starts with a tour containing a chosen city and then always adds the closest 

unvisited city [4]. The algorithm stops when all cities are included in the tour. We have  

incorporated this heuristic in our BFS search. This heuristic changes the order of visiting of 

the not-yet-visited nodes: first visit the closest node, and then the rest. This strategy is shown 

in line 9 of Algorithm 1, where the pseudocode of the algorithm used can be seen. 

Search pruning. Additionally, we employ the technique of pruning during the search: if the 

tour length is already longer that the global optimum, we discard the last visited node, and 
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consider a new node for visiting. This is shown in line 12 of Algorithm 1. We use the 

abbreviation BFScn for the BFS method with two modifications: closest neighbour heuristic 

and pruning. The final method is outlined in Algorithm 1. 

 

Algorithm 1: The pseudocode for the BFScn tour construction method. 
 

 

3.2 Tour improvement 
 

To refine the tour previously constructed, an improvement heuristic can be applied. In this 

paper we have chosen a simple k-opt heuristic for the TSP [10] which modifies an existing 

tour in order to reduce its length. In particular, to improve the solution a 2-opt and 3-opt 

exchange heuristic has been applied. 

 

 
Figure 2: Tour improvement: (a) a 2-opt move and (b,c) the two variants for a 3-opt move. 

 

The 2-opt algorithm removes two edges from the already generated tour, and 

reconnects the two new paths created. The reconnection is done in such a way to keep the 

tour valid (see Figure 2 (a)) and the move will be performed only if the new tour is shorter 

than the older one. The algorithm repeats this procedure until no better solution is found 

obtaining a 2 optimal tour. When dealing with the 3-opt algorithm the number of removed 

edges is three. There are two variants to perform the reconnection, as shown in Figure 2 (b) 

and (c). The k-opt tour improvement idea was further improved by an algorithm which 
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discovers moves with large values of k [10, 1]. It is worth noting that, the performance of 2-

opt or 3-opt heuristic mainly depends on the tour generated by the tour construction, i.e. the 

first step. 

We have implemented the tour improvement as an iterative method. In each iteration 

we systematically check every pair of nodes for the 2-opt and every triple of nodes for the 3-

opt heuristic. At the end of the iteration, we select the particular 2-opt or 3-opt move which 

produces the lowest tour length. As noted before, the iterations are performed as long as we 

get shorter tours. 

 

4 APPLICATION 
 

Data. We test our approach using data for the distance (and duration of travel) between 

Spanish cities, where the customers of the SME are located. We have obtained the data using 

the Google Distance Matrix API
3
. The inputs to this service are the locations of the cities (or 

names in the case we are not interested in precision), and the outputs are the distance and 

duration data in XML format. For the purpose of obtaining and transforming the data to a 

matrix format, we use the scripting language Python. Using this procedure we obtained two 

sets of data, one smaller and the other larger: a) a set of 21 Spanish cities and b) a set of 51 

Spanish cities. 

It is also worth noting that the distances provided were not only distances of “direct 

roads”, but also roads visiting several other cities. For instance, the distance provided by this 

service, for travel between Madrid and Barcelona was 619 km. However, in reality there is 

no direct road connecting them and the route must pass through Zaragoza. This is why we 

transformed the complete graph, by removing some roads, which in reality were not direct. 

This means that the graph representing the problem is not a complete graph, i.e. some cities 

are not connected directly, as illustrated in Figure 3. 

 
Figure 3: The dataset of 21 Spanish cities. 

 

Methods. We implemented the BFScn and the 2-opt and 3-opt tour improvement approaches 

in Python and tested it on both sets of data. We reported the length of the tour found and the 

time required. 

                                                 

3
  � 

https://developers.google.com/maps/documentation/distancematrix/ 
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We also compared the BFScn approach to a TSP solver made available within the 

Google's Operations Research tools (OR-TOOLS)
4
. OR-TOOLS are a freely available piece 

of software which uses constraint programming (CP), and have their own CP solver. Their 

TSP solver uses a “cheapest addition” heuristic to generate tours, and uses local search to 

improve them. 

However, the constraint programming technique used is quite different from the 

standard imperative one. This means that any modification or extension of the code (for 

example for a different version of TSP) would require knowledge of CP and Google's CP 

solver. It would be hard to imagine that a typical SME employs an expert for this specialized 

type of programming, for potential modifications to this tool. 

 

Results. After running the BFScn method for a maximum of 1 hour, we extract the 

intermediate solutions, and apply the tour improvement methods. It is visible in the second 

column of Table 1 that the particular solutions are obtained very fast (in less than 1 minute), 

and in the remainder of the 1 hour time limit BFScn cannot improve them. This is due to the 

closest neighbour heuristic. Also, when comparing the third and fourth columns of Table 1, 

we can see that the 2-opt and 3-opt tour improvements result in solutions very close or 

identical in length to the solutions of OR-TOOLS. This shows the usefulness of the method 

proposed here. The total time required to travel the 21 cities is 45.66 hours and this could 

potentially be handled by one salesman during one working week. 

 

Table 1: The results of the application of BFScn and OR-TOOLS to the two datasets of Spanish cities. 
 

6 CONCLUSIONS 
 

This paper dealt with the problem of obtaining solutions for a small-scale TSP, in the context 

of a Small and Medium Enterprise (SME). The first conclusion was that obtaining the exact 

solution was not possible in reasonable time, even for a small scale problem. Because of this, 

a methodology based on the Brute Force Search was presented, for obtaining near-optimal 

solutions. It incorporates a useful closest neighbour heuristic, and uses tour improvement (2-

opt and 3-opt exchange strategies) to increase the quality of the obtained solution. The 

methodology showed similar or identical results to a Google's OR-TOOLS solver.  

 Also, this paper discussed and illustrated the applicability of the methodology for 

SMEs, by considering two datasets, of 21 and 51 Spanish cities. Finally, this paper outlined a 

possible way to obtain distance and duration data for travel between towns and cities, using 

the Google Distance Matrix API. 

 Future research will further explore the link between VRP and TSP, considering the 

working hours of the salesman, for the small scale TSP. With this aim, future work could 

calculate the TSP route and split it in daily stages, taking into account that at the end of the 

day, the salesman has to sleep in one of the cities. 

                                                 

4
  � 

https://github.com/google/or-tools 
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Abstract: Frequently used criteria in public service system design are minimizing of cost for locating 

facilities or minimizing the distance between user and located facility. A utility of the public service 

system for the user may not be directly proportional to the distance between user and service center. 

There are also some services, where the utility decreases rapidly behind the given border. This paper 

deals with the function which expresses the utility of the public service systems for the users. We 

investigate how the change of the function parameter influences the properties of the function. We 

solve the p-median problem for input data and different values of the parameter. 

 

Keywords: p-median problem, public service system, utility. 

 

1 INTRODUCTION 

 

In to this contribution we deal with a designing process of a public service system. Public 

service systems are usually established to provide public with some obligatory service. The 

servicing facilities are located at places called service centers and a user demand is covered 

either by delivering the service to the demand location or the user has to travel to the nearest 

service center to satisfy his demand for service. The way of demand satisfaction depends on 

the sort of service, which can consist of school attendance, visiting some office of a public 

administration system or visiting some health center. 

In these cases a user usually travels to the nearest service center. In the other cases a 

service facility must travel from center location to the user’s location. These cases involve 

the emergency systems as medical emergency system, fire brigade system and others. 

The objective used in the public service system design is to deploy the given number of 

service centers or facilities in a set of possible locations so that the resulting effect of the 

service providing is as big as possible. 

The notion of „resulting effect” depends on the criteria, which are applied on the system 

design. Mostly the sum of distances from user to the nearest service center is minimized. This 

criterion can be modified by considering travel time or cost instead of the distance. Within 

this contribution, the criterion is generalized and sum of general utility perceived by the 

individual system users is maximized. 

 

2 THE p-MEDIAN PROBLEM WITH SERVICE UTILITY FUNCTION FOR USER 

 

A user considers his access to service optimal, if his location coincides (is in proximity) with 

location of a service center. In this situation the user perceives the maximal utility of the 

system. Utility of system for given user decreases with increasing distance to the nearest 

service center.  

Nevertheless, the same distance from the nearest center does not mean the same portion of 

perceived utility, if different service is considered. Service center of some service system 
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(e.g. an office of on public administration system) is visited by an average user one in a 

year’s period. In such case, a longer distance to the service center does not represent a 

substantial decrease of system utility, contrary to the daily demanded service. There are also 

sorts of service, which are useful for a user only if the user lies in a given threshold radius 

from a service center, and the utility sharply drops to zero outside the radius.  

In this contribution, we express the perceived user’s utility by a decreasing function of the 

user’s distance from the nearest service center. The shape of the function is determined by 

two parameters. The first one is the critical radius, which is a threshold dividing domain of 

the distance into parts of high and low utilities. The second parameter T is so called shaping 

parameter, which influences the slope of the function decrease and behavior of the function, 

which can change from almost linear to jump form. 

In the following computational study, we evaluate the influence of the parameters on the 

objective function value of the optimal design of the public service system. In addition, we 

try to explore, which values of the shaping parameter T are suitable for the medical 

emergency system and which ones can be used for service systems, where a longer time of 

service accessibility is acceptable. 

The result obtained by utility maximization will be compared to the results obtained by 

solving the problem of minimization the sum of the distances from individual users to the 

nearest service center.  

The used utility function of a time – distance t follows: 

 𝑢(𝑡) =
𝑐0

1+𝑒
𝑡−𝑡𝑐𝑟𝑖𝑡

𝑇

 . 

The variable t corresponds to the time of service delivery. The parameter tcrit is the above 

mentioned threshold or critical radius. If the delivery time t exceeds the threshold, then the 

utility sharply drops to the zero value. The positive parameter T influences the shape of the 

function u(t) so that it makes the form of the function near to linear dependence if the 

parameter T takes a bigger value. 

The function u(t)  obtains the maximal value at the point t = 0 on the range of non-

negative values of t. The function is decreasing and the point t = tcrit it changes the concave 

characteristic to convex one. 

In the following numerical experiments, we will use a normalized form of the utility 

function, where the parameter c0 is determined by the expression 

 𝑐0 =  1 + 𝑒
−𝑡𝑐𝑟𝑖𝑡

𝑇  . 

Then, the utility function gets the value of 1 for t = 0. 

Objective of the designing process is to locate at most p service centers so that the sum of 

all utility values perceived by individual users is maximal. The problem can be formalized in 

the following way. 

Let I denote a finite set of possible center locations and J denote a finite set of user’s 

locations. User’s location jJ is shared by bj users. The time-distance between locations iI 

and jJ is denoted as tij and the utility value corresponding to this time-distance is denoted as 

uij =  u(tij). 

To formulate mathematical programming model of the problem, we introduce two series 

of decision variables. The variable yi  {0, 1} for iI models decision on locating or non-

locating a service center at the location i. The variable takes the value of one if a service 

center is located at i and it takes the value of zero otherwise. 

The second series of decision variables consist of allocation variables zij {0, 1} for i  I 

and j  J. The variable zij takes the value of one if the user’s location j is assigned to the 

possible service center location i, and it takes the value of zero otherwise. 
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The model can be constituted as follows. 

𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒    𝑈 = ∑ ∑ 𝑏𝑗𝑢𝑖𝑗𝑧𝑖𝑗𝑗∈𝐽𝑖∈𝐼  (1) 

𝑆𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜   ∑ 𝑧𝑖𝑗𝑖∈𝐼 = 1 for j  J (2) 

     𝑧𝑖𝑗 ≤  𝑦𝑖 for i  I, j  J (3) 

     ∑ 𝑦𝑖𝑖∈𝐼 ≤ 𝑝  (4) 

     𝑦𝑖 ∈ {0,1}  for i  I (5) 

     𝑧𝑖𝑗 ∈ {0,1}  for i  I, j  J (6) 

The maximized expression (1) defines so called system utility U.  

Constraints (2) ensure that each user’s location j is assigned to one of the possible center 

location for service.  

Link-up constraints (3) assure the implication that if user’s location j is assigned to 

possible center location i for service, then a service center must be placed at the location. 

The constraint (4) enables to locate at most p centers and obligatory constraints (5) and (6) 

allow the variables to take only the values of one or zero. 

 

3 COMPUTATIONAL STUDY OF PUBLIC SERVICE SYSTEM DESIGNING 

 

The computational study was performed on self-governing region of Zilina using its road 

network to obtain the time-distances among dowelling places of the region. The region 

contains 315 dwelling places, which represent the set J of user’s locations. One hundred of 

most populated villages were chosen to constitute the set I of possible center locations. 

Studied instances were derived from the original emergency health care system which 

consists of 36 ambulance vehicles deployed in the 29 dwelling places of the region. As our 

model does not allow to place more than one facility at one location, the derived instances 

considered p=29. For this experiment, we used bj=1, for jJ. Based on the original 

emergency health care system, where recommended service access time varies from fifteen to 

twenty minutes, we suggested tcrit = 20 for the first series of experiments. 

The second and the third series of experiments were performed for tcrit = 60, which 

corresponds with recommended access time of common health care. The above-mentioned 

instances were solved for different values of the shaping parameter T. The parameter T varied 

over the range {3, 6, 9, ..., 39} in our experiments. 

For comparison, the individual instances were reformulated as the p-median problem, 

where time-distances tij weighted by the coefficients bj were used to constitute the minimized 

objective function. 

In the both cases, i.e. the classical p-median and maximal utility service system design, the 

solution consists of the service center locations.  

Each such solution can be evaluated accordingly to the objective function (1), which 

determines the system utility, and it can be also evaluated as objective function of the p-

median problem, i.e. sum of weighted time-distances from each user’s location to the nearest 

service center. This sum of time-distances will be referred as the total of time-distances.  

Table 1 shows the solutions of series for p = 29 and critical parameter tcrit = 20, tcrit = 40 

and tcrit  = 60. 

In the column “Value of the objective” of the table, there are objective function values of 

the utility, which correspond to different values of the parameter T. In the column “Total of 

the time-distances”, there are given the sums of time-distances from user to the nearest 

service centers (such as in classical p – median problem).  
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For comparison, the bottom row contains objective function values of the optimal solution 

of the associated classical p – median problem for p = 29. 
 

Table 1: Results for the maximization of utility 
 

tcrit=20, p = 29 tcrit=40, p = 29 tcrit=60, p = 29 

T Value of the 
objective 

Total of the  
time distances T Value of the 

objective 
Total of the 

time distances T Value of the 
objective 

Total of the 
time distances 

3 305.86 2 161 3 314.99 2 161 3 315.00 2 153 

6 287.87 2 143 6 313.79 2 151 6 314.96 2 151 

9 280.24 2 143 9 310.06 2 151 9 314.45 2 151 

12 278.94 2 143 12 305.92 2 143 12 313.16 2 143 

15 280.07 2 143 15 302.73 2 143 15 311.45 2 143 

18 282.01 2 143 18 300.65 2 143 18 309.71 2 143 

21 284.11 2 141 21 299.46 2 143 21 308.20 2 143 

24 286.16 2 141 24 298.87 2 143 24 306.99 2 143 

27 288.04 2 141 27 298.69 2 143 27 306.07 2 143 

30 289.75 2 141 30 298.76 2 143 30 305.42 2 143 

33 291.29 2 141 33 298.99 2 143 33 304.97 2 143 

36 292.67 2 141 36 299.33 2 141 36 304.68 2 143 

39 293.92 2 141 39 299.71 2 141 39 304.52 2 143 

Classical p-median problem, p = 29 2 141    

 

The value of the system utility decreases only to a certain value of the increasing shaping 

parameter T. If tcrit = 20, U(tcrit, T) decreased for T < 12 and it increased for T > 12. If tcrit = 

40, U(tcrit, T) obtained its minimal value for T = 27. In our experiment, the value of U(tcrit, T) 

decreased for all parameters T when tcrit = 60 (i.e. U(tcrit, T) obtains its minimum for T > 39). 

In the table 2, the values of the system utility U(tcrit, T)  are compared for the parameters 

tcrit = 20 and tcrit = 60. 
 

Table 2: Differences between the objective function values U(tcrit, T) for tcrit = 20 and tcrit = 60 
 

T U,  tcrit=20 U,  tcrit=60 Differences Differences in % 
3 305.86 315.00   9.14  2.99 

6 287.87 314.96 27.09  9.41 

9 280.24 314.45 34.21 12.21 

12 278.94 313.16 34.22 12.27 

15 280.07 311.45 31.38 11.20 

18 282.01 309.71 27.70  9.82 

21 284.11 308.20 24.09  8.48 

24 286.16 306.99 20.83 7.28 

27 288.04 306.07 18.03 6.26 

30 289.75 305.42 15.67 5.41 

33 291.29 304.97 13.68 4.70 

36 292.67 304.68 12.01 4.10 

39 293.92 304.52 10.60 3.61 
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Having analyzed the above-mentioned solutions in details, we have found that the time-

distance between the worst situated user and his nearest located service centers takes the 

same value of 20 minutes in almost all instances.  This inspired us with the idea to perform 

an analysis of time-distances from users to the nearest centers for all obtained optimal 

solutions. These integer time-distances vary from zero to the maximal value of 20 minutes 

and we give their frequencies for individual instances derived from the case tcrit = 20 in the 

table 3. Each row of the table corresponds to one time-distance value and each column 

corresponds with one instance specified by the value of shaping parameter T. The last column 

denoted as p-median contains frequencies of time-distances from the optimal solution of the 

classical p-median problem.. 

The table 3 shows the comparison of the values of the time-distance frequencies for the 

individual user in the system utility U(tcrit, T)  for the parameters T. 
 

Table 3: Frequency of time-distance values, tcrit=20 
 

  T 3 6 9 12 15 18 21 24 27 30 33 36 39 p-
med 

tij   

1 4 4 4 4 4 4 5 5 5 5 5 5 5 5 

2 13 15 15 15 15 15 17 17 17 17 17 17 17 17 

3 13 13 13 13 13 13 14 14 14 14 14 14 14 14 

4 23 24 24 24 24 24 25 25 25 25 25 25 25 25 

5 45 45 45 45 45 45 42 42 42 42 42 42 42 42 

6 30 31 31 31 31 31 32 32 32 32 32 32 32 32 

7 28 28 28 28 28 28 27 27 27 27 27 27 27 27 

8 24 24 24 24 24 24 23 23 23 23 23 23 23 23 

9 27 25 25 25 25 25 23 23 23 23 23 23 23 23 

10 19 19 19 19 19 19 16 16 16 16 16 16 16 16 

11 16 13 13 13 13 13 13 13 13 13 13 13 13 13 

12 6 7 7 7 7 7 8 8 8 8 8 8 8 8 

13 11 10 10 10 10 10 10 10 10 10 10 10 10 10 

14 8 8 8 8 8 8 9 9 9 9 9 9 9 9 

15 4 4 4 4 4 4 5 5 5 5 5 5 5 5 

16 6 6 6 6 6 6 6 6 6 6 6 6 6 6 

17 4 4 4 4 4 4 5 5 5 5 5 5 5 5 

18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

20 1 2 2 2 2 2 2 2 2 2 2 2 2 2 

 

Similar results were obtained for the instances derived for critical radius tcrit = 40 and tcrit = 

60. 

 

3 CONCLUSION 

 

The tables show, that the highest system utility was obtained for the smallest’ value of the 

shaping parameter T and the highest value for system utility U(tcrit, T) = 315 was obtained for 

the parameters tcrit = 60 and T = 3, what is natural property of the utility function u(t).  

The value of system utility U(tcrit, T) grows with the growing critical radius tcrit. The 

improvement of the system utility from 3% to 12% corresponds with change of tcrit from 20 

to 60 minutes.  
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As concerns dependence of the system utility on parameter T, we have found that the 

dependence is a quasi-convex function. Minima of the functions differ for different tcrit 

values. 

As can be seen in the table 1, we can find that the best system utility corresponds with the 

worst value of the total time-distance. In addition, the performance of the total time-distance 

does not follow the performance of the system utility. Whereas the system utility is a quasi-

convex function of shaping parameter T, the total time-distance values monotonously 

decreases to the value of the classical p-1median with the increasing value of T.    

The time-distance between the worst situated user and his nearest located service center 

takes the same value of 20 minutes for all parameters. 

The range of the input data used in solved instances was not large enough to prove that the 

number of the worst situated users can be reduced by usage of suitable utility function. We 

prepare testing of larger instances in our future research.  
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Abstract: Croatia has geo-traffic extremely favorable position in Pan-European transport corridors. 

This paper deals with Croatian maritime freight transport analysis whose current trends are far below 

by their economic opportunities. Comprehensive statistical analysis of Croatian maritime freight 

transport as well as the comparative analysis with neighboring countries have been carried out on the 

real data bases and covers time horizon of the last decade. This research also aims to propose 

priorities among activities necessary to promote Croatian sea transport indeed as an integral part of 

the Schengen area.  
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1 INTRODUCTION 

 

Croatian as well as European development strategies have the same goals based on creation 

and implementation of transport policy as an integral part of a complex policy of sustainable 

development. The biggest step towards achieving this goal recently is definitely introduction 

of the Schengen system. From this point of view accession to the Schengen area becomes a 

strategic Croatian goal. Declaration of readiness to start the Schengen evaluation process has 

been submitted of Government of the Republic of Croatia on March 12
th

 2015 with the hope 

of adopting the European Council decision of the full application of the Schengen acquis 

starting from July 1
st
 2015. [3]. It remains already questionable will this happens. Namely, 

some of the Croatian comparative advantages are becoming fundamental barriers of the 

Schengen evaluation process implementation speed such as for example the length of the 

maritime border which becomes the external Schengen area border.  

Croatia is situated on the west coast of the Adriatic Sea and thus its exit at the 

Mediterranean Sea is also proposed. Croatia has 1.880 km coast line (6.278 km including 

islands) and includes 718 islands and 467 sea reefs. As one of the most developed coastal 

regions in Europe Croatia has a long maritime tradition and maritime sector has always 

played a key role in the economic, trade and social development of the country. 

In the focus of this paper is a new approach of Croatian maritime freight transport 

(CMFT) analysis. Namely, the analysis results have shown that the current trends of CMFT 

were far below by their economic opportunities in every aspect. National or seaports of 

international economic importance in Croatia are Rijeka, Zadar, Šibenik, Split, Ploče and 
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Dubrovnik. They are suitably geographically located so as to facilitate maritime transport 

between Central and Eastern Europe and further South Asia, Australia and further more 

Oceania with Europe (by way of Suez Channel). 

This research of the current CMFT situation and past development failures also aims to 

propose priorities in a series of activities that Croatia necessary has to realize in order to 

promote Croatian sea transport indeed as an integral part of the Schengen area.  

 

2 CROATIAN MARITIME FREIGHT TRANSPORT 

 

2.1 Republic of Croatia in Trans-European Transport Network 
 

Croatia has in the terms of geographical position as well as geopolitical, and therefore in terms of 

geo-traffic extremely favorable position. In the focus of this chapter is Croatian position in 

Pan-European transport corridors. 

Pan-European transport corridors make the roads in the countries of Eastern, South-East 

and parts of Central Europe. Corridors directions serve to enable inland and coastal Europe to 

be connected in the fastest, the most efficient, the safest, the most convenient and the most 

environmentally friendly way. Croatia is one of the few countries which has the privilege that 

through its territory pass four corridor direction; VB, VC, X and XA. These corridors pass 

through the Croatian territory and are an integral part of the Trans-European Transport 

Network (TEN-T). TEN-T Network consists of: VB (TEN-T Mediterranean Corridor), VC 

(TEN-T comprehensive network), X (TEN-T core network) and XA (TEN-T comprehensive 

network). Corridor directions are the way of involving Croatia and its transport system into 

the European transport and economic system. Croatia is the only Adriatic and Mediterranean, 

Central European, Pannonian and Danube country in Central Europe whose territory is direct 

continuation of southeast Europe. Therefore freight transport is mainly oriented to two TEN-

T transport directions: V and X. 

EU and Croatia are firmly connected by mutual economic interests because EU is the most 

important Croatian trading partner. It is the reason of the high degree of causal relationship 

between Croatia and EU economic development which on the other side further contributes 

to the exceptional importance of European regions cohesion. All this implies high importance 

of interconnection between Croatia and other European regions. In this sense, closer 

connection between north Adriatic ports has been achieved by establishing North Adriatic 

Ports Association (NAPA) on March 1
st
 2010. 

By NAPA Italian ports Trieste, Venice, Ravenna have teamed up with Slovenian port 

Koper and the biggest Croatian port Rijeka. These North Adriatic ports formally agreed to 

cooperate to create appropriate synergies when carrying out promotional activities at many 

different levels (regional, national, European, international) in order to eliminate the 

constraints and infrastructure problems that are holding back the development of the North 

Adriatic Port. [5] 

Right from the start, NAPA has demonstrated the validity of its strategy, based primarily 

on the competitiveness of the ports, but also on a spirit of cooperation, developed at national, 

European and international level. Its many successes include the container shipping services 

linking the NAPA ports with the Far East, the EU recognition of the Baltic-Adriatic Corridor 

and the accreditation of the Association with the European Union. The ports of the 

Association present themselves together on the international market as one large hub by 

jointly organizing, managing and participating in trade fairs, conferences and events 

dedicated to the markets of the Far East, the Eastern Mediterranean and Central and Central-

Eastern Europe, and by jointly publishing information and promotional materials as well as 

articles in the press. Italian port Ravenna ceased to be a member of NAPA in January 2013. 
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Figure 1: NAPA ports in TEN-t Network 
Source: www.portsofnapa.com 

 

Croatian membership in the NAPA significantly contributes in the process of achieving the 

strategic development goal –accession to the Schengen area. 

 

2.2 Republic of Croatia in the Schengen area 
 

The implementation of the Schengen Agreements started in 1995, initially involving seven 

EU States. Born as an intergovernmental initiative, the developments brought about by the 

Schengen Agreements have now been incorporated into the body of rules governing the EU. 

Today, the Schengen Area encompasses most EU States, except for Bulgaria, Croatia, 

Cyprus, Ireland, Romania and the United Kingdom. However, Bulgaria and Romania are 

currently in the process of joining the Schengen Area. Of non-EU States, Iceland, Norway, 

Switzerland and Liechtenstein have joined the Schengen Area. So, for these countries there 

are no longer any frontier controls at the borders for all kinds of goods as well as for about 

400 million people over an area of 4.312.099 km
2
. At the same time the Schengen area 

establishes effective controls at the external borders of the EU and introduces a common visa 

policy. 

Schengen implementation for a particular Member State is a long and expensive process. 

Basic calculations show that the process of accession to the Schengen area for Croatia will 

cost approximately 120 million €. Government of the Republic of Croatia has declared the 

readiness to start the Schengen evaluation process on March 12
th

 2015.  

The mechanism of evaluation and monitoring covers all aspects of the Schengen acquis: 

efficient and effective application of measures by Member States at the external borders, visa 

policy, the Schengen Information System, data protection, police cooperation, judicial 

cooperation in criminal matters, the absence of border control at internal limits. 

The process of accessing Croatia in the Schengen system as a long and expensive process 

certainly has its advantages and disadvantages. For the Republic of Croatia advantages of 

joining the Schengen area without borders, among others are better control of borders 

towards third countries, more effective fight against organized crime with a safer, more open 

and fairer integration system. Disadvantages of entering into the Schengen area are the high 

cost of implementation of the acquis as well as a greater risk of the increase of illegal 

immigrants. Thus third-country nationals are subject to thorough checks when entering and 

leaving the Schengen area, while EU citizens and citizens from the four non-EU members of 

the Schengen system enjoy the right of free movement and subject to minimal checks 

identification. 
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2.3 Present Croatian Maritime Freight Transport Movements 
 

Croatia fleet consists of 1 245 ships and 10% of them are sailing in international navigation. 

But from day to day the fleet numerically reduces with the shipping companies business 

decline. According to the Association of Croatian ship owners 'Mare Nostrum', in 2012 were 

operating 12 Croatian shipping companies with 154 vessels. In 2013 that number dropped to 

10 companies with 142 ships. With the regard to reduction in the number of vessels in the 

fleet, it would be necessary to adopt measures that ensure the survival and modernization of 

the Croatian fleet which would be competitive on the world market. 

According to "Statistical Report of Transport and Communications in 2013" of Croatian 

Bureau of Statistics from 2014, in the Croatian seaports 246.939 vessels were received in 

2013. Under the domestic flag were even 98.04% of them. Compared to 2003 the overall 

increase was 55.842 ships. If we analyze the data for September 2014, the movement of ships 

in the Croatian ports amounted to 40.359 ships which is increase of 44.9% compared to 

September 2013.  

 
Table 1: Total maritime throughput in Croatian port authorities from 2005 - 2013 (in 000 tonnes) 

Year Dubrovnik Ploče Pula Rijeka Senj Split Šibenik Zadar 

2005 288,5 2.794,6 3.151,5 14.251,6 129,1 3.124,9 1.453,8 1.007,1 

2006 231,7 3.182,1 4.287,1 12.632,1 152,6 3.416,5 1.280,4 1.142,7 

2007 293,3 4.211,8 4.803,6 14.935,1 159,9 3.327,9 1.292,0 1.073,4 

2008 334,4 5.103,7 4.620,0 13.682,4 145,5 3.316,0 898,5 1.122,4 

2009 274,2 2.759,1 3.933,3 12.195,3 128,7 2.651,6 613,8 821,7 

2010 212,4 4.510,1 3.977,0 10.727,4 93,4 3.195,8 645,7 967,7 

2011 360,8 4.399,5 3.259,7 9.570,7 105,5 2.653,9 785,0 726,9 

2012 361,6 2.524,6 2.033,0 9.806,2 123,7 3.190,2 434,4 498,5 

2013 493,1 2.558,9 2.362,9 9.714,5 111,3 3.213,5 499,2 412,6 

Source: Corresponding Croatian Bureau of Statistics' yearbooks 

 

Unlike other countries Croatia didn’t exploit its position at the Pan-European transport 

corridors. 

 The reason for this state of Croatian sea ports has its stronghold since the 1980s when 

the port of Rijeka missed an important investment cycle of modernization in ports 

facilities and technology. In the same period neighboring competitive ports of Koper 

and Trieste have invested a lot in the modernization and construction of new port 

capacity;  

 At the same time, another reason was the inadequate and outdated railway and roads, 

and the traffic redirected to other European ports; 

 The third reason of turning traffic flows into other ports is war impact of the 1990s 

because of increased risk and the introduction of additional insurance. Indeed it 

resulted in changes in the cargo structure, reducing the market as well as reducing the 

gravitational field of Croatian sea ports; 

 All this caused a drop in turnover due to technological obsolescence problems of port 

capacity with utilization at the level of 30-50%. 

 During the war time and after it comes to a dramatic disparity in the development of 

Croatian sea ports with the strong dominance of Rijeka. This is especially true with 

container traffic. 
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Figure 2: Total maritime and container movement in Croatian ports from 2005 - 2014 (%) 
Source: Based on data in Table 1 and traffic data of respective port authorities 

 

Table 1 and Figure 2 clearly illustrate the major differences between Croatian Adriatic ports. 

Besides, only Rijeka among the large Croatian ports is geographically part of the northern 

Adriatic. That’s why it is the only member of NAPA and it will be the only port included in   

the comparative analysis with the neighboring ports. 

 

3 COMPARATIVE ANALYSIS AND DEVELOPMENT PRIORITIES  
 

Comparative analysis results by the NAPA ports for total and container traffic are in Table 2. 
 

Table 2: Total maritime (in 000 tonnes) and container traffic (in 000 TEU) of NAPA from 2005 - 

2014 

Source: Based on traffic data of respective port authorities 

 

It is evident that in the each year of the research period the largest total turnover in tonnes has 

achieved port of Trieste. In 2014 it had the record result with the share of 43.5% of the total 

selected ports turnover. In contrast, the port of Rijeka in the observed period had a decrease 

in turnover of 23.95% in 2014 compared to 2005. Rijeka also had the smallest individual 

traffic in each year through over research horizon. 

Until 2010, the largest Adriatic port for container traffic (in number TEU) was Venice. 

From 2010 the convincing first place took over the port of Koper with an average growth rate 

of +6%, and in 2014 compared to 2013 its rate increased to +11%. All observed ports have 

experienced a marked decline in traffic at the beginning of the economic crisis of 2009. The 

largest decline (almost 60,000 TEU) had the port of Trieste.  
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Container movement (%) 

Year 
Rijeka Koper Trieste Venice Ravenna 

Tonnes TEU Tonnes TEU Tonnes TEU Tonnes TEU Tonnes TEU 

2005 11.863,8 76,3 13.066,1 179,7 47.718,3 198,3 29.099,0 289,9 23.879,2 168,6 

2006 10.887,0 94,4 14.030,7 219,0 48.167,7 220,3 30.937,0 316,6 26.770,2 162,1 

2007 13.212,5 145,0 15.363,0 305,6 46.116,1 265,9 30.214,7 329,5 26.304,5 206,8 

2008 12.391,6 168,8 16.050,4 353,9 48.279,1 335,9 30.247,6 379,1 25.904,2 214,5 

2009 11.238,2 130,7 13.143,6 343,2 44.393,3 277,0 25.232,1 369,5 18.702,9 185,0 

2010 10.183,3 137,0 15.372,0 476,7 47.634,2 281,6 26.367,9 393,9 21.915,0 183,0 

2011 9.390,4 150,7 17.051,3 589,3 48.238,0 393,2 26.301,2 458,4 23.343,6 215,3 

2012 8.554,0 152,0 17.880,7 570,7 49.206,9 408,0 25.395,7 429,9 21.460,5 208,2 

2013 8.687,7 169,9 17.999,7 600,4 56.585,7 458,6 24.350,3 446,6 22.486,3 226,9 

2014 9.022,8 192,0 18.965,4 674,0 57.154,0 506,0 21.779,1 456,1 24.460,2 222,5 
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In the Croatian sea ports 41% of the total turnover of goods refers to the bulk, 24% to the 

liquid cargo while the goods in containers constitute only 9% of the total traffic of goods. At 

the same time structure is more favorable for the Rijeka port where container traffic reaches 

33%. However, these figures are far behind other NAPA ports where container traffic is 

much higher, for example in the port of Koper it is about 65% and in the port of Trieste 

exceed 80% intra NAPA traffic. 

The results of dedicated studies for market potential of NAPA ports [6] indicate the expected 

continuous growth of transport in the coming years. Projections show that, for example 

container traffic is expected to be about 6 million TEU by 2030. So, it is expected to be 4 

times greater than the traffic achieved in 2012. The study projections also predict potential 

traffic growth of more than 90% in Croatia, Slovenia, Hungary and Slovakia. 

All it requires capacity modernization and solving the problem of “transport bottlenecks” 

in particular with new investments. Within the development of intermodal transport and 

sustainable mobility development of short sea lines, so-called “marine highways” have a 

special place. They are one of the priorities of the TEN-T network together with the 

development of port policy.  

In Croatian development of intermodal transport system remains the biggest problem. 

Namely, although the Croatian road network is in all aspects developed above the EU 

average it does not provide a satisfactory solution for intermodal transport. Therefore, the 

most important priority for the Croatian transport development as well as for overall 

involvement in the TEN-T and into the Schengen area is the railway network development.  

 

4 CONCLUSION REMARKS 
 

Although Croatia has extremely favorable geo-traffic position by Pan-European transport 

corridors its comparative advantage is still far from being used. Despite the activities related 

to the recent started Schengen evaluation process, the comparative analysis indicators for 

each segment of maritime freight movements show that Croatian ports will still trot for a long 

time behind transportation achievements of neighboring foreign ports. Even for Rijeka, as the 

largest and the most developed port, intermodal transport system remains the biggest 

problem. Besides existing modern and fast highways, the most important priority for the 

Croatian transport development in this sense as well as for better integration into the 

Schengen area and in Pan-European transport corridors is the railway network development.  
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Abstract: This contribution deals with the semi-fair public service system design problem, in which 

the request of equal accessibility is taken into account. Within this paper, we introduce a semi-fair 

approach, which is based on the combination of so-called system optimal design and the 

lexicographic min-max optimal design. The radial formulation of the problem was used as a concept 

of solving technique due to previously observed excellent performance and flexibility of the appro-

ach. To evaluate the resulting system design, we use not only the price of fairness, but we have sug-

gested a gauge of the fair deployment to evaluate the gain of the serviced community from the point 

of fairness. We study here mutual impact of the both objectives. 
 

Keywords: fairness, service center deployment, lexicographical min-max, radial formulation 

 

1 INTRODUCTION 

 

Classical approach to the system optimal public service system design locates limited num-

ber of service centers at positions from a given finite set of possible locations to minimize 

the sum of distances from users’ locations to the nearest located service center. The men-

tioned distance can represent travelling time or some cost connected with service providing. 

This problem can be tackled as an instance of the weighted p-median problem using some of 

the plethora developed exact and approximate methods [1], [4]. 

Usage of the weighted p-median problem for the service center deployment optimizes 

service accessibility of so-called average user, but it may lead to such system design, where 

some minority of users are caught in locations, which are inadmissibly distant from any ser-

vice center. Such design is considered to be unfair, even if it is optimal from the point of the 

average user, i.e. it minimizes the sum of distances from users to the nearest service centers 

(so-called min-sum optimization). The fair designing or scheduling emerge whenever limited 

resources are to be fairly distributed among participants, who claim their rights to equal ac-

cess to the service. The fairness has been broadly studied in [2], [8], [9] and many schemes 

of fairness were suggested. The lexicographic min-max criterion was denoted as the strong-

est one. Various approaches to the lexicographic minimization were developed [3], [10]. The 

effectiveness of the homogenous radial formulation led to an application of the radial ap-

proach to the lexicographic min-max location problem [5]. 

This paper is devoted to exploration of the idea mentioned in [10]. The idea consists in 

combination of the min-sum and lexicographic min-max methods. We want to use an excel-

lent performance and flexibility of the homogenous radial method for deployment of the ser-

vice centers in a transportation network. To be able to compare loss and gain from the point 

of the average users’ disutility and the point of fair criterion, we use price of fairness [2], 

when fair objective is accented in the design. To be able to evaluate the gain of the serviced 

community from the point of fairness, we suggest a gauge of the fair deployment and study 

mutual impact of both objectives. 
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The remainder of the paper is organized as follows. Section 2 is devoted to explanation of 

notion of the semi-fair service center deployment. The radial approach to the semi-fair ser-

vice center deployment is concisely described in Section 3 and the associated numerical ex-

periments are performed in Section 4. The results and findings are summarized in Section 5. 

 

2 SEMI-FAIR DEPLOYMENT OF THE SERVICE CENTERS 

 

The optimal deployment of the service centers is defined as a task to locate at most p service 

centers at positions from the given finite set I so that a given objective function modelling 

the discomfort of users’ is minimized. In the further formulations, the set J is a set of users’ 

locations and bj denotes the number of users sharing the location j. The distance from users’ 

location j to the possible service center location i is denoted as dij. To model the decisions on 

the particular center locations, we introduce a zero-one variable yi{0,1} for each possible 

center location from I. The general optimal service center deployment problem can be for-

mulated by the model (1), where m corresponds to the cardinality of I. 

                         },}1,0{:)(min{ 



Ii

i

m pyf yy  (1) 

The min-sum problem can be described by substituting function (2) for f in (1). The problem 

corresponds to the well-known weighted p-median problem. 

                         }1,:min{)( 
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iij
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js yIidbf y  (2) 

The min-max fair deployment can be modelled by the usage of the function (3) in the model 

(1). 

                         }:}1,:max{min{)( JjyIidf iijm y  (3) 

If the lexicographical min-max fair problem is solved, then the distance from the worst situ-

ated user to the nearest located center is minimized first, and then the distance from the sec-

ond worst situated users is minimized unless the minimal reached distance from the previ-

ously processed users gets worsened. This process is repeated until no users distance from 

the nearest located center can be reduced. 

If the fair solution is accepted, then the min-sum objective function value computed ac-

cording to (2) is worsened. Let ys
 and yf

 denote the system and fair optimal solutions respec-

tively, then the relation between the system and fair optimum called the price of fairness 

(POF) [2] can be calculated according to (4). 
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To express the quality of a solution of the service center deployment problem from the point 

of lexicographical fairness, the situation is a bit more complicated in comparison to the min-

sum criterion. Given service center deployment induces differences in users’ access to pro-

vided service. Disutility perceived by an individual user corresponds to the distance from the 

user location to the nearest located service center, and this distance gets only a value from 

the upper subscripted sequence d
0
<d

1
<…<d

u
 of all possible u+1 distance values, which oc-

cur in the matrix {dij}, iI, jJ. Let d
w
 denote the highest but one member of the sequence 

d
0
<d

1
<…<d

u
, which limits the distance from a user location to the nearest located center. 

Then, the range of all disutility values can be represented by a finite set of ordered values 

G0=d
w+1

, G1=d
w
 … Gw=d

1
 and Gw+1=d

0
. A solution y can be characterized by the distribu-

tion vector [B0(y), B1(y) … Bw(y)], where the t-th component of the vector is defined as the 

number of users, whose distance from the nearest located service center belongs to the semi-

closed interval (Gt+1, Gt]. The lexicographic min-max problem according to [10] consists in 
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lexicographic minimizing of the vector [B0(y), B1(y) … Bw(y)] subject to y{0, 1}
m
 and the 

condition that vector y contains at most p ones. 

The lexicographic ordering of the distribution vectors enables to decide on which of two 

different deployments is better from the point of fairness, but it does not enable to quantify 

the difference between them. That is why we introduce the following gauge of the min-max 

lexicographic fairness. First, we extend the distribution vector by the component w+1, which 

gives the number of users, whose distance from the nearest service center equals to Gw+1=d
0
. 

After these preliminaries, the sum of the distribution vector components is equal to the num-

ber B of all users for any solution y. The suggested gauge E(B(y)) of the extended distribu-

tion vector B(y)= [B0(y), B1(y), …, Bw(y), Bw+1(y)] is defined by (5). 
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The suggested semi-fair deployment algorithm can be described by two phases, where the 

first one performs the lexicographic minimization of the distribution vector restricted to the 

given number of the r first components. The second phase minimizes the objective function 

(2) subject to additional condition that the r first components of the associated distribution 

vector cannot get worsened. The suggested algorithm is based on the concept of homogenous 

radial formulation of the service center deployment problem, which was broadly studied in 

[6], [7] both for the fair and system optimal deployment design. 

 

3 TWO-PHASE METHOD FOR SEMI-FAIR DEPLOYMENT OF THE SERVICE 

CENTERS 

 

The problem (1) with the objective function (3) is also known as the p-center problem, what 

is the task of determination of at most p network nodes as service center locations so that the 

maximal disutility perceived by the worst situated user is minimal. Solution of the problem 

can be used as the first step of the lexicographic min-max algorithm. To obtain the solution 

by most effective way, we have suggested a bisection method [7], which uses the above 

mentioned sequence d
0
<d

1
<…<d

u
 of all possible u+1 distance values between possible cen-

ter locations and the users’ locations. We define a zero-one constant aij
s
 for each triple [i, j, 

s], where iI, jJ, s[0…u]. The constant aij
s
 is equal to 1, if the distance dij between the 

user location j and the possible center location i is less than or equal to d
s
, otherwise aij

s
 is 

equal to 0. Additionally to the zero-one location variables yi{0, 1} for iI, we introduce the 

variables xj, to indicate, whether the user’s disutility at location jJ following from the near-

est located center is greater than d
s
. In this case, the variable takes the value of 1, and it takes 

the value of 0 otherwise. The corresponding model can be formulated as follows. 
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                         Jjforx j  0  (10) 

In this model, the objective function (6) represents the number of user locations, which per-

ceive disutility greater than d
s
. The constraints (7) ensure that the variables xj are allowed to 

take the value of 0, if there is at least one center located in radius d
s
 from the user location j 

and constraint (8) limits the number of located service centers by p. Note that even if no in-
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tegrality constraint is imposed on xj, the resulting solution of (6) – (10) will contain no varia-

ble xj, with value different from 0 or 1. 

The solution of the problem (6) – (10) indicates, whether there exists a solution of the p-

center problem with objective function value less than d
s
, what can be easily used by bisec-

tion process for determination of the lowest subscript v+1, where the associated value of (6) 

is zero. Let the subscript value c=w-v+1 correspond to the first nonzero component Bc(y) of 

the distribution vector [B0(y), B1(y) … Bw(y)]. The following lexicographical minimization of 

the distribution vector processes step-by-step the components Bc(y), Bc+1(y) … Bw(y). In ac-

cordance with [5], [10], we suggested an iterative process of lexicographic minimization 

based on solving the problem (11) – (17) for the components Bt(y), where t=c … w. Addi-

tionally to the zero-one location variables yi{0, 1} for iI, we introduce the variables xjs, to 

indicate, whether the distance from the user’s location jJ to the nearest located center is 

greater than d
s
. In this case, the variable takes the value of 1, and it takes the value of 0 oth-

erwise. In the associated model, the symbol es denotes the difference d
s+1 

– d
s
 and value B

*
k 

corresponds to the objective function value of (11) obtained in the steps preceding the step t. 
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In this model, the constraints (12) ensure that the variables xjs are allowed to take the value 0, 

if there is at least one service center located in the distance d
s
 from the users’ location j. The 

constraint (13) puts the limit p on the number of located service centers. The constraints (14) 

and (15) prevent the components B0(y), B1(y) … Bt-1(y) from worsening. It holds that Bt(y) 

takes the value of zero for t=0 … c-1 due to (15). Note that even if no integrality constraint 

is imposed on xjs, the resulting solution of (11) – (17) will contain no variable xjs, with value 

different from 0 or 1. 

In the previously described first phase, the process of lexicographical minimization can be 

prematurely stopped at some level r < w just after computation Br(y). The second phase of 

the suggested algorithm consists of the objective function (2) minimization subject to addi-

tional condition that the first r+1 components of the associated distribution vector cannot be 

worsened. Making use of the radial formulation and the above-introduced constants and var-

iables, the second phase can be performed by solving the following problem. 
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4 NUMERICAL EXPERIMENTS  

 

To explore the price and loss of fairness depending on level r of the semi-fair deployment 

algorithm, we performed a series of numerical experiments. The used instance was derived 

from the real emergency health care system, which was originally implemented in Slovak 

Republic. The system covers demands of all communities - towns and villages spread over 

the region by given number of ambulance vehicles. In the benchmark, the set of communities 

represents both the set J of users’ locations and also the set I of possible center locations. 

The cardinalities of these sets are equal to the number 2916. The number p of deployed cen-

ters was derived from the original design and it equals to 273. The service center deployment 

problem was solved first as the min-sum problem using radial approach [6]. The maximal 

distance d
w+1 

= d
24

 from a user to the nearest located center was found by the analysis of the 

associated solution y
s
. The following usage of the bisection radial min-max algorithm (see 

the starting procedure of the first phase of suggested method) led to the result d
v+1 

= d
13

, 

which means that the semi-fair deployment starts with the level c=w-v+1= 12. Then the two-

phase method was performed for r=12, 13 … 23. The resulting solutions y
r
 = y

12
 … y

23
 were 

analyzed from the point of price of fairness and loss of fairness. The price of fairness was 

computed according to (4), where y
f
 was substituted by y

r
. The loss of fairness (LOF) was 

expressed using (19), where y
l
 lexicographical min-max optimal solution corresponds to y

23
. 
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Obtained issues are presented in Table 1 and some of them are depicted in Figure 1. 

 

 
 

Figure 1: Trends of the price of fairness and loss of fairness depending on the level r 

 
Table 1: Price of fairness (POF) and the loss of fairness (LOF) of the semi-fair designs for various levels r and 

computational time in minutes for the individual designs 

 

r 0 12 13 14 15 16 17 18 19 20 

POF 0.00 19.58 64.29 75.54 78.30 78.52 78.78 78.90 78.90 78.90 

LOF   5.18 0.83 0.02 0.00 0.00 0.00 0.00 0.00 0.00 

Time [min] 0.29 0.19 3.18 8.35 8.64 16.99 16.54 35.32 68.40 58.58 

 

To solve the problems described in the previous sections, the optimization software FICO 

Xpress 7.7 (64-bit, release 2014) was used and the experiments were run on a PC equipped 

with the Intel® Core™ i7 2630 QM processor with the parameters: 2.0 GHz and 8 GB 

RAM. 
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5 CONCLUSIONS 

 

We suggested a semi-fair design of public service system using the radial approach, where 

various levels of the fairness were considered. The lexicographic min-max deployment of 

service centers was taken as the fair optimal public service system design. The semi-fair de-

sign consists of replacing a portion of less preferred levels of the min-max optimization by 

performing one min-sum optimization process. We studied loss and gain of the average user 

and the most exposed users. On one side, we evaluated the price of fairness to express the 

loss of the average user, when the semi-fair approach is applied and on the other side; we 

evaluated the loss of fairness for the most exposed users. We have found, that at most four 

most prior levels of lexicographical minimization play role. This finding seems to be very 

important from the point of practical service system designing as the associated computa-

tional time of the lexicographic minimization dramatically grows with increasing number of 

considered levels. The future research will be focused on a possible relaxation of the biggest 

distance representing the first level of the lexicographic minimization with the intention to 

mitigate the differences between the system optimal solution and the min-max solution. 
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Abstract: This paper presents a fuzzy logic application in kinematic GNSS (Global Navigation 

Satellite System) positioning, which is often used method in geodetic surveying. The aim of this 

paper is to examine the quality of dual frequency carrier-phase observation results, obtained under 

various measurement conditions. The latter are described by the satellite constellation (given in 

factors of dilution of precision DOP) and by the occupation duration on a point, where the 

observations are performed. In our experiment the quality factors were obtained using the 

commercial GNSS post- processing software. Further we have used them as input data in our fuzzy 

logic software with the aim to get final ratings of the GNSS-positioning quality achievement. We 

have shown that fuzzy logic approach could be an useful tool in decision making whether GNSS-

processing results (coordinates and their accuracy) from kinematic positioning upon specific 

measurement conditions will be successful or not. 
 

Key-words:  fuzzy logic, kinematic GNSS-positioning, geodetic surveying, dual frequency carrier-

phase observations, dilution of precision DOP, occupation duration 

 

1 INTRODUCTION 

 

Global navigation satellite systems (GNSS), that in present time include mostly GPS and 

GLONASS, but also growing Galileo and Compass, has revolutionized 3D geodetic 

positioning. In Slovenia GNSS positioning has gained more important role since 2008, but 

also previously has been often used. 1st January 2008 is the establishment date of the new 

national horizontal reference system D96/TM. Since then all technical issues regarding land 

cadastral surveying have to be performed in the new D96/TM coordinate system. GNSS 

allows us real-time positioning in global coordinates system of a homogenous accuracy. This 

is the reason that GNSS has become very often used technique in geodetic surveying. 

Among GNSS methods kinematic method that allows us real-time coordinate determination 

is of particular importance. 

Real time kinematic (RTK) as one of the GNSS methods uses carrier-phase observations 

and provides a centimeter-level accuracy of coordinates in real time. The method is fast, but 

depends on optimal measurement conditions, that are referred to good satellite geometry and 

no physical obstructions to reception of the satellite signal in the vicinity of point’s location. 

It should be emphasized, that RTK has its benefits in real-time positioning; however, it does 

not achieve the best possible positioning accuracy. Static GNSS method outperforms RTK in 

accuracy achievement, but it has its drawbacks in the need of longer occupation duration and 

in the need of post-processing. 

In kinematic point positioning there are still several topics to discuss, which should be 

answered by empirical tests. These answers could be used at the field-work as valuable 

information. For example, it should be clarified how the occupation duration affects the 

accuracy. Some authors already showed the benefit of averaging point positions acquired 

several times over 1-2 minute long occupation duration with the intermediate interval of 10-

30 minutes [1]. It is well known fact that most of the errors in kinematic positioning could be 

solved using redundant measurements after the elapse of a sufficient time. There is also not 

clarified, how much the obstructions affect the achieved positional accuracy. Interesting 

results have been introduced from investigation of the RTK achievable accuracy and 

repeatability under different satellite constellations and measurement conditions [2]. In 
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several situations we have different information at disposal, but further we have to make the 

decision on the GNSS positioning quality achievement, estimated from available 

information. Traditionally all quality models are based on probability distribution of position 

errors. In contrast, fuzzy logic in its wider sense is derived from a fuzzy set theory, which 

deals with classes of objects with non-sharp boundaries and permits assessment of a specific 

element membership by membership functions [3]. 

There are several attempts of introducing fuzzy logic into GNSS positioning; using C/A-

code based GPS-measurements (static positioning) in combination with the signal-to-noise 

ratio (SNR) in order to show the quality of position determination [4]. Correlation between 

cut-off angle and the occupation duration in static GNSS-processing in different vicinities 

from the base stations have been introduced [5]. In current paper we have focused on the 

fuzzy logic use in kinematic and real-time kinematic method with different occupation 

durations and different measurement conditions. 

 

1.1 Kinematic and real-time kinematic GNSS positioning 

 

RTK method originates from the mid-1990s. The method itself has a lot of in common with 

its predecessor DGNSS (differential GNSS), which was the first geodetic method used for 

real-time positioning. Both methods are relative and in both cases we obtain 3D-coordinates 

in a global coordinate system while measuring. On the other hand methods differ 

considerably. While RTK is based on better quality carrier-phase measurements, DGNSS 

uses less accurate code observations. The final accuracy of the coordinates, acquired from 

DGNSS, is from 0.5 to 1 m, but in case of RTK the horizontal accuracy is about 1-2 cm and 

vertical is twice as that [6]. Relative principle and carrier-phase usage enables cancellation of 

main errors that affect stand-alone positioning.  

Figure 1 presents the principle of relative positioning: the unknown point coordinates 

(left) are computed relatively to the known coordinates of the GNSS base-station. Real-time 

observation processing is based on a communication link between two GNSS receivers, 

where transmission takes place in accordance with the industrial standard RTCM SC 104.  

 

 
 

Figure 1: Real time kinematic GNSS positioning  

 

In RTK the quality of coordinates can be checked while measuring. The most important in 

the RTK-performance is the integer ambiguity resolution, which is specific only for the 

methods, which use carrier-phase observations. The quality of the coordinates depends on 

the occupation duration and on the number of visible GNSS-satellites at the specific location. 
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Usually, DOP factors are used to describe the quality of satellite configuration, which 

considerably affects the accuracy of final coordinates.  

 

1.2 GNSS measurement conditions 

 

GNSS is based on a trilateration or resection method, where the unknown point coordinates 

are determined on the basis of measured distances from points with known coordinates, i.e. 

satellites. To solve the resection problem in a space at least 3 distances from the satellites are 

needed. But we all know in GNSS positioning four measured distances are needed, three of 

them for calculating 3D position and the fourth for time synchronization of a receiver’s clock 

with more accurate satellites' clocks. One of the major factors that affect the point 

coordinates’ accuracy is the geometry of satellites in view. When the satellites are located 

relative close to each other, the overlapping area of position uncertainty is larger and vice 

versa. Dilution of precision (DOP) is the ratio between coordinates and measurement 

accuracy. As DOP values increase, both the horizontal and vertical precision of point 

position decrease [7].  

The satellite-receiver geometry can be described by the assumption of having only four 

satellites in view. There four unit vectors forming a tetrahedron (Figure 2). The volume of 

tetrahedron and DOP factors are functionally dependent. Larger tetrahedron’s volume means 

smaller DOP and smaller DOP indicates good measurement conditions. 

 

 

 

 

 

 

 

 

 

 
good DOP 

 
bad DOP 

 

  
Figure 2: Determination of DOP on the unit sphere from geometry of four best satellites (left) and presentation 

of good and bad DOPs (right). 

 

The overall quality assessment of static or kinematic measurements under different 

conditions (cut-off angles and occupation durations) could be described by: 

- DOP values (maximal value of PDOP shouldn't exceed 6; but more information on 

DOP values is described in [8]),  

- covariance matrix  of the estimated receiver’s coordinates (𝑥𝑖 , 𝑦𝑖, 𝑧𝑖) given by: 

 

𝚺 = [

𝜎𝑥𝑖
2 𝜎𝑥𝑖𝑦𝑖 𝜎𝑥𝑖𝑧𝑖

𝜎𝑦𝑖𝑥𝑖 𝜎𝑦𝑖
2 𝜎𝑦𝑖𝑧𝑖

𝜎𝑧𝑖𝑥𝑖 𝜎𝑧𝑖𝑦𝑖 𝜎𝑧𝑖
2

] 

 

(1) 
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In our particular case both factors we computed using commercial GNSS carrier-phase 

processing software.  

In GNSS positioning it is well known fact: lower the DOP and longer occupation 

durations yields to better position determination. Since the measurements cannot always be 

performed in ideal conditions, we have we have to find the compromise also for situations 

between with the compromise we want to find the ratings for the quality assessment by 

different measurement conditions. 

 

2 FUZZY LOGIC IMPLEMENTATION 

 

In our study we estimated the influence of static point occupation duration in kinematic 

surveying as well as different cut-of elevation angles on final position accuracy. Since we 

wanted to avoid extreme cases, known as »good« or »bad« positioning, determined only 

from one specific parameter (only from DOP for example), we determined various states 

between those two. We used fuzzy logic, conceived by Lotfi Zadeh in 1960s, because it 

incorporates a rule-based approach to control the problem [9]. Output linguistic variables are 

described by the terms (in case of three terms: good medium, bad) or by pre-defined numbers 

for ratings. It is based on an empirical solution and relies on the experiences rather than on 

technical understanding of the system [10]. 

Fuzzy logic algorithm consists of four steps: first, defining inputs (in our case DOP and 

occupation durations) and outputs (accuracy). Second we define membership functions, and 

then creating the rules and finally in fourth step by simulating results of fuzzy logic system 

to get the ratings under different conditions. In our particular case the rating were described 

by weights. Information from experiences in GNSS quality positioning, described by rules, 

was put into fuzzy logic system. We have followed the rules:  

- if PDOP is high (above 6), the solution is not good (1st membership function) low 

weight  

- if PDOP is medium and accuracy of coordinates is small (2nd membership 

function) weight is medium  

- if accuracy of coordinates is small (as far we have oriented ourselves on kinematic 

positioning, we have used the 5 cm accuracy for 3D point positioning as a good 

result), we have good solution (2nd membership function) weight is high  

 

Numerical values of all above rules were –1, 0, +1 and weight of the specific rule i was 

computed by equation [11]: 

𝑝𝑖 =
𝑚𝑖𝑛(𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟)

𝑣𝑎𝑙𝑢𝑒𝑖
 

(2) 

Where 𝑚𝑖𝑛(𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟) corresponded to the minimal parameter of the specific 

membership function (in our case Z-shaped membership function was used). Computed 

values of weights (Equation 2) were in the range of [0, 1]. For this particular case we have 

defined the weight value 0.25 for bad solution, 0.50 for medium and 0.75 for good solution. 

If the value exceeded 0.75, the point positioning would be of a better quality as expected, if 

the value was below 0.25, the solution would be even worse as expected. 
 

3 NUMERICAL SIMULATIONS 
 

Numerical simulations using different values of DOP and position accuracies were 

performed using fuzzy logic scripts, implemented in MATLAB R2014a [3]. After 

performing all previously needed computations on point position quality description (DOP 
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factors, accuracies of coordinates), software gives us several ratings to identify quality of 

point coordinates under specific conditions (occupation durations and factors DOP). The 

larger the value of computed weight, the better the quality of point coordinates and vice 

versa. An interesting parameter, which affects the quality of GNSS coordinates, is the 

elevation cut-off angle. Signals from satellites with low elevation angle are noisier, but 3D 

positioning accuracy with satellites’ signals above certain elevation angle affects the point 

coordinates quality, especially the height. Occupation duration on site prior performing 

measurements is the other factor in kinematic positioning, which affects the quality of 

computed coordinates.  

In Table 1 we show the ratings (described in weights) for post-processed kinematic GNSS 

observations from the baseline length of approximately 4 km. Observations were performed 

on 20th March 2015 and were post-processed using precise ephemerides.  
 

Table 1: Fuzzy logic results for different occupation durations and cut-off angles (kinematic GNSS positioning) 
 

 

 Elevation 

angle 5° 

Elevation 

angle 10° 

Elevation 

angle 15° 

Elevation 

angle 20° 

Elevation 

angle 25° 

Elevation 

angle 35° 

Occupation 

duration 

Computed 

weight 

Computed 

weight 

Computed 

weight 

Computed 

weight 

Computed 

weight 

Computed 

weight 

5 min 0.80 0.80 0.80 0.80 0.72 0.50 

2.5 min 0.80 0.80 0.72 0.72 0.72 0.50 

1 min 0.72 0.72 0.72 0.65 0.65 0.45 

: 30 s 0.65 0.65 0.65 0.50 0.45 0.45 

15 s 0.30 0.30 0.30 0.25 0.22 0.22 

5 s 0.00 0.00 0.00 0.00 0.00       0.00 
 

According to the results from Table 1 we can see there are small differences between 5-

minute and 2.5-minute occupation durations, but there are significant differences of 2.5 

minutes to just a few seconds’ occupation durations. In case of a few-second occupation 

duration coordinates are determined only by code-solution with the accuracy of several 

meters, so fuzzy logic solution was marked as extremely bad (0.00). Other values, presented 

in Table 1, are according to our expectation – it is commonly known that longer occupation 

duration leads to well-determined point coordinates. But we should know that for some other 

locations or for different occupation durations the results of coordinate determination could 

be different, since GNSS performance follows dynamic satellite constellation changing 

during the day (in case of GPS constellation repeats after 12 hours). That means that in some 

particular cases, where more satellites could be available, coordinate determination could be 

faster, in some cases slower, but in the cases with less than five satellites, which is minimal 

number for the kinematic algorithms, carrier-phase solution could even not be obtained.  

 

4 CONCLUSIONS 

 

Our study showed fuzzy logic can be used as an interesting additional tool for positioning 

quality description, especially in cases, when one of the parameters (cut-off angle that affects 

DOP or occupation duration) could not be provided well. In future several topics should be 

taken into consideration in order to get answers on questions: 

- what is the quality of positioning achievement on the same locations during different 

times of the day, namely from different GNSS constellations; 

- what is the quality of positioning performance on the same locations with different 

measurement conditions (different time of year); 

- what is the positioning performance at different locations, where real obstructions of 

GNSS satellite signals exist (in our case there we no obstructions, but we have 

simulated them using different cut-off elevation angles).  
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Abstract: The paper examines an application of Markov chains to the flow of students at the 

undergraduate study programme. The student flow has been modelled by a reducible discrete Markov 

chain with five transient and two absorbing states. The probabilities of absorption (graduating and 

withdrawal) were obtained. Furthermore, the fundamental matrix was calculated to determine the 

expected length of students’ stay before finishing the study. The model was tested on the first degree 

professional study programme at the University of Maribor, Faculty of Organizational Sciences. 
 

Keywords: student flow, higher education, discrete Markov chain, probability of absorption, 

expected time until absorption. 

 

1 INTRODUCTION 

 

Stochastic processes provide a well-investigated subset of problems of interest for operations 

research. An important family of stochastic processes are Markov chains, defined as a 

random sequence in which the dependency of the successive events goes back only one unit 

in time. In other words, the future probability behaviour of the process depends only on the 

present state of the process and is not influenced by its past history. This is called the 

Markovian property. Despite a very simple structure, Markov chains are extremely useful in 

a wide variety of practical probability problems [5]. The application of Markov chains can be 

found in various branches of natural sciences, engineering, and medical sciences (see e.g. 

[3]). Students progressing toward completing their undergraduate degrees possess all the 

pertinent stochastic characteristics, and can therefore be modelled as a Markov chain. The 

application of Markov chain to the student flows provides a means for projecting the number 

of students graduating and withdrawing by age, by gender, and by study programme. As 

such, the model also provides estimates of the average time a student stays in the system, the 

probability of completion as well as the average time to complete the study [1, 2]. In this 

paper we present the model which can be used for analysing the student flow in Slovenian 

higher education. The model will be applied to the first degree professional study 

programmes at the University of Maribor, Faculty of Organizational Sciences. 

 

2 DISCRETE-TIME MARKOV CHAINS 

 

A discrete-time Markov chain is a sequence of random variables  , 0,1,...nX n  with a 

discrete state space S. The state space S is a set of all possible values of Xn in times n=0,1,... 

The set S is assumed to be finite or countably infinite.  

The probability of transition between the two states of a Markov chain in a given time 

interval is called the transition probability. The one-step transition probabilities are of 

particular importance. We denote the one-step transition probability between the states i and j 

by the symbol pij. If the state space is finite and equal to  1,2, ,S N  then all of the one-

step transition probabilities can be represented by a probability transition matrix P: 
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p p pN

 
 
 
 
 
  

P
 (1) 

A Markov chain is said to be homogeneous if transition probabilities pij in P are constant over 

time, i.e. independent on the time parameter n. 

The states of a Markov chain fall into distinct types according to their limiting behaviour. 

If the ultimate return to the initial state j is a certain event, then the state j is called recurrent. 

If the ultimate return to the initial state j has probability less than 1, the state j is called 

transient. The states of an arbitrary Markov chain can thus be divided into two sets (one of 

them may be empty): one set composed of all the recurrent states, and the other set composed 

of all the transient states. The recurrent states can be decomposed uniquely into closed sets. A 

closed set is a set of recurrent states from which there is no escape. Once a closed set is 

entered it is never vacated. A state j is absorbing if {j} is a closed set. A Markov chain 

consisting of both sets of states, recurrent and transient, is reducible. The set of the transient 

states is usually denoted by T, while the closed sets are denoted by Ci, i=1...l. If the set T is 

empty (i.e. all the states are recurrent), the Markov chain is irreducible.  

When a finite reducible Markov chain contains l closed sets, the probability transition 

matrix P can be written in the following form: 

 

1

1

l

l

 
 
 
 
 
 

Q R R

0 P 0
P

0 0 P

 (2) 

where the matrix Q contains one-step transition probabilities between the transient states in 

the set T, the matrices Pi, i=1, 2, …, l, contain one-step transition probabilities within the i-th 

closed set Ci, and the matrices Ri i=1, 2, …, l, contain one-step transition probabilities from 

the transient states into the closed set Ci. All the elements in the matrices denoted by 0 are 

zeroes. 

Once the matrices Q, Pi, and Ri, i=1, 2, …, l, are known, one can determine the 

probabilities that the Markov chain leaves the transient states and is absorbed into one of the 

closed sets of the recurrent states. Besides, the expected time until absorption can be 

calculated. In order to calculate these characteristics of a Markov chain we need the 

fundamental matrix N which can be obtained as follows: 

 
1

 N I Q  (3)  

where I denotes the identity matrix. The elements of N represent the expected number of 

visits to a given transient state. 

The probabilities of absorption from a given transient state to the closed set Ci, 1,2, ,i l , 

can be obtained from the matrix  iC
f which is calculated from the equation [4]: 

  iC
f NR  (4) 

where R represents the matrix composed from all the matrices Ri 1,2, ,i l . 

The expected time until absorption can be obtained from the column vector   calculated 

from the equation [4]: 

  N1  (5) 

where 1 is the column identity vector. 
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3 THE MODEL 

 

A typical first degree study programme at Slovenian universities lasts three years. After 

finishing the third year, a student can enrol into the so-called candidate year. During this year 

the student needs to write a thesis but is not obliged to attend the lectures. Therefore, to 

model the student flow we will use a finite Markov chain with the following states: 

1  – the student is enrolled into first year of the study programme 

2  – the student is enrolled into second year of the study programme 

3  – the student is enrolled into third year of the study programme 

C  – the student is enrolled into the candidate year 

I  – the student is currently inactive 

G  – the student has graduated and successfully finished the study programme 

W  – the student has withdrawn from the study programme 

The probability transition matrix for this Markov chain is based on the following 

assumptions: 

 The student who is currently enrolled into the first or second year of the study 

programme can next year either progress to a higher level or repeat a year, staying at 

the same level. 

 The student who is currently enrolled into the third year of the study programme can 

next year be either enrolled into the candidate year, or can graduate and finish the 

study.  

 Irrespective of the level of the study, every year some students can become inactive. 

 The student who is inactive for more than one year is classified as having withdrawn 

from the study programme. 

 The student who has withdrawn will never finish this study programme. We have not 

noted whether or not he/she has been transferred to another study programme. 

 The student who has graduated and successfully finished the study will never apply 

for the same study programme again. We have not noted whether or not he/she has 

applied for another study programme or continued the education at postgraduate level. 

The probability transition matrix describing the progression of students from the first study 

year towards graduation is: 

 

11 12 1 1

22 23 2 2

33 3 3 3 3

1 2 3

               1   2     3              
1 0 0 0

2 0 0 0

3 0 0

0 0 0

0

0 0 0 0 0 1 0

0 0 0 0 0 0 1

I W

I W

C I G W

CC CI CG CW

I I I IC IG IW

C I G W
p p p p

p p p p

p p p p p

C p p p p

I p p p p p p

G

W

 
 
 
 
 

  
 
 
 
 
 

P  (6) 

It is evident that Markov chain (6) is reducible. It consists of two closed sets of absorbing 

states  1C G  and  2C W , and of five transient states  1,2,3, ,T C I . The matrices Q, 

R1 and R2 can be obtained from (6) as follows: 
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11 12 1

22 23 2

33 3 3

1 2 3

             1    2     3         
0 01

0 02

0 03

0 0 0

0

I

I

C I

CC CI

I I I IC

C I
p p p

p p p

p p p

p pC

p p p pI

 
 
 
 
 
 
  

Q
 

31

               
01

02

3 G

CG

IG

G

p

pC

pI

 
 
 
 
 
 
  

R
 

1

2

32

                
1

2

3

W

W

W

CW

IW

W
p

p

p

pC

pI

 
 
 
 
 
 
  

R
 (6) 

Using the matrix Q from (6) we can calculate the fundamental matrix N according to (3): 

  

11 12 13 1 1

21 22 23 2 2

31 32 33 3 3

1 2 3

1 2 3

             1    2     3         
1

2

3

C I

C I

C I

C C C CC CI

I I I IC II

C I
n n n n n

n n n n n

n n n n n

n n n n nC

n n n n nI

 
 
 
 
 
 
  

N
 (7) 

The elements nij in N represent the expected number of years the student spends to complete 

the j-th level of the study when he is currently at the i-th study level.  

The probability of absorption is calculated according to (4). The result is the matrix  1 2,C C
f : 

 
 1 2

1 1

2 2

3 3,

                       
1

2

3

G W

G W

G WC C

CG CW

IG IW

G W
p p

p p

p p

p pC

p pI

 
 
 
 
 
 
  

f
 (8) 

The values piG in the first column of (8) represent the fraction of students, currently at the i-th 

study level, who will actually graduate and successfully finish the study. However, the values 

in the second column of (8), piW, represent the fraction of students who will withdraw from 

the study programme and will never finish it. 

The expected time until absorption is calculated according to (5). The result is the column 

vector  : 

 

1

2

3

1

2

3

C

I

C

I











 
 
 
 
 
 
  

   (9) 

The particular value i  in (9) can be interpreted as the expected duration of the study (till 

graduation or withdrawal) from the i-th level of the study programme. 

 

4 NUMERICAL EXAMPLE 

 

To test the model, data were collected from the students’ intake records at the University of 

Maribor, Faculty of Organizational Sciences. In our analysis only the first degree 

professional study programmes were included. The cumulative data of student progression 

during six academic years from 2008/09 to 2014/15 are listed in Table 1. 
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Table 1: Student progression through years from 2008/09 to 2014/15 
 

2008/09 → 2009/10 2009/10 → 2010/11 

 
1 2 3 C I G W 

Σ 

2008/09 
 1 2 3 C I G W 

Σ 

2009/10 

1 19 60 0 0 93 0 44 216 1 27 88 0 0 109 0 8 232 

2 0 20 78 0 16 0 0 114 2 0 14 64 0 21 0 0 99 

3 0 0 0 0 44 21 0 65 3 0 0 0 38 8 38 0 84 

C - - - - - - - 0 C 0 0 0 0 0 0 0 0 

I 0 19 6 0 0 0 121 146 I 0 19 4 0 0 0 130 153 

new 213 
       

new 210        

Σ 

2009/10 
232 99 84 0 153 21 165 

 

Σ 

2010/11 
237 121 68 38 138 38 138  

2010/11 → 2011/12 2011/12 → 2012/13 

 
1 2 3 C I G W 

Σ 

2010/11 
 1 2 3 C I G W 

Σ 

2011/12 

1 17 90 0 0 130 0 0 237 1 12 75 0 0 152 0 0 239 

2 0 40 63 0 18 0 0 121 2 0 25 63 0 42 0 0 130 

3 0 0 0 59 0 9 0 68 3 0 0 0 63 0 0 0 63 

C 0 0 0 0 0 38 0 38 C 0 0 0 0 2 57 0 59 

I 0 0 0 0 0 3 135 138 I 0 0 0 0 0 0 148 148 

new 222 
       

new 212        

Σ 

2011/12 
239 130 63 59 148 50 135 

 

Σ 

2012/13 
224 100 63 63 196 57 148  

2012/13 → 2013/14 2013/14 → 2014/15 

 
1 2 3 C I G W 

Σ 

2012/13 
 1 2 3 C I G W 

Σ 

2013/14 

1 10 59 0 0 155 0 0 224 1 4 40 0 0 132 0 0 176 

2 0 18 40 0 42 0 0 100 2 0 16 28 0 38 0 0 82 

3 0 0 0 43 0 20 0 63 3 0 0 0 35 0 5 0 40 

C 0 0 0 5 11 27 20 63 C 0 0 0 0 17 31 0 48 

I 0 5 0 0 0 0 191 196 I 2 2 20 0 0 0 184 208 

new 166 
       

new 167        

Σ 

2013/14 
176 82 40 48 208 47 211 

 

Σ 

2014/15 
173 58 48 35 187 36 184  

 

Data in Table 1 were used to estimate the transition probabilities pij in (6). The values pij 

were calculated as the average transition probabilities considering all six academic years. The 

probability transition matrix is: 

                1        2        3                          
1 0.066 0.307 0 0 0.588 0 0.040

2 0 0.202 0.513 0 0.285 0 0

3 0 0 0 0.646 0.129 0.225 0

0 0 0 0.026 0.188 0.680 0.106

0.001 0.062 0.023 0 0 0.003 0.910

0 0 0 0 0 1 0

0 0 0 0 0 0 1

C I G W

C

I

G

W









P





 
 
 
 
 
 
 



 

Considering P, the matrices (6) are then equal to: 

             1           2       3               
1 0.066 0.307 0 0 0.588

2 0 0.202 0.513 0 0.285

3 0 0 0 0.646 0.129

0 0 0 0.026 0.188

0.001 0.062 0.023 0 0

C I

C

I

 
 
 
 
 
 
  

Q
 

1

                
1 0

2 0

3 0.225

0.680

0.003

G

C

I

 
 
 
 
 
 
  

R
 

2

                 
1 0.040

2 0

3 0

0.106

0.910

W

C

I

 
 
 
 
 
 
  

R
 

Using Q the fundamental matrix (7) is calculated: 
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                1        2        3              
1 1.072 0.477 0.264 0.175 0.883

2 0.001 1.295 0.677 0.449 0.541

3 0 0.021 1.017 0.674 0.264

0 0.016 0.013 1.035 0.201

0.001 0.081 0.066 0.044 1.040

C I

C

I

 
 
 
 
 
 
  

N
 

Finally, the probability of absorption (8) and the expected time until absorption (9) are 

calculated: 

 1 2,

                       
1 0.18 0.82

2 0.46 0.54

3 0.69 0.31

0.71 0.29

0.05 0.95

C C

G W

C

I

 
 
 
 
 
 
  

f
 

1 2.82

2 2.96

3 1.98

1.26

1.23

C

I

 
 
 
 
 
 
  

  

 

5 RESULTS AND CONCLUSIONS 

 

The values in the column vector   represent the expected time (in years) needed to finish the 

study (graduation or withdrawal) from a particular level of the study programme. We can see 

that the student, who is currently enrolled in the first year, needs on average 2.82 years to 

finish the study. Unfortunately, the results in the matrix  1 2,C C
f  show that only 18% of these 

students will actually graduate, while the withdrawal probability is very high (82%). This is 

probably because most of the first year students are rather confused due to change of 

educational environment and their inability to understand the tenets of academic work. We 

can see that the probability of graduation increases and the probability of withdrawal 

decreases as the students progress to higher levels. This may be the result of the fact that they 

understand the system better as they pass from one level to another. Results in  1 2,C C
f  and   

also show that that the majority of inactive students (95%) will never graduate. On average 

they leave the programme after 1.23 years. 

In our opinion such analysis can be very useful in education planning. Application of the 

presented model can be used by policy makers at government agencies to check a particular 

educational policy of the institution. Having estimated the future minimum enrolment the 

school management will be able to adjust the policy when necessary [2].  
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Abstract: We study the assignment of trainee teachers to schools for a practical placement.
The starting point is the situation characteristic for Slovak and Czech education system where
each pre-service teacher specializes in two subjects. It is known that when each school has a
certain upper limit for the number of assignees whose specialization involves a given subject,
the problem of assigning the maximum number of trainee teachers is NP-hard. In this paper
we propose several approximation algorithms for this problem.

Keywords: assignment problem; approximation.

1 INTRODUCTION

The traditional study of teachers-to-be in Slovakia and Czech republic involves specialization
of each student in two subjects, e.g. Mathematics and Physics, Chemistry and Biology, Slovak
language and English etc. Each curriculum of teachers’ study contains also several practical
placements in a real school. During such placements students teach pupils themselves, always
under supervision of an experienced and qualified teacher approved by the university for taking
this responsibility. Students might try to find suitable schools and supervising teachers by
themselves, but to ensure the quality of such a placement, each faculty usually provides a list
of such schools and teachers, and students are assigned to them by the faculty staff.

Finding an acceptable placement of students is not easy and it usually takes several days
and many iterations. The aim is to find a place for each student. However, even if the number
of approved supervising teachers is sufficient for the current number of students to be placed,
this is not always possible, as the structure of available places might not be suitable, not all
schools provide supervisors for all subjects, or they may not have enough classes to accept
several students for a particular subject, or some students cannot be placed to some schools
because of, say, time-consuming commuting.

The classical problems of combinatorial optimization like the maximum cardinality bipartite
matching problem, assignment problem, or flow problem have been successfully applied to a
range of variants of manpower allocation problems, see e.g. applications reviewed in [1], Chapter
12. Requirements brought about by concrete practical applications can also lead to some NP-
complete cases, like the one described in [8]. A problem motivated by scheduling teaching
practices was modelled as the 3-dimensional assignment problem in [6]. Since in our case, each
future teacher is connected with 2 subjects, this setting also resembles the hospital/residents
problem with couples [10]. Still, our problem is different as the structure of subjects is more
specific.

In our previous publications [2, 3] and [4] we showed that under the requirement to teach
both subjects at one school during the same placement, then the problem to find a matching
for the maximum possible number of students is polynomial only if there are altogether only
two specialization subjects, or there are three subjects but each school can accept at most one
student for each subject (irrespectively of her other specialization); all other cases are NP-hard.
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Although an integer linear program for the teachers assignment problem in [3] was suc-
cessfully applied to real data, from the theoretical point of view, further research for NP-hard
problems is necessary. In this paper we explore the possibilities of polynomial approximation
algorithms in this context. In Section 4 we propose some other possible research directions.

2 Definitions and notation

An instance J of the Teachers Assignment problem, tap for short, involves a set A of n
applicants (students, trainee teachers), a set S of m schools and a set P = {1, 2, . . . , k} of k
subjects, like Mathematics, Physics, Informatics or Biology etc.

Each applicant a ∈ A is characterized by a pair of different subjects p(a) = {p1(a), p2(a)} ⊆
P . The set of applicants whose specialization involves a subject p ∈ P will be denoted by Ap

and the set of those whose specialization is exactly {p, r} by Ap,r. We also suppose that each
applicant a provides a list S(a) of acceptable schools, i.e. schools to which she (we shall refer
to the applicants as females) is willing to go.

Each school s ∈ S has a certain capacity for each subject, the vector of capacities of school
s will be c(s) = (c1(s), . . . , c|P |(s)) ∈ N

|P |. An entry of c(s) is a partial capacity of school s.
Here, cp(s) is the maximum number of applicants from Ap that school s is able to accept.

An assignmentM is a subset of A×S such that each applicant a ∈ A is a member of at most
one pair in M. We shall write M(a) = s if (a, s) ∈ M and say that applicant a is assigned (to
school s); if there is no such school, applicant a is unassigned. The set of applicants assigned to
a school s will be denoted by M(s) = {a ∈ A; (a, s) ∈ M}. If M is any assignment, we denote
by Mp and byMp,r its restrictions to applicants from the sets Ap and Ap,r, respectively. More
precisely,

Mp(s) = {a ∈ A; (a, s) ∈ M & p ∈ p(a)}
and

Mp,r(s) = {a ∈ A; (a, s) ∈ M & {p, r} = p(a)}.
An assignment M is a matching if M(a) ∈ S(a) for each a ∈ A and |Mp(s)| ≤ cp(s) for

each school s and each subject p.
A matching is maximal if no school can accept an unassigned applicant without violating at

least one of its partial capacities. A maximal matching can be found quite easily, for example
by the following procedure: take each applicant in turn and assign her to any acceptable school
that has still enough capacity for both her subjects. A matching is maximum if it assigns the
maximum number of applicants.

Example 1. Clearly, not each maximal matching is maximum. In the tap instance with the set
of subjects P = {1, 2, 3}, given in Figure 1, the maximum matching is M1 = {(a1, s1), (a2, s1),
(a3, s2)} of size 3. However, matching M2 = {(a3, s1)} is maximal and its size is 1. This shows
that the size of a maximal matching can be only one third of a maximum matching. Theorem
2.1 (proved below) says that it cannot be less.

school capacities for applicant type acceptable
1 2 3 schools

s1 2 1 1 a1 {1, 2} s1
s2 0 1 1 a2 {1, 3} s1

a3 {2, 3} s1, s2

Figure 1: Instance J for Example 1.
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Theorem 2.1 If M is any maximal matching and M∗ is a maximum matching then |M| ≥
|M∗|/3.

Proof. Suppose that we have a maximum matching M∗ in an arbitrary instance J of tap
and we want to insert into J the pairs matched by a maximal matching M one by one. If
(a, s) ∈ M belongs to M∗ too, we do nothing. But, if (a, s) /∈ M∗, then the pairs matched
by M∗ may prevent (a, s) from being inserted. To create enough place for this pair, we might
need to drop from M∗ at most one pair for each subject of a’s specialization, plus the pair
(a, s′) if (a, s′) ∈ M∗ and s �= s′. Hence, |M| ≥ 1

3 |M∗|.

3 Approximation algorithms

max-tap denotes the problem to find a matching with maximum cardinality for a given instance
J of tap. The special case of max-tap where the number of subjects is fixed to k will be denoted
by max-k-tap.

Trivially, max-2-tap and max-3-tap with all partial capacities bounded by 1 are polynomi-
ally solvable. In the former case all the applicants are equivalent and each school s can accept
at most min{c1(s), c2(s)} applicants. In the latter case, each school can accept at most one
applicant. So both problems reduce to the simple bipartite maximum cardinality (b-)matching
problem (for polynomial algorithms see e.g. [11]). By contrast, max-3-tap is NP-complete
even if all partial capacities are bounded by 2 and max-4-tap is NP-complete even when all
partial capacities are at most 1 (see [2, 3]) .

In this section we study approximation algorithms for max-tap. Theorem 2.1 gives a
trivial 3-approximation algorithm and Example 1 shows that this approximation bound is
tight. Below we propose two approximation algorithms with better approximation guarantees.
Both are based on finding a maximum cardinality matching Mp in an instance of max-tap for
a subset of applicants Ap where subject p is fixed.

First we describe how to find matching Mp by employing network flow methods. For an
instance J of tap and a fixed subject p ∈ P we create a network N(Jp). Its vertices are: a
vertex va for each applicant a ∈ Ap, a vertex us,r for each school and for each subject r such
that cr(s) > 0, plus two vertices σ and τ (source and sink). The arcs of N(Jp) and their
capacities are given in Figure 2.

(σ, va) capacity 1 for all a ∈ Ap

(va, us,r) capacity 1 for all subjects r �= p, for all a ∈ Ap,r and s ∈ S(a)
(us,r, us,p) capacity cr(s) for all s ∈ S and all subjects r �= p
(us,p, τ) capacity cp(s) for all s ∈ S

Figure 2: Arcs and their capacities for the flow network N(Jp).

As all capacities are integral, by [5] there exists an integer maximum flow f that can be
used to define a feasible matching as follows: for an applicant a ∈ Ap,r we set M(a) = s if
f(va, us,r) = 1. It is easy to see that M is indeed a matching: each applicant is assigned to an
acceptable school and no partial capacity is exceeded.

The number of vertices in N(Jp) is bounded by n + mp + 2, the upper bound for the
number of its arcs is n+ nm+ 2mp+ 2. The push-relabel algorithm with dynamic trees uses
O(NM log(N2/M)) operations for a network with N vertices and M arcs [7]. This means
that a maximum cardinality matching Mp can also be found in time that is polynomial in the
number of applicants and schools.
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3.1 Algorithm Greedy1

Let us consider now the algorithm depicted in Figure 3.

begin fix the order of subjects 1, 2, . . . , k;
for p := 1 to k do

begin find a maximum cardinality matching Mp for Ap;
reduce the set of applicants and partial capacities of schools accordingly

end
end

Figure 3: Algorithm Greedy1

Theorem 3.1 The approximation guarantee of algorithm Greedy1 is 2.

Proof. We prove by induction on the number k of subjects. For k = 2, Greedy1 clearly finds
a maximum size matching, so the theorem holds. Assume now that the assertion holds for at
most k − 1 subjects and consider an instance J with k subjects. Let M∗ be any maximum
matching of J and matching MG = ∪k

p=1Mp be the output of some realization of Greedy1 in
subject order 1, 2, . . . , k. Observe that

|M∗
1| ≤ |MG

1 |, (1)

where MM∗
1 and MG

1 are the restrictions of matchings M∗ and MG to A1.
Take the assignment M∗ \ M∗

1 and add individual matched pairs of MG
1 one by one in

an arbitrary order. To be able to add the next pair of MG
1 , say (a, s) for some a ∈ A1,r,

then we might need to displace at most one pair of M∗
r,p for some r �= 1 to create free places

(there is clearly no obstruction in subject 1, thanks to inequality (1)). So if M′ is the set of
displaced matched pairs outside M∗

1 then |M′| ≤ |MG
1 |. After the process we get a matching

M = M∗ ∪MG
1 \ (M∗

1 ∪M′) such that

|MG
1 | = |M1| ≥ 1

2
(|M∗

1|+ |M′|) . (2)

As M1 = MG
1 , the matching M\M1 is a matching of the instance that has one less subject

and that we got after the first phase of Greedy. Hence by the induction hypothesis we have
that

|MG|−|MG
1 | = |MG\MG

1 | ≥
1

2
|(M\M1)| = 1

2
|(M∗\(M∗

1∪M′))| = 1

2
(|M∗|−(|M∗

1|+|M′|)) .
(3)

Combination of inequalities (2) and (3) implies

|MG| = |MG
1 |+ |MG \MG

1 | ≥
1

2
(|M∗

1|+ |M′|) + 1

2
(|M∗| − (|M∗

1)|+ |M ′|)) = 1

2
|M∗|,

hence the assertion follows.

Example 2. Take the tap instance with four subjects, six applicants a1, a2, a3, b1, b2, b3, three
schools s1, s2, s3 with all partial capacities equal 1 and the characteristics of applicants given
in Figure 4. Here, the greatest size of a matching, namely 6, is achieved by assigning the pair
of applicants ai, bi to school si for i = 1, 2, 3. Suppose that Greedy1 works with the order of
subjects 1, 2, 3, 4. There are 6 different maximum matchings for A1. However, if the first phase
of Greedy1 produces e.g. MG

1 = {(a1, s2), (a2, s3), (a3, s1)} then no further applicant can be
matched and Greedy1 outputs a matching whose size is half of the maximum. So the bound of
Theorem 3.1 is also tight, already for four subjects.
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applicant type acceptable applicant type acceptable
schools schools

b1 {3, 4} s1 a1 {1, 2} s1, s2, s3
b2 {2, 4} s2 a2 {1, 3} s1, s2, s3
b3 {2, 3} s3 a3 {1, 4} s1, s2, s3

Figure 4: Instance J for Example 2.

3.2 Algorithm Greedy2

Our second algorithm, called Greedy2, is given in Figure 5.

begin for p := 1 to k find a maximum cardinality matching Mp of applicants Ap;
keep Mj whose size is maximum;
add applicants from A \Aj arbitrarily to get a maximal matching

end

Figure 5: Algorithm Greedy2

Theorem 3.2 Greedy2 is a k
2 -approximation algorithm.

Proof. Let M∗ be a maximum matching in an instance of max-tap. Then

|M∗
1|+ |M∗

2|+ · · ·+ |M∗
k| = 2|M∗|

as each matched pair (a, s) is counted twice in the left-hand side, namely in |M∗
p| and |M∗

r | if
a ∈ Ap,r. By Pigeonhole principle, at least one term on the left, say |M∗

1|, has the size at least
|M∗|/k. As |M∗

1| is not greater than max{|Mp|, p = 1, 2, . . . , k}, Algorithm Greedy2 outputs a
matching of size at least |M∗|/k.

Example 3. In the tap instance of Figure 6, the maximummatchingM = {(a1, s2), (a2, s2), (a3, s1)}
is of size 3. For each subject p, the cardinality of maximum matching Mp is 2, but if Greedy2
chooses p = 1 and matching M1 = {(a1, s1), (a2, s1)} then the matching output by the algo-
rithm will be of size 2. This is finally a tight example for Greedy2.

school capacities for applicant type acceptable
1 2 3 schools

s1 2 1 1 a1 {1, 2} s1, s2
s2 2 1 1 a2 {1, 3} s1, s2

a3 {2, 3} s1

Figure 6: Instance J for Example 3.

Notice that Greedy2 outperforms Greedy1 only for three subjects, giving the guarantee 2
3 .

4 Conclusion and open questions

We showed that the max-tap problem, in spite of being intractable, allows relatively easy
approximation algorithms. Notice, however, that the tight examples for all the proposed algo-
rithms are such that the lower bound is achieved if in the first step an ”incorrect” matching

483



is chosen. Since there is always a choice leading to an optimal solution, a question is whether
these algorithms could be refined to obtain a better approximation bound. In general, the
obtained bounds leave a lot of space for improvement, even more so, as so far no lower bound
of approximation has been obtained. Or, is it possible that max-tap could be APX-complete?
We are inclined to believe in this possibility because the NP-completeness provided in [2, 3]
uses as the starting point 3-dimensional matching, that is APX-complete thanks to the
result of Kann [9]. On the other hand, a result in [4] implies that the problem of minimizing
the number of unassigned students does not admit a polynomial approximation algorithm with
guarantee n1−ε for any ε > 0, if P �= NP.

Finally, it could be worthwhile to study the max-tap problem from the parameterized
complexity angle. One possible parameter is the maximum partial capacity of schools.
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Abstract: The paper analyses the impact of regional economic activity, regional wages and education 

on regional unemployment rate in Croatian counties for the period from 2004 to 2012. The results of 

the empirical analysis point to the conclusion that the regional labor market adjustment mechanisms 

in Croatia are not functioning. It is especially important to note the lack of wage flexibility that makes 

it difficult for the labor market to adapt to changes in the macroeconomic surrounding.  
 

Keywords: Croatia, regional unemployment, wages, dynamic panel model.  

 

1 INTRODUCTION 

 

More than 20 years since the beginning of the transition process from centrally planned on 

the way to market oriented economies, the issues of high unemployment rates on the country 

level and differences among regional level unemployment rates are still present in most of the 

Central and Southeast European (CSEE) countries. Croatia is not an exception, its 

unemployment rate being 17 percent and regional unemployment rates ranging from 37 to 

10.8 percent. Apart from the size of the figures, of prominent importance is the persistence of 

the regional unemployment rate disparity. One of the key factors of its persistence is the lack 

or inexistence of adjustment mechanisms.    

Benchmark model for studying regional unemployment dynamics was established in [2]. 

However, as the model presented in [2] is based on US economy and its regional labor 

markets adjustment mechanisms, other authors ([5], [6] and [9]) investigated regional labor 

market dynamics in Europe. Their results indicate different adjustment mechanisms in 

Europe and US regional labor markets: while migrations are the key adjustment mechanism 

in US, adjustments in labor force participation are the main channel of adjustment in Europe 

[5]. To get a better insight into potential adjustment mechanisms, a detailed overview on 

empirical research and variables employed in regional unemployment studies is provided in 

[6] and [9].  

Literature on Croatian regional unemployment is scarce. Among previous research, main 

contributions were made by [3], [4] and [8]. [3] found evidence of diverging regional 

unemployment dynamics which have eventually led to increasing persistence among Croatian 

regions. Using Labor Force Survey (LFS) data, [4] found that both individual and regional 

characteristics played an important role in determination of employment and earnings. 

Furthermore, a large part of the differences in regional labour market performance is 

attributed to the differences in human capital endowment. [8] supplements these findings by 

analysing the influences of regional characteristics on unemployment rates and finds that 

expectations of unemployed have a pronounced influence on regional unemployment rates. 

The author also addressed the issue of geographical immobility and the failure of migration 

as an adjustment mechanism on the regional labor market in Croatia. Therefore, previous 

research of Croatian regional unemployment indicates the importance of education in 
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explaining differences in regional unemployment and inefficiency of adjustment mechanisms 

that could reduce large differences in the regional unemployment rates.  

This paper analyses the influence of economic activity, regional wages and education on 

regional unemployment rate in Croatian counties for the period from 2004 to 2012. Apart 

from the variables used in the final model specification, there are other variables that were 

obvious candidates as a proxy for labor market adjustment mechanisms: vacancies, 

migration, population size and employment. However, all these variables turned out to be 

statistically insignificant. In the empirical analysis few alternative model specifications were 

applied. In order to capture unobserved heterogeneity across Croatian counties, static panel 

data models (fixed and random effects models) were applied. Additionally, the dynamic 

panel model was estimated as a robustness check.  

The obtained results and the fact that most of the employed variables are not statistically 

significant indicate that the adjustment mechanisms prevailing in the established market 

economies are still not functioning in Croatia. Among the adjustment mechanisms it is 

important to stress out the limited wage flexibility which is the main contributor to the low 

flexibility of the labor market to occurrence of the macroeconomic shocks. 

The remainder of the paper is organised as follows: the second section gives details on the 

data set employed in this paper. Third section describes the applied methodology and reports 

the main results of the empirical analysis and the forth section concludes and gives some 

suggestions for further research.  

 

2 DATA  

 

The empirical analysis is performed for a cross-section of Croatian counties (𝑵 = 𝟐𝟏) for the 

period from 2004 to 2012 (𝑻 = 𝟗). In accordance with theoretical and empirical literature on 

regional unemployment ([6] and [9]), individual and regional characteristics in 

unemployment (unemployment rate for Croatian counties: variable unr) were explained by 

following commonly used explanatory variables: regional real GDP per capita (deflated by 

harmonised index of consumer prices (HICP), 2005=100, variable gdppc) in thousand HRK 

represents the degree of the economic activity in the County; data on regional wages (average 

monthly net earnings deflated by HIPC, 2005=100) (variable wages) in HRK; 

counties’population size (variable pop); vacancies registered by counties (variable vac); 

counties’ net migration (variable mig); employment (variable empl); and data on share of 

counties’ employed population with university degree (degree) as a proxy for education. All 

data employed in the paper were obtained from the Croatian Bureau of Statistics, except of 

vacancies which were obtained from Croatian Employment Service.  

Prior to the empirical analysis, all variables were pretested for stationarity. The battery of 

panel unit root tests was performed. Namely, Levin, Lin and Chu test; Im, Pesaran and Shin 

test; ADF-Fisher test and Pesaran’s CADF test. Tests rejected the null of a unit root process 

for all variables. Thus, the analysis was performed by treating all variables as being 

stationary. 

 

3 METHODOLOGY AND EMPIRICAL RESULTS 

 

Several alternative models were estimated. Using a pooled ordinary least squares (OLS) 

estimator resulted in heteroskedasticity and serial correlation in the error term. The null 

hypotheses of constant variance and no autocorrelation were strongly rejected. Thereafter, the 

static version of the panel model using fixed (FE) and random effects (RE) estimators was 

estimated. The proposed static panel model can be specified as follows: 
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tiititi

Xy
,,,

  , 𝑖 = 1,2, … ,𝑁, 𝑡 = 1,2… , 𝑇. (1) 

 

i denotes individual county and t denotes time. Dependent variable yi,t is defined as average 

county unemployment rate, and X is a set of regressors. As variables population (pop), 

vacancies (vac), migration (mig) and employment (empl) were not statistically significant in 

both models (fixed and random effects) they were excluded as regressors. Therefore, the 

models were estimated using variables overall income per capita (gdppc), earnings (wages) 

and share of population with university degree (degree) as explanatory variables for the 

regional unemployment rate. Panel model allows controlling for other (observed and 

unobserved) variables that differ from county to county (such as share of prevailing activities 

and involvement in the unofficial sector) but do not change over time. Furthermore, this also 

enables controlling for variables that vary through time, but not across states.  

When tested for the significance of individual effects, both F-test for fixed effects and 

Breusch-Pagan Lagrangian multiplier test for random effects indicated the existence of 

significant differences across counties. Within group fixed effect estimates and generalised 

least squares (GLS) random effects estimates with robust standard errors are presented in 

Table 1. 

 
Table 1: Estimation results (dependent variable: regional unemployment rate).  

 

Variable  OLS FE RE Dynamic panel 
Lagged dependent variable    0.4651 

(0.0505)** 

gdppc -0.4000 

(0.0285)** 

-0.1597 

(0.0577)* 

-0.1925 

(0.0461)* 

-0.2988 

(0.0471)* 

wages 0.0003 

(0.0022) 

-0.0101 

(0.0020)** 

-0.0088 

(0.0019)** 

-0.0017 

(0.0015) 

degree 0.9294 

(0.1699)** 

0.8013 

(0.1559)** 

0.7669 

(0.1445)** 

0.4975 

(0.1294)** 

Model diagnostics     

N 189 189 189 147 

F or Wald test 166.82** 139.29** 94.67** 258.52** 

R2 0.6391 0.9486   

SSE or 𝜎̂𝑒 4.3394 1.6623 1.6623  

𝜎̂𝑣  4.9465 4.1081  

Note: A constant is also included in the model specification but is not reported. Robust standard errors are in 

parenthesis;  

* denotes statistical significance at 5%,  

** denotes statistical significance at 1%. 

 

Even though both fixed and random effects proved to be significant, and both model 

specifications give similar estimates, formal test was also performed in order to decide which 

model is appropriate.  

Analysed data failed to meet the asymptotic assumptions of the Hausman test. Hence a 

robust version of Hausman's specification test was applied with the null hypothesis that a 

difference in estimates is not systematic. As the obtained chi-squared test statistic of 1.83 (p-

value=0.6089) was small enough not to reject the null hypothesis the conclusion was that a 

random effect model is a preferred model specification. 

Additionally, to account for possible dynamics, lagged dependent variable was added in 

the model as an additional variable in the dynamic panel model. The defined dynamic panel 

model was also a robustness check for the results obtained by static panel models (fixed and 

random effects models). The analysed dynamic model specification can be written as 

follows: 
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tiitititi Xyy ,,1,,   
, 𝒊 = 𝟏, 𝟐,… , 𝑵, 𝒕 = 𝟏, 𝟐… , 𝑻.   (2) 

 

Counties are denoted by subscript i, while t stands for years. Model (2) is estimated using 

Arellano–Bond one-step estimator with robust standard errors. [1] derived a consistent 

generalized method of moments (GMM) estimator in order to solve possible endogeneity 

problems arising from the correlation between regressors and the error term making standard 

estimators inconsistent. 

As the robust standard errors were employed, Sargan test cannot be performed. It is well 

known that the asymptotic distribution for Sargan test statistic is not known. Sargan test has 

an asymptotic chi-squared distribution only for a homoskedastic error term and overrejects 

the null hypothesis in the presence of heteroskedasticity [1]. The Arellano–Bond tests for 

first- and second-order autocorrelation in the first-differenced errors reject the null in both 

cases. The corresponding p-value for testing the first-order autocorrelation was 0.0431 and 

for the second-order autocorrelation p- value was 0.0009. 

Considering the parameters of the estimated models, the fact that in the initial models 

most of the variables (population, vacancies, migration and employment) were not 

statistically significant is very indicative on the lack of the adjustment mechanisms in 

Croatian regional labor markets. Therefore, mechanisms prevailing in established market 

economies such as migration do not act as a factor that would reduce the differences in 

regional unemployment rates. The results are in line with findings of [4] from the research 

performed almost ten years ago which suggests high persistence of regional unemployment 

disparities in Croatia.  

Statistically significant variables have the expected sign, i.e. higher economic activity in 

the county leads to a decrease in unemployment. A positive sign for the education variable 

implies that higher the level of education of existing employees, it is harder for unemployed 

to enter the workforce. This also coincides with the variable vacancies being statistically 

insignificant, which could imply low level of job creation and that qualification and skills of 

unemployment do not meet the employer’s needs.   

Turning to the estimated parameters of the dynamic model, it is important to note that the 

lagged dependent variable is statistically significant which suggests that the specified 

dynamic panel model is an appropriate model for describing regional unemployment 

dynamics. The main difference between the dynamic panel model and static panel models is 

that the wages are not statistically significant in the dynamic model specification. Although, 

it could be argued that the obtained result is specification sensitive, actually all models yield 

similar result as the impact of wages on unemployment rate in static panel models was 

statistically significant but the intensity of the impact is almost negligible.  

Obtained results and the fact that wages are not statistically significant, are in line with 

European Commission’s country specific recommendations published in May 2015. In its 

guidelines the European Commission highlights limited wage adjustment and generally low 

flexibility of the system which makes it difficult to adapt to changes in the macroeconomic 

surrounding.  

Possible factors that could be behind the failure of the adjustment mechanisms are 

numerous. For instance, [4] indicates that the majority of the Croatian housing stock is owner 

occupied (which makes it relatively costly to move) and that migrants tend to seek a job 

within the immediate commuting area. All these arguments could present obstacles for the 

malfunctioning of the migrations as an adjustment channel. The share of employees in the 

public sector, numerous bodies of local government units and publicly owned companies, 

collective agreements, negotiating power of syndicates could be the main culprits for the lack 

of wage flexibility.  
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There are many other probable factors behind the failure of the adjustment mechanisms 

and the investigation of the importance of each individual factor is a large potential for 

further research. 

 

4 CONCLUSION 

 

The process of transition from centrally planned to market oriented economies is very 

difficult and along the way countries are faced with many challenges. Among the challenges, 

regional unemployment is one of the most persistent issues to be dealt with. The findings of 

this paper indicate that the regional unemployment issue is a very serious issue in Croatia and 

the absence of adjustment mechanisms prevailing in established market economies are the 

main obstacle to reducing the regional unemployment disparities.  

One of the main shortcomings of this paper (and all papers referred in the text) is its 

reliance on yearly data for the description of regional unemployment dynamics. In that 

manner, some features of the regional labor markets that could potentially be important for 

the description of regional unemployment dynamics cannot be modelled. For instance, 

seasonal characteristics of certain occupations prevailing in some of the Croatian regions 

could be an important factor for the description of the dynamics. Taking into consideration 

higher frequency data (monthly, quarterly) could yield different results and hence lead to 

different conclusions on relevance of adjustment mechanisms.  
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Abstract: This paper deals with the emergency service system design with temporarily failing cen-

ters. We assume that the users may get the service from the second or third nearest located center, if 

the nearest one is occupied. Attempts at solving large instances of the problem described by a loca-

tion-allocation model often fail due to lack of memory or computational time. We suggest an approx-

imate approach based on a radial formulation for both min-max and min-sum optimization. We pre-

sent a two-phase approach to emergency service system design with temporarily failing centers, 

where the first phase is based on so-called exposing constraints to minimize the disutility of the worst 

situated users and then the total discomfort of an average user is minimized.  
 

Keywords: emergency service system, failing centers, exposing constraints, radial formulation 

 

1 INTRODUCTION 

 

The design of emergency service system [3], [8] includes determination of center locations, 

from which the associated service is distributed to all users of the system. The objective in 

the standard formulation of the design problem is to minimize some sort of disutility as the 

social costs, which are proportional to the distances between served objects and the nearest 

service centers. In addition, another simplification often used by service system designers 

constitutes in the assumption that a user is serviced only from the nearest located service 

center. This simplification can be used, if the structure of a public administration system is 

designed, but the assumption does not hold, when an emergency service system is designed 

due to random occurrence of the demand for service and limited capacity of the service cen-

ters. This paper is focused on such methods of the emergency service system design, where 

the generalized disutility is considered instead of simple distance. It follows the idea of ran-

dom occurrence of the demand on service and limited capacity of the service centers in real 

emergency rescue systems [9]. At the time of the current demand for service, the nearest ser-

vice center may be occupied by some other user, for whom this service center is also the 

nearest one. When such situation occurs, the current demand is usually served from the sec-

ond nearest center or from the third nearest center, if the second one is also occupied. Thus 

we assume that the service is generally provided from more located service centers and the 

individual contributions from relevant centers may be weighted by reduction coefficients de-

pending on a center order. A location-allocation model of this problem with generalized dis-

utility was formulated in [11]. The previously performed research proved that the location-

allocation formulation is considerably outperformed by the radial formulation, when a com-

mercial IP-solver is used to design the optimal service center deployment subject to simple 

disutility is considered. The radial formulation was successfully extended for the above-

mentioned generalized disutility in min-sum location problems [5], [9]. In the previous re-

search, the average user´s disutility was minimized. This min-sum approach may cause that 

the disutility perceived by the worst situated user is inadmissibly high. This unfairness may 
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be mitigated by the initial phase of the min-max process [10]. In this paper, we focus on two 

phase emergency system design method, where the generalized disutility is considered. The 

both phases are based on the radial formulation of the problems, which can considerably ac-

celerate the associated solving process [1], [2], [5], [9] and outperform the location-

allocation formulations. The first phase of the suggested method searches for a design of 

min-max optimal public service system. The result is processed by the second phase, where 

the average user´s disutility is minimized subject to the condition, that the minimal disutility 

of the worst situated user cannot be worsened. The remainder of the paper is organized as 

follows. The min-sum radial formulation of an emergency system design subject to general-

ized disutility is concisely described in Section 2. Section 3 is devoted to the min-max itera-

tive approach applied on the radial formulation extended to the generalized disutility. The 

composed algorithm of the semi-fair emergency system design is suggested in Section 4 and 

associated numerical experiments are performed in Section 5. The results and findings are 

summarized in Section 6. 

 

2 RADIAL FORMULATION OF MIN-SUM PROBLEM WITH GENERALIZED 

DISUTILITY 

 

The necessity of solving large instances of the p-median problem has originally led to the ra-

dial formulation [1], [2], [4] and [6], which enables effective emergency system design for 

the case of simple disutility proportional to the distance from a user to the nearest service 

center. This approach was generalized [5], [9] to be applicable on the cases, when the user’s 

disutility is influenced by distances from the user to r nearest located centers. To formulate 

the public service system design problem with the optimal generalized disutility, we use de-

notation of the set of users’ locations by symbol J as above and a set of possible service cen-

ter locations by symbol I. At most p locations from I must be chosen so that the sum of us-

ers’ disutilities is minimal. In this paper, the generalized disutility for any user is modeled by 

a sum of weighted disutility contributions from the r nearest centers. The weight coefficients 

qk for k = 1 ... r are positive real values, which meet the inequalities q1 ≥ q2 ≥ … ≥ qr. The k-

th weight can be proportional to the probability of the case, that the k-1 nearest located cen-

ters are occupied and the k-th nearest center is available [11]. 

The network distance of a possible location i from user location j is denoted as dij. The 

decisions which determine the designed system can be modeled by location variables yi for 

iI. The variable yi{0,1} models the decision on service center location at the place i. The 

variable takes the value of 1 if a facility is located at i and it takes the value of 0 otherwise. 

The approximate radial formulation starts from partitioning of the range [d
0
, d

m
] of all 

possible distance values d
0
<d

1
<…<d

m
 from a user to a possible center location into v+1 

zones. The zones are separated by dividing points D1, D2 … Dv chosen from the sequence 

d
0
<d

1
<…<d

m
, where 0 = d

0
=D0 < D1 and Dv < Dv+1 = d

m
. The zone s corresponds with the 

interval (Ds, Ds+1]. The length of the s-th interval is denoted by es for s = 0 … v. To describe 

the problem, auxiliary zero-one variables x
k
js for s = 0 … v and k=1 … r are introduced. The 

variable x
k
js takes the value of 1 if the k-th smallest distance from the user at jJ to the locat-

ed center is greater than Ds and it takes the value of 0 otherwise. Then the expression e0 x
k
j0 

+ e1 x
k
j1 + e2 x

k
j2 + e3 x

k
j3 +…+ ev x

k
jv constitutes an upper approximation of the k-th smallest 

disutility contribution d
k
j* for the user at j. If the disutility d

k
j* belongs to the interval (Ds, 

Ds+1], then the value of Ds+1 is the upper estimation of d
k
j* with a maximal possible deviation 

es. To complete the associated radial model, we introduce a zero-one constant aij
s
 for each 

triple i, j, s where iI, jJ and s= 0 … v. The constant aij
s
 is equal to 1 if and only if the dis-

tance dij of a user at the location j from the possible center location i is less than or equal to 

Ds, otherwise aij
s
 is equal to 0. Then the model can be formulated as follows: 
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The constraints (2) ensure that the sum of variables x
k
js over k expresses the number of the 

service centers in the radius Ds from the user location j, which remains to the number r. The 

constraint (3) puts a limit p on the number of located facilities. Even though the constraints 

do not ensure the above declared meaning of the individual variables x
k
js, the objective func-

tion (1) gives the upper bound of the sum of disutility values. 

 

3 APPROXIMATE RADIAL APPROACH TO MIN-MAX PROBLEM  

 

Under the above-mentioned preconditions, we can describe the min-max optimal emergency 

service system design problem adding one nonnegative auxiliary variable h to model an up-

per bound of the disutility perceived by the worst situated user. 

 hMinimize  (6) 

     JjforhxeqtoSubject jsks

m

s

r

k

k 




1

01

 (7) 

      and (2) - (5)  

The zero-one coefficients aij
s
 are defined here for iI, jJ and s[0…m-1]. The coefficients 

are derived from the disutility contribution values, which range only over non-negative inte-

gers of all possible disutility values d
0
 < d

1
 < … < d

m
. 

The link-up constraints (7) ensure that each perceived disutility is less than or equal to the 

upper bound h. As the solvability of the min-max problem formulated above is questionable 

considering computational time, we focus on the approximate approach based on bisection 

method applied on so-called exposing structures introduced in [7]. 

The triple [u, S, G] is denoted complete exposing structure, if its components satisfy the 

following rules. The first component u is a positive integer less than or equal to r. The sec-

ond component S is an u-tuple [S(1), …, S(u)] of nonnegative increasing integers where 0 ≤ 

S(1) < S(2) < … < S(u) ≤ m. The third component is u-tuple [G(1), …, G(u)] of positive in-

creasing integers where 1 ≤ G(1) < G(2) < … < G(u) = r. Using the above introduced loca-

tion variables yi{0,1} for iI, the following set of constraints can be formulated for the ex-

posing structure [u, S, G]. 

 ]..1[,)()( uwJjforwGya
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wS
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(8) 

If a feasible solution y of the constraints (3), (5), (8) structure exists for a complete [u, S, G], 

then each user location j must lie at least in the radius d
S(1)

 from G(1) located service centers 

and in the radius d
S(2)

 from G(2)-G(1) additional service centers and so on to the radius d
S(u)

 

from the G(u)-G(u -1) service centers. It means that the worst situated user perceives the 

generalized disutility less than or equal to the value of (9). 
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4 COMPOSED ALGORITHM OF EMERGENCY SYSTEM DESIGN 

 

The suggested approximate algorithm of the emergency system design problem consists of 

two phases. The first phase is based on the partial search over set of non-dominated complete 

valid exposing structures, where inspected structures are obtained by the lexicographic max-

imal completion of “seed” structure [1, [s
*
], [k]] for k = 1 … r according to the following  al-

gorithm. 

Step 0. Initialize the best found complete valid exposing structure [bu, bS, bG] with value of 

bH by the structure [1, [s
*
], [r]], where the minimal subscript s

*
 is found by simple 

bisection process over range [0...m]. 

Step 1. Repeat the following steps for k=1 … r. 

Step 2. Initialize the starting incomplete structure [u, S, G] by valid incomplete exposing 

structure [1, [s
*
], [k]], where the subscript s

*
 is found, by simple bisection process 

over the range [sm...sM]. The limit sm is set at zero for k=1 and it equals to s
*
 at the 

next steps for k-1. The limit sM is specified using the value bH. 

Step 3. Apply the procedure Complete on the structure [u, S, G] and if a valid complete ex-

posing structure is found and H[u, S, G] < bH holds, then update the exposing structure 

[bu, bS, bG] with value of bH by the newly found structure. 

The second phase starts with the best found exposing structure [bu, bS, bG], where the com-

ponent bS(bu) yields maximal index m of the element from the sequence d
0
 < d

1
 < … < d

m
, 

to take into consideration in the second phase. 

The succeeding approximate radial formulation starts from the reduced sequence of dis-

tance values d
0
<d

1
<…<d

m
. Dividing points D1, D2, …, Dv are chosen from the sequence 

d
0
<d

1
<…<d

m
 so that 0 = d

0
=D0 < D1 and Dv < Dv+1 = d

m
, where the set of the dividing 

points must contain the elements d
S(w)

 for w1 … bu. The components of the list bS must be 

replaced by corresponding subscripts of the dividing points. The zero-one variables x
k
js for s 

= 0 … v and k=1 … r are introduced as in the Section 2. Then the model of the second phase 

problem can be formulated as follows: 
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The constraints (11) and (12) have the same meaning as constraints (2) and (3). The con-

straints (13) ensure that the worst situated user perceives the generalized disutility less than 

or equal to the value of bH obtained in the first phase. 

 

5 NUMERICAL EXPERIMENTS  

 

To compare the min-sum, min-max and composed approaches to the emergency system de-

sign with the temporarily failing centers, we performed the series of numerical experiments. 

The used benchmarks were derived from the real emergency health care system, which was 
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originally implemented in seven regions of Slovak Republic, i.e. Banská Bystrica, Košice, 

Nitra, Prešov, Trenčín, Trnava and Žilina. These sub-systems cover demands of all commu-

nities - towns and villages spread over the particular regions by given number of ambulance 

vehicles. In the benchmarks, the set of communities represents both the set J of users’ loca-

tions and also the set I of possible center locations. The cardinalities of these sets vary from 

250 to 650 according to the considered region. The number p of located centers was derived 

from the original design and it varies from 30 to 80. Various scenarios were studied as con-

cerned the number r of the considered nearest centers and the associated weights q1 … qr. 

The condensed results of the experiments are presented in Table 1, where each row corre-

sponds to one of the tested scenario. The following parameters of the obtained service sys-

tem designs were observed, when particular approaches were applied. The parameter sgap 

gives the deviation of the min-sum objective function value of the solution from the optimal 

solution of the min-sum problem. The deviation is given in percentage, where the base 

equals to the objective of the min-sum optimal solution. The parameter mgap gives the devi-

ation of the maximal disutility perceived by users in the suggested solution from the best 

known solution of the problem, where the maximal disutility is minimized. The parameter 

mgap is given also in percentage and the base is min-max objective value of min-max prob-

lem solution. Together with mgap, there is presented parameter afl, which gives percentage 

of population, which perceive disutility greater than the maximal disutility resulting from the 

min-max solution. This parameter is computed only for solutions obtained by min-sum ap-

proach. All entries of the Table 1 are average values obtained by solving the above-described 

seven instances. 

 
Table 1: Average results of numerical experiments for individual scenarios in percentage 

 

Scenario Min-sum Min-max Composed 

r q1 q2 q3 q4 q5 sgap afl mgap sgap  mgap sgap  mgap 

3 1 0.2 0.1 - - 0,9 1,7 65,9 55,0 1,9 31,6 1,2 

3 1 0.2 0.05 - - 0,9 2,0 78,8 62,1 1,3 34,6 0,3 

3 1 0.5 0.2 - - 1,0 1,4 50,4 51,6 0,8 31,5 1,7 

3 1 0.8 0.5 - - 1,2 1,0 41,4 49,9 0,0 30,0 2,8 

5 1 0.5 0.2 0.1 0.05 2,3 1,1 47,3 49,5 0,6 28,0 1,5 

5 1 0.8 0.5 0.2 0.1 2,8 1,2 42,9 46,5 0,3 27,4 2,2 

 

To solve the described benchmarks, the optimization software FICO Xpress 7.7 (64-bit, re-

lease 2014) was used and the experiments were run on a PC equipped with the Intel® 

Core™ i7 2630 QM processor with the parameters: 2.0 GHz and 8 GB RAM. 

The computational time are not reported here, but we note that the computational time for 

any instance solved by radial min-sum approach does not exceed 18 seconds whereas min-

max solution was completed at most in five minutes due to involved iterative process. 

 

6 CONCLUSIONS 

 

We suggested a composed approach to the emergency system design, where failing centers 

are considered. The suggested approach has been compared to the min-sum and min-max 

approaches, which were also based on effective radial formulation of the underlying location 
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problem. Concerning the min-sum optimal solution, we can notice that the attempt at min-

max fairness costs approximately from 50 to 60 percent losses (sgap) of the original min-

sum objective value, what is also called the price of fairness. The price of fairness can be re-

duced by the suggested algorithm by 20 percent, if the composed approach is used. On the 

other side, the losses of price of fairness can be compensated by reducing the disutility 

(mgap) perceived by the worst situated users to the value from 40 to 80 percent, when the 

best found min-max solution is taken as hundred percent. It can be concluded that the sug-

gested composed approach is able to considerably reduce the unfairness perceived by one 

percent of users, but it pays for it by 30 percent losses of system objective value. The future 

research will be focused on a more detailed research of the used exposing structures to find 

whether big losses of the system objective are inevitable. 
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Abstract: This paper investigates the validity of Purchasing Power Parity (PPP) for several emerging 

Asian economies in the period from January 1995 till December 2013 with respect to US dollar. 

Because of the documented weaknesses of linear specifications in examining this exchange rate 

concept, we employ a nonlinear unit root test based on the exponential smooth transition autoregressive 

model. The results of unit root tests for the US dollar-based real exchange rate series indicate that PPP 

is not valid for the majority of economies in the sample.  
 

Keywords: purchasing power parity, nonlinear unit root test, smooth transition autoregression  

 

1 INTRODUCTION 

 

The theory of Purchasing Power Parity (PPP) states that exchange rate movements are 

primarily determined by changes in domestic and foreign prices. This simple but powerful 

exchange rate theory with only slight modifications since its inception remains one of the basic 

ingredients for a wide range of contemporary international macroeconomic models. The 

popularity of PPP has been additionally boosted by a huge body of studies which examine the 

long-run empirical relationship between exchange rate movements and shifts in relative prices. 

In order to provide robust empirical support for the PPP theory, researchers frequently 

experiment with new estimation techniques, with different data sets and by testing the theory 

on large and various country samples. As emphasized in [9], if the speed of convergence 

toward the PPP level is increasing with the growing deviation from the equilibrium exchange 

rate parity, then the otherwise widely used linear specification of PPP testing is inappropriate. 

Paper [8] suggests that the adjustment of exchange rates can be nonlinear because of 

transaction costs in international trade and significant trade barriers. Important nonlinearities 

can also be detected in cases of heterogeneous interactions of traders in the foreign exchange 

market concerning the expected exchange rate adjustment. The author quotes an additional 

factor of exchange rate nonlinearity stemming from the coordination effect of intervention by 

monetary authorities on the main traders in situations of fundamental exchange rate 

misalignments. 

While the testing of nonlinear properties of real exchange rates for developed market 

economies is reported by a number of studies ([6], [7] and [10]), the application of a nonlinear 

framework by PPP tests for emerging countries is still poorly documented ([2], [4]) with mixed 

results. Examining the validity of PPP in emerging countries is particularly important, since it 

is widely recognized that these countries during the process of introducing market mechanisms 

were exposed to a range of institutional changes as well as to numerous real shocks which 

very likely affected their real exchange rates. In this paper, therefore, we try to fill this 

empirical gap by employing, in addition to the conventional augmented Dickey-Fuller (ADF) 

test, the Kapetanios et al. [3] (KSS hereafter) unit root test to detect the stationarity 

characteristics of real exchange rates in several emerging Asian economies. 
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The paper is divided into following four sections. After the introduction, section 2 presents 

the procedure for the KSS test. The characteristics of data and the empirical results are 

summarized in section 3. The main implication of the study is given in the concluding part of 

the article.      

 

2 PRESENTATION AND METHODOLOGY 

 

Kapetanios et al. [3] developed a test for the null hypothesis of unit root against the alternative 

hypothesis of a nonlinear stationary smooth transition autoregressive (STAR) model. The 

authors attempted to distinguish between the nonstationary linear processes and the stationary 

nonlinear ones. The motivation for the development of the new test lies in the persistent failure 

of the standard ADF test to reject the null of a unit root. Consequently, two alternative 

frameworks for unit root testing were proposed in recent years. The first approach utilizes 

panel tests and their higher power in comparison to standard unit root tests. The second 

approach incorporates stationary models other than the simple AR or ARMA under the 

alternative hypothesis, including nonlinear transition dynamics. The authors of the test 

extended the last framework by analyzing a particular kind of nonlinear dynamics, namely 

exponential smooth transition autoregressive (ESTAR) models. 

The smooth transition autoregressive (STAR) model of order 1 is given by the equation 

 
tdtttt ycGyyy    );,(1

*

1
, 1,2, ,t T  ,  1d ,                                              (1) 

where   and 
*  are unknown parameters and t  is a sequence of independent identically 

distributed errors. Initially, ty  is assumed to be a zero-mean process, but the framework can 

easily be extended to include more general processes with non-zero mean and time trend. G  

represents a continuous transition function bounded between 0 and 1. The slope parameter   

is an indicator of the speed of transition between 0 and 1, whereas the threshold parameter c  

points to where the transition takes place. yt-d  is the transition variable and stands for the 

variable y lagged d times. The most popular functional forms are the Logistic Smooth 

Transition Autoregressive (LSTAR) form with logistic transition function and ESTAR with 

exponential transition function. The LSTAR transition function is monotonously increasing, 

while ESTAR is U-shaped around c and thus enables reswitching. The ESTAR functional 

form can be defined as 

  2)(exp1);,( cyycG dtdt    .                                                                           (2) 

Kapetanios et al. [3] applied the ESTAR transition function with c equal to zero. By 

substituting G in equation (1) with the ESTAR transition function from equation (2), we obtain 

the ESTAR model 

    tdtttt yyyy   

2

1

*

1 exp1 .                                                                       (3)        

The null hypothesis of unit root implies 1  and 0 , since 0);0( dtyG . Model (3) 

postulates the nonstationary linear First-Order Autoregressive (AR(1)) model 

 ttt yy   1                                                                                                                    (4) 

under the null hypothesis and a stationary model (with 0 ) 

   ttdtt yyGy    1

* );( ,  1);(0  dtyG                                                           (5) 
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under the alternative. When 
dty 

 is close to zero, model (5) resembles a unit root process, 

since 0)0;( G . For large values of 
dty 

, on the other hand, we obtain an approximation of 

the linear AR(1) with the root equal to *  . We assume that 11 *    (i.e. 

02 *   ), as this condition implies stable roots and a stationary AR(1) model.  

The null hypothesis 0:0 H  needs to be tested against the alternative 0:1 H . *  is 

not identified under the null, and testing such a hypothesis is not feasible. To overcome this 

problem, the authors of the test used the Taylor series approximation, as interpreted in [1]. In 

the first step, the authors assumed d = 1 (which can be done without loss of generality) and 

respecified the ESTAR model (3) as   

    tdttt yyy   

2

1

* exp1 .                                                                                (6) 

After replacing the right-hand side expression with its first-order Taylor approximation, one 

obtains the following auxiliary regression: 

 erroryy dt  

3

1 .                                                                                                         (7) 

Using the t-statistic approach, the Nonlinear Augmented Dickey-Fuller (NLADF) statistic is 

defined as 

 






ˆ

ˆ
NLADF  ,                                                                                                                (8) 

where ̂  denotes the Ordinary Least Squares (OLS) estimate from auxiliary regression (7) 

and 


 ˆ  its standard error.  

In a more general framework, when the errors of model (6) are serially correlated, the 

equation is augmented with lagged differences of the process yt:  

    tdttjt

p

j

jt yyyy   



 2

1

*

1

exp1 ,                                                           (9) 

as first proposed by Dickey and Fuller in the derivation of the ADF test. The number of lags 

(p) is defined as the minimal number that removes residual autocorrelation. Auxiliary 

regression augmented with p lagged differences can be given as 

 erroryyy djt

p

j

jt  



 3

1

1

 .                                                                                   (10) 

The NLADF test statistic is calculated from equation (8), as before. Paper [3] derives the 

limiting nonstandard distribution of the NLADF statistic that involves Brownian motion. 

 

3 DATA AND EMPIRICAL ESTIMATES 

 

The investigated sample consisted of the following emerging Asian economies: Bangladesh, 

Indonesia, Pakistan, Philippines, South Korea and Vietnam.  
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Figure 1:  The real exchange rates of emerging Asian economies 

 

The monthly averages of nominal exchange rates and consumer price indices were obtained 

from the IMF International Financial Statistics and from the Eurostat, with the exception of 

Pakistan, where the data for the exchange rate from May 1999 till July 1999 were obtained 

from the State Bank of Pakistan. The US dollar-based real exchange rates covered the period 

from January 1995 to December 2013. For all countries in the sample, the consumer price 

indices refered to year 2010. The dynamics of real exchange rates of individual countries is 

depicted in Figure 1. 

The results of the KSS test and the standard ADF test for models with constant and for 

models with constant and time trend are given in Table 1.  
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Table 1: Results of unit root test for selected countries 

 

Country 

Trend  

p-value 

Intercept Intercept and time trend 

No. of 

lags KSS ADF 

No. of 

lags KSS ADF 

Bangladesh 0,4739 1 -1,9721 -1,0836            1 -1,8162 -0,9555            

Indonesia 0,0000 0       -4,0351*** -2,1571           0        -3,9307*** -2,4467           

Pakistan 0,8435 1 -1,7356 -1,7894            1 -1,7505 -1,8328            

Philippines 0,8634 1 -1,2292 -1,4105            1 -1,2300 -1,3945            

South Korea 0,7944 2     -2,8699* -2,5187            2 -2,8922 -2,5045            

Vietnam 0,0000 0       -12,7362*** -2,0654            0     -13,2976*** -2,5795           

 

Notes: The number of lags in the auxiliary regression is defined as the minimal number that removes residual 

autocorrelation. The 1%, 5% and 10% asymptotic critical values for ADF with intercept are -3.46, -2.88 and -

2.57, respectively. The 1%, 5% and 10% asymptotic critical values for ADF with intercept and trend are -4.01, -

3.43 and -3.14, respectively. The 1%, 5% and 10% asymptotic critical values for KSS with intercept are -3.48, -

2.93 and -2.66, respectively. The 1%, 5% and 10% asymptotic critical values for KSS with intercept and trend 

are -3.93, -3.40 and -3.13, respectively. The critical values for KSS are taken from [3]. 

***, ** and * statistically significant at the 1%, 5% and 10% levels, respectively.  

 

Results from the standard ADF unit root test with and without the trend suggest that we cannot 

reject the null hypothesis of nonstationarity of real exchange rate for any of the countries. By 

employing the KSS test in models without the trend element, the nonstationarity hypothesis 

of real exchange rates is rejected in the case of Indonesia, South Korea and Vietnam. When 

the trend element is examined within the KSS framework, the stationarity of bilateral real 

exchange rates among the members of examined group holds again for just two countries: 

Indonesia and Vietnam. As the time trend is significant for Indonesia and Vietnam, but not 

significant for South Korea, the results suggest that in the linear framework the null hypothesis 

of unit root holds for all countries, while the nonlinear KSS test rejects nonstationarity for 

Indonesia and Vietnam.  

 

4 CONCLUSION 

 

This paper evaluated the PPP proposition by scrutinizing the stationarity properties of US 

dollar-based real exchange rates for the set of emerging Asian economies. The testing results 

clearly indicate that even after taking into account the nonlinear reversion of real exchange 

rates of examined countries, we are able to confirm the validity of PPP only in the case of two 

countries. The PPP concept is therefore not appropriate for determining the equilibrium 

exchange rates of the majority of countries in our sample. Lack of PPP evidence probably also 

reflects insufficient coordination of monetary and exchange rate policies among the selected 

countries. Further empirical examination is needed to solve the PPP puzzle for emerging Asian 

economies. 
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Abstract: Emergy analysis is an environmental accounting approach that supports the idea that the 

natural capital invested in the production of goods and services determines their real value. In this 

paper emergy based performance indicators are incorporated into standard socioeconomic 

optimisation model of milk production sector in Slovenia. The multiple-criteria optimisation model 

based on goal programming (GP) investigates the alternatives to the sector’s reorganisation. Scenario 

analysis suggests that incorporation of emergy criterion into the optimisation model results in a 

balanced production structure and more favourable economic and biophysical performance of the 

sector, which confirms complementarity of emergy and economic evaluation approaches. 
 

Keywords: system approach, bio-economic model, emergy, goal programming, agriculture, milk 

production. 

 

1 INTRODUCTION 

 

Agriculture is a complex system in which the economic principles of production are directly 

entwined with its ecological characteristics ([1], [2], [3]). Rising demand for food, increasing 

resource scarcity, high market volatility and growing environmental pressures, challenge the 

agricultural sector not only to increase productivity, but to do so in a more sustainable 

manner ([4], [5]). Various objectives of the common agricultural policy and an increased 

demand for interdisciplinary research approaches had an important role in the development of 

bio-economic models. These are in general known as (mathematical) models that link 

different disciplines in order to answer multi-dimensional questions about the organisation of 

agricultural production systems ([6]). Bio-economic models as decision support tools have to 

be based on a comprehensive economic evaluation that considers the laws of the natural 

environment in which the agriculture operates ([7]). However the integration of biophysical 

and economic components in technical and conceptual sense still remains the most significant 

challenge in this field ([6], [8],[9]). 

Emergy analysis ([10], [11], [12]) is an environmental accounting approach that adopts a 

biophysical understanding of value. It adheres to the notion that the work of the geo-

biosphere is a driving force of all global processes and supports the idea that the natural 

capital invested in the production of goods and services determines their real value. Emergy 

(measured in solar emergy Joules) is a cumulative measure which defines the amount of 

available energy required to deliver a given product or service or to support a specific flow. 

As such it may be used to quantify environmental costs/value of market and non-market 

resources and therefore to define the contribution of ecological processes in the production of 

any good or service. Contrary to a standard economic evaluation, that is anthropocentric in its 

nature, emergy analysis provides an eco-centric perspective on agricultural activity. In order 

to contribute to a more complete perspective on agriculture and to improve the quality of 

decision-making processes, this paper intents to present an innovative attempt to incorporate 

emergy analysis into a standard optimisation (decision-making) model, which is illustrated 

through the case of the milk production sector in Slovenia.  
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2 METHODOLOGICAL APPROACH 

 

2.1 The system investigated 
 

The system investigated is the milk production sector in Slovenia. This selection considered 

that milk production is the predominating and most important agricultural activity in the 

country. In the last decade the sector witnessed intensive economically driven structural 

changes that lead to concentration and specialisation in cattle breeding. This resulted in a 

substantial decrease in the number of dairy farms, a doubling of the average herd size, and an 

increase in the milk yield and milk quality ([13]). These changes are economically driven and 

are likely to continue. 

 

2.2 The development of a modelling tool at the national level 
 

2.2.1 Preliminary analysis at a farm level 
The mathematical model of milk production sector was developed in two stages. Firstly, in a 

preliminary analysis Slovenian milk production sector was categorised into nine farm types. 

These reflect the diversity within organisation of dairy farming in Slovenia and include small, 

subsistence oriented farms (F1), semi-subsistence farms (F2), organic farms with a varying 

degree of production intensity and market presence (F3 and 4), and various types of 

conventional production systems, significantly differing in herd size, breeds, agricultural land 

area, proportion of arable land, and the amount of compound feed (F5 to 9). Basic farm 

characteristics (Table 1) that derived from the Agricultural Census 2010 performed by 

Statistical office of Slovenia and from the Central Cattle Breeding database from Agricultural 

institute of Slovenia served as a starting point to formulate technological, economic and 

environmental parameters of each farm type and to quantify key human-controlled and 

environmental outputs and input flows to the milk production systems.  

 
Table 1: Basic farm type characteristics 

 
  F1 F2 F3 F4 F5 F6 F7 F8 F9 

farm type subsi-

stance 

half-

subsistance 

extensive 

organic 

intensive 

organic 

conven-

tional 

smaller 

intensive 

highly 

intensive 

larger 

intensive 

agricult. 

enterprise 

Breed*
 S, BS S, BS S, BS S, BS S, BS HF, S, BS HF HF HF 

Dairy cows 2 8 4 26 20 46 51 105 654 

Milk yield 

(kg/cow) 
3,600 4,500 3,000 4,500 5,500 7,400 9,300 7,500 7,000 

UAA (ha) 4 9 9 44 17 37 37 90 762 

crop field   11% 19% 8% 13% 37% 56% 59% 53% 58% 

terrain 
steep/hilly 

steep, hilly, 

flat 

steep/ 

hilly  hilly/flat hilly/flat hilly/flat flat flat flat 
* S-Simmental, BS- Brown Swiss (BS) HF- Holstein–Friesian breed  

Several socioeconomic and emergy analysis performance indicators were calculated. These 

provided an insight into the differences between the farm types’ in their profitability, 

productivity and farmer’s income independence and environmental impact of the production 

(socioeconomic indicators), as well as biophysical efficiency, system’s interaction with local 

environment and system sustainability (emergy indicators). A more in depth description of 

the methodology, selected indicators and the results of the preliminary analysis can be found 

in Jaklič et al. [14].  

Secondly, based on re-aggregation of the farms’ characteristics, a reference model that 

represents the sector for the year 2010 was specified. The sector in 2010, i.e. its structure, 

performance and other characteristics, served as a baseline reference to the model solutions 

obtained from the optimisation model developed.  
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2.2.2 Definition of the model 
The integrated multiple-criteria optimisation modelling tool developed is supported by 

(weighted) goal programming (GP) and aims to look for an optimal structure of the sector, 

that will utmost satisfy several often conflicting objectives. The number of dairy farms within 

each farm type denotes a key model variable and the original model solution that determines 

values of all other characteristics of the sector.  

The sector’s boundaries are defined by agricultural land intended for milk production in 

2010 and remain fixed through the entire modelling process. Furthermore, another constrain 

built in the model intends to control transformations of a farm from one type into another if 

significant differences in technological parameters exist between them (e.g. comparability of 

farming conditions).  

The model is applied to investigate three scenarios of agricultural production planning. 

The scenarios differ in their objective set that aims to reflect two opposing agro-political 

orientations (scenario 1 and 2) and their logical combination (scenario 3). The first scenario 

(SC1) reflects protectionist attitude to agricultural production planning and is focused on 

achieving a) high productivity, b) employment and c) total income in the sector. The second 

scenario (SC2) considers an orientation that emphasises more ecologically and socially 

sustainable agriculture. The objectives incorporated in the model that reflect such attitude are 

a) maximum total income in the sector, b) lowest possible environmental impact (GHG 

emission) and c) a minimal pressure of the production process on local environment. The 

latter is measured by the emergy indicator “Environmental Loading Ratio”, which is the ratio 

of non-renewable to renewable emergy use in a system. A compromise approach that 

supports protectionist and eco-social objectives in production planning is presented in 

scenario 3 (SC3). This optimisation is performed based on weighted GP, which signifies that 

(unlike in the other two scenarios) different weights are assigned to individual objectives. As 

the objectives related to environmental protection and long term sustainability are only 

gradually being incorporated into nowadays still prevailing production and income related 

policy orientation, they have been assigned lower significance. 

All of the objective targets applied in the scenarios reflect the extreme values that were 

preliminary determined by single-criterion optimisation modelling. The solutions of scenario 

analysis were evaluated and compared according to socioeconomic and emergy indicators of 

sector’s performance (Table2).  

 
Table 2: Socioeconomic and emergy indicators of sector’s performance 

 

Socioeconomic indicators Emergy indicators 

Income Total income in the sector is the 

aggregated income of dairy farms Emergy use 

Unit Emergy Value (UEV) indicates biophysical efficiency 

of a system in emergy use and renewability of a system 

Production Total production in the sector is the 
aggregated production of dairy farms   

Emergy Density (ED) is emergy per hectare and denotes 
emergy use intensity 

Employment Number of employed persons (1 person 

equals 2000 working hours) 

Interaction 

with 

Emergy Yield Ratio (EYR) measures the ability of a 

system to exploit free local resources 

Public 
payments  

Total amount of public payments (PP) 
local 
environment 

Environmental Loading Ratio (ELR) indicates pressure of 
the system on local environment 

Income  Share of PP in total income 

 

Fraction of renewable emergy in total emergy use (%R) 

stability Hourly wage is income received per  

hour of labour (PP incl.) 

System 

sustainability 

Emergy Sustainability Index (ESI) is a ratio between 

ability to exploit free local resources and pressure of a  

  Income sufficiency is a share of work that 

is fully paid with income earned (PP excl.)   
system to local environment 

Environmental Greenhouse gas emissions (GHG) Emergy  Emergy exchange ratio(EER) indicates the relative trade 

impact GHG per unit of production exchange advantage in emergy exchange (producer vs. purchaser) 
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3 RESULTS AND DISCUSSION 

 

Figure 1 shows farm type representation in the total milk production according to the results 

of multiple-criteria model scenario analysis. The results show distinctive differences in the 

structure when pursuing protectionist or eco-socially oriented targets. Compared to the 

production in 2010 the reorganisation that is based on pursuing protectionist goals results in a 

significant increase in highly intensive production (F7; 25%). Such structure is a result of the 

intensification of the sector that would occur by reorganisation of small subsistence (F1) and 

organic farms (F3) into half-subsistence farms (F2), a reorganisation of larger organic (F4) 

and averaged sized conventional farms (F5) into larger and more intensive farm types (F6) 

and with a concentration of largest farms (F6, 8 and 9) into highly intensive production 

systems (F7). This model solution fully attains only the production target, whereas income 

and employment are not reached entirely (87% and 89% respectively). 

 

 
 

Figure 1: Farm type representation in the milk production structure  

 

Contrary to the protectionist scenario which clearly favours conventional and intensive 

production, eco-social scenario leads to reorganisation of the sector in which the less 

intensive organic farms (F3 and F4; 83%) contribute 69% to the total milk production. In 

addition, compared to the year 2010 agricultural enterprises (F9) significantly increase their 

contribution to the total production (12%). Such structural differences result mainly from the 

reorganisation of less intensive conventional production (F1, F2) to extensive organic 

production (F3), as well as from the reorganisation of conventional production at middle-

sized farms (F5, F6) into intensive organic production (F4). In this model solution both 

environmental and biophysical objectives are reached, whereas total income in the sector is 

21% lower that targeted. 

Finally, the solution of the compromise scenario (SC3) results in a relatively well-

balanced production structure. The structure mainly comprises of (highly) intensive 

production at F6 and F7 (35% and 26% respectively) but also includes more than 20% of 

organically produced milk. This solution assumes a restructuring of the smaller into larger 

farms as well as a reorganisation of the production technology from conventional to organic. 

The model solution fully attains solely the income targeted. Larger deviations from the target 

values are noted for the objectives that relate to environmental impact and pressure on local 

environment (+81% and +66%). This is mainly attributed to the formulation of the model that 

assumes lesser importance of these two objectives in comparison to the others. 

Figure 2 shows the deviations in the presented model solutions from the reference 

performance of the sector in 2010. Indicators that characterise performance of the sector were 

normalised and aggregated into logical groups (Table 2). The results show that protectionist 

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

compromise SC3

eco-social SC2

protectionist SC1

sector 2010

F1 F2 F3 F4 F5 F6 F7 F8 F9
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and eco-social scenarios provide almost diametrical solutions. The protectionist attitudes in 

agricultural production planning result in higher income of the sector, improved productivity 

and as a result also high biophysical emergy use efficiency. However, such reorganisation of 

the sector that is largely based on intensive production (Figure 1) has harmful effects on the 

local and global environment and represents a step-back in system sustainability. This is due 

to a high dependence on non-renewable resources.  

 
 

Figure 2: Relative variations in selected characteristics of milk production sector between the baseline (2010) 

and multiple-criteria solutions 

 

Conversely, ecologically and socially sustainable oriented agricultural production planning, 

which also includes emergy targets, results in a highly sustainable production that originates 

from the system’s low pressure on local environment and its high ability to exploit free local 

resources. A significant disadvantage of such a solution that favours organic production is a 

considerably low productivity of the sector and a substantial decline in employment.  

A solution from the model that simultaneously considers the targets of both of the extreme 

approaches shows to offer a compromise between their conflicting requirements. Such an 

integrated solution emphasises the advantages and reduces the weaknesses of the previous 

(extreme) solutions. It produces a sector that achieves significantly better results than the 

baseline scenario of the sector in 2010, albeit at the expense of lower employment, slightly 

higher public expenses and a less pronounced decline in productivity. 

 

4 CONCLUSION 

 

In this paper we present an innovative attempt to incorporate emergy analysis into standard 

economic evaluation models that support agricultural production planning. By incorporating 

both, an economic (anthropocentric) and emergy based (eco-centric) indicators, the multiple-

criteria model aims to provide more comprehensive evaluation of the sector’s performance 

and of various alternatives to its reorganisation. 

We confirm that emergy and economic evaluation are not mutually exclusive, instead their 

joint application provides an informative insight into agricultural activity. The results do not 

negate a link between intensification and overall improvement of the sector. Moreover, a 
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solution that is characterised by a wide and diverse range of agricultural holdings and a 

balanced production structure leads to the conclusion that the integration of system-based 

sustainability indicators into standard economic optimization models can improve socio-

economic performance and biophysical functioning of the sector. 

A key limitation of the proposed approach is that the model is simplified in such manner 

that does not allow reallocation of resources between agricultural sectors. We believe that the 

shortcomings of this simplification can be properly avoided by extending the modelling tool 

to include other potentially competitive sectors. The development in this direction would 

improve the applicative value of the modelling tool.  
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Abstract: The aim of the paper was to explore whether long-term recession influenced the changes 

of managers’ assessments and expectations in Croatia’s retail trade sector. The analysis was divided 

in two main parts: analysis of association between variables in Croatia’s business survey in the first 

quarter of 2015, and comparison of the obtained results with the same results for the first quarter of 

2009. It was concluded that the Croatia’s managers, during six-year recession have changed their 

assessments and expectations, which influenced the changes in the character of relationship of the 

variables in Croatia’s business survey for retail trade sector. 
 

Keywords: Business survey, RTCI – Retail Trade Confidence Indicator, measures of association, 

Pearson Chi-square test, contingency coefficient 

 

1 INTRODUCTION 

 

Business survey is a qualitative survey based on managers' estimates and expectations about 

their past and present business situation concerning four sectors of national economies: 

manufacturing industry, construction, retail trade and services sector. Surveys basis are 

questionnaires in which managers express their opinions. Qualitative data as managers’ 

opinions are translated into the quantitative composite indicators: Industrial Confidence 

Indicator (ICI), Construction Confidence Indicator (BCI), Retail Trade Confidence Indicator 

(RTCI) and Services Confidence Indicator (SCI) [8].  

Croatia has been conducting surveys in accordance with the harmonised EU methodology 

continually since 1995. Initially, Croatia’s survey was conducted on a quarterly basis. 

Croatia’s questionnaires are harmonised with the same in EU, but Croatia’s questionnaire 

contain additional question about the liquidity of the company: “Liquidity of your firm is: 

(1) good, (2) temporary difficulties, (3) bad” [3].  

Previous researches have shown the existence of association between variables in 

Business survey, i.e. relationship between manager’s assessments and expectations exists 

[1,4,7]. The aim of this research was to empirically explore whether long-term recession in 

Croatia influenced the changes of managers’ attitudes in the retail trade sector related to 

assessments and expectations about their business position. The study is based on a 

comparison of the results of the same kind of research [4] conducted for the first quarter of 

2009 and for the first quarter of 2015, i.e. at the beginning and at the end of recession period 

in Croatia. Differences are, among other things, a product of managers’ pessimism during 

six-year recession. It resulted from managers' more pessimistic views on expected 

production, expected business situation, current level of overall order books, on export order 

books, on the volume of stocks etc. Primarily negative views on managers' assessment and 

expectations are in accordance with the general economic situation in Croatia: 

unemployment, decreased export, increased public debt, etc.   

As in the previously mentioned paper, research examines the changes in relationships 

among the variables of business survey for retail trade sector. 
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2 METHODOLOGY 

 

Business survey is a qualitative survey based on questionnaires in which managers express 

their opinions and expectations about their business situation. The questions in the Croatia's 

business survey questionnaire for the retail trade sector [3,8] are presented in Table 1.  

 
Table 1: Questions in Croatia's business survey questionnaire for the retail trade sector 

 

Questions 
Present business position, Q1 

Turnover over the past quarter, Q2 

Turnover over the same quarter in one year ago, Q3 

Stock of finished products, Q4 

Prices over the past quarter, Q5 

Expected turnover in the next quarter, Q6 

Expected business position in the next 2 quarters, Q7 

Ownership, Q8 

Present employment position, Q9 

Liquidity, Q10 

 

Almost all questions, except ownership (Q8), present employment situation (Q9) and 

liquidity (Q10) have a similar response pattern where the answers are given according to a 

three-option scale e.g. higher, unchanged and less or good, satisfactory and bad. To the 

question about the company’s liquidity the offered answers are good, temporary difficulties 

and bad. Questions that are related to ownership and employment are not of the interest in 

this research. 

The purpose of this research was to analyse the association between the selected variables 

in business survey for retail trade sector. The empirical analysis was divided (detailed) in 

four parts. In the first part the analysis of association between the variable liquidity and 

variables which are components of RTCI, was conducted. RTCI is a composite indicator 

calculated as a simple average of seasonally adjusted balances of three variables: present 

business position, stock of finished products and expected business position. The second part 

of the research was the analysis of association between variable liquidity and the remaining 

variables. The third part was the analysis of association between selected variable (e.g. 

present and expected situation). In the fourth part, the comparison of research results for the 

first quarter of 2009 and the first quarter of 2015 (at the beginning and at the end of the 

recession) was conducted. 

For these purposes, the nonparametric measures of association [5,6] were used, as well as 

tests of their significance. The Pearson Chi-square test is the most commonly used in 

researches [1,2,4,7] for testing the presence of relationship between two categorical variables 

but it does not evaluate the strength of the relationship. Based on the Chi-square statistic it is 

possible to calculate different coefficients of association which measure the intensity of the 

relationship between two variables. The nonparametric measures of association which 

evaluate the existence and strength of the relationship between two categorical variables are 

Phi coefficient, contingency coefficient and Cramer’s V. In this paper Chi-square test 

statistics, corresponding p-values and contingency coefficients are given. 

The hypotheses of the Pearson Chi-square test are: 
 

 :0H the variables are independent 

:1H  the variables are not independent, 
(1) 
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where the null hypothesis ( 0H ) test states that there is no relationship between two variables 

and the alternative hypothesis ( 1H ) contradicts the null hypothesis. Formally, the hypotheses 

are: 
 

     
     ,,   ,:

,c1,2,...,=j,r1,2,...,=i ,:

1

0

jiji

jiji

ypxpyxpjiH

ypxpyxpH




 (2) 

 

where      
jiji ypxpyxp ,,,  are joint probability density function, marginal column and 

marginal row probabilities, respectively.  

The survey was conducted for the first quarter of 2015. The sample consisted of 50 

companies in the retail trade sector and it is representative for the entire Croatia. The results 

obtained on that sample were compared to the results of research conducted for the first 

quarter of 2009 [4]. In that study the sample was composed of 102 companies in the retail 

trade sector. It is evident that the sample in this study is smaller than in the previous 

research. It is a consequence of a long-term recession period where the population was 

reduced. The response rate is also lower which is in accordance with managers’ pessimism 

due to a long recession that lasts for six years.  

The data source is Centre for Business Research (the periodical Privredni vjesnik – a 

business magazine in Croatia). 

 

3 EMPIRICAL RESULTS  

 

As mentioned above, the empirical analysis was divided (detailed) in four parts. The first 

part is related to the analysis of association between the variable liquidity and the variables 

which are components of RTCI: present business position, stock of finished products and 

expected business position. The results are shown in Table 2. 

 
Table 2: Measures of association – liquidity and components of RTCI 

 

Variables Chi-square p-value Contingency coefficient 
Present business position, Q1 9.972395 0.00159 0.4077782 

Stock of finished products, Q4 3.684533 0.05492 0.2619791 

Expected business position, Q7 3.684533 0.05492 0.2619791 

 

The presented results indicate that there are associations between variable liquidity and 

components of RTCI. All p-values are smaller than theoretical significance level ( 1.0 ). 

Consequently, the null hypotheses of no association are rejected. The results could indicate 

that there is an association between variable liquidity and present business position, liquidity 

and stock of finished products and liquidity and expected business position. The values of 

contingency coefficients for variables stock of finished products and expected business 

position show low association (<0.3), while the value for variable present business position 

point out the moderate association between variables. 

The second part concerns the analysis of relationship between the variable liquidity and 

the remaining variables (Table 3). 
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Table 3: Measures of association –liquidity and remaining variables 

 

Variables Chi-
square p-value Contingency 

coefficient 
Turnover over the past quarter, Q2 5.546668 0.01852 0.3160000 

Turnover over the same quarter in one year ago, Q3 4.919276 0.02656 0.2992872 

Prices over the past quarter, Q5 0.000167 0.98968 0.0018297 

Expected turnover in the next quarter, Q6 0.047954 0.82666 0.0309542 

 

The results in Table 3 show that p-values for two variables related to the past turnovers are 

smaller than theoretical significance level. Hence, the null hypotheses of no association are 

rejected. The results may indicate that there is an association between variables liquidity and 

turnover over the past quarter and also between variables liquidity and turnover over the 

same quarter in one year ago. The values of contingency coefficients show moderate 

association for variable turnover over the past quarter and law association for variable 

turnover over the same quarter in one year ago. p-values for variables prices over the past 

quarter and expected turnover in the next quarter are greater than any theoretical significance 

level. Therefore, the null hypotheses of no association cannot be rejected.  

The third part includes the analysis of association between the variables relating to current 

and future business position and turnover. The results are given in Table 4. 

 
Table 4: Measures of association – present and expected situation 

 

Variables Chi-square p-value Contingency 
coefficient 

Present business position, Q1 
Expected business position in the next 2 quarters, Q7 9.183674 0.00244 0.3939193 

Turnover over the past quarter, Q2 
Expected turnover in the next quarter, Q6 6.088259 0.01361 0.3294660 

Turnover over the same quarter in one year ago, Q3 
Expected turnover in the next quarter, Q6 13.25021 0.00027 0.4576995 

 

The results in Table 4 show that all p-values are smaller than theoretical significance level. 

Hence, the null hypotheses of no association are rejected, i.e. it may indicate that variables 

present and expected business position, and variables past turnover and expected turnover 

are dependent. The values of contingency coefficients show moderate association for all 

relationships. 

The fourth part concerns the comparison of research results for the first quarter of 2009 

and the first quarter of 2015, i.e. previous research refers to the beginning of the recession 

and current research to the end of the recession (Table 5 and Table 6). 

 
Table 5: Without changes in the character of relationship, p-values 

Variables p-value, 2009 p-value, 2015 
Liquidity and present business position 0.000 0.002 

Liquidity and prices over the past quarter 0.808 0.990 

Present and expected business position 0.000 0.002 

Turnover over the past quarter and expected turnover in 
the next quarter 0.000 0.000 

Turnover over the same quarter in one year ago and 
expected turnover in the next quarter 0.002 0.000 

 

It can be seen that character of relationship between variables liquidity and present business 

situation remained unchanged regardless of the stage of the economic cycle (at the beginning 
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and at the end of recession period). The same conclusion was passed for managers’ 

assessments and expectations on the business position and on the turnover. The assessments 

on liquidity and assessments on prices obviously were not affected by the recession (in 

accordance with the survey results; it is not managers’ opinion).  

 
Table 6: The changes in the character of relationship due to long-term recession, p-values 

 
Variables p-value, 2009 p-value, 2015 
Liquidity and stock of finished products 0.208 0.055 

Liquidity and expected business position 0.393 0.055 

Liquidity and turnover over the past quarter 0.915 0.019 

Liquidity and turnover over the same quarter in one year ago 0.574 0.027 

Liquidity and expected turnover in the next quarter 0.026 0.827 

 

After six years of the recession, just before the end of recession period, stocks and liquidity 

are dependent variables. The situation in the beginning of the recession in Croatia in 2009 

was different. Apparently, the managers with the deepening of crisis and recession have 

become more pessimistic. The same conclusion can be made for the managers’ assessments 

on liquidity and on expected business position, on liquidity and on turnover over the past 

quarter and also on liquidity and on turnover over the same quarter in one year ago.  

 

4. CONCLUSION 

 

Questionnaires in Croatia’s business survey include additional question about the company’s 

liquidity. Consequently, much of the research relates to the variable liquidity and to its 

relationship with the remaining variables of business survey in retail trade sector. 

Assessments on liquidity and present business position, assessments and expectations of 

the business situation, expected turnover and turnover over the past quarter and expected 

turnover and turnover over the same quarter in one year ago were 2009 dependent variables, 

as well as in 2015. The change did not occur even in the character of the relationship 

between variables liquidity and prices.   

It was also concluded that among some variables there was a change in the character of 

the relationship: liquidity and stock of finished products, liquidity and expected business 

position, liquidity and turnover over the past quarter, liquidity and turnover over the same 

quarter in one year ago. The reverse situation is in the character of the relationship of 

liquidity and expected turnover in the next quarter.  

Based on the research results it was concluded that the Croatia’s managers, during the 

recession have changed the criteria in the evaluations and expectations, which influenced the 

character of relationship among the variables in Croatia’s business survey for retail trade 

sector. This is a result of long-term recession and increased manager’s pessimism.  
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Abstract: The objective of this paper is to create a simulation model for customer service in the 

telecommunication sector with the aim of identifying problems and reducing waiting time and 

queues. The model is based on discrete-event simulation and uses triangular and normal random 

distribution functions in modeling business processes.  The data for the model is obtained by 

interviewing employees of a large Croatian telecommunication company. The activity cycle diagram 

was built showing the flow of business processes, and life cycles for all types of entities that exist in 

the model. After the simulation model is created and ran in a number of iterations, the simulation 

results are used to determine expected waiting time, size of queues in two departments, the cost, and 

the utilization of resources. A what-if analysis is conducted to propose possible improvements of the  

business processes. The model can serve as a support in making operational decisions in customer 

relationship management. 
 

Keywords: discrete-event simulation, modeling, queues,  business processes 

 

1 INTRODUCTION 

 

Simulations are able to explore the impact of various decisions in a real system without any 

consequences that might appear if the same decision were actually implemented. Simulation 

modeling can be applied for various problems, such as  the effect reduction or increase in the 

number of employees,  profitability of opening a new plant, reduction of queues in a specific 

business process at a facility etc.  In this paper, the focus is on the research of a customer 

support service in a large telecommunication company in order to simulate their work 

processes by discrete-event simulations. It is shown how the simulation modelling enables to 

improve business processes by detecting issues, and suggesting improvements by 

reorganizing resources and redesigning process flow in customer support service. The 

proposed solution can contribute in optimizing business processes and thus creating more 

satisfied customers.  

 

2 PREVIOUS RESEARCH 

 

Discrete-event simulation can be applied to different areas, including services, 

manufacturing, and other areas. Zec [11] uses discrete-event simulation to determine the 

number of ships in the passenger lines that satisfy the needs and decrease the cost. Kaurić et 

al. [5] created a simulation model of an operation desk office for bus ticket sales in a 

transportation company, using the GPSS simulation tool. A number of papers investigate its 

usage in telecommunications, focused on improving the performance of call centers. Ding et 

al. [4] investigated the true demand in call centers with redials and reconnects, and proposed 

a model to estimate the number of fresh calls, and the redial and reconnect 

probabilities.  Some researchers [6] applied forecasting techniques to estimate incoming calls 

for a mobile telecommunication company and developed a simulation model to enhance its 
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performance. Ma et al. [7] proposed a new performance assessment methodology for human-

in-the-loop call center systems by focusing on individual or team performance rather than 

queues.  The simulation model developed by Pichitlamken et al. [8] enables what-if analysis, 

as well as continuous-time Markov chain (CTMC) queueing models. Brown et al. [2] 

developed several statistical techniques for analysis of the basic components in a call center 

simulation, such as testing if a point process is a Poisson process, or estimating the mean 

function in a nonparametric regression.  

Previous research illustrates the efficiency of discrete-event simulation modeling in 

improving various aspects of the customer service performance. However, there is no 

general model that could serve all, and each system deserves special attention.  

 

3 METHODOLOGY  

 

According to [1], simulation is the imitation of the operation of a real-world process or 

system over time, while the behavior of a system over time is studied by developing a 

simulation model. Two groups of methods are used for simulation modeling of dynamic 

systems; system dynamics and discrete-event simulation [3].  In this paper the discrete-event 

simulation was used which has shown success in analysis of waiting queues. Banks et al. [1] 

define discrete-event simulation as modeling of systems in which the state variable changes 

only at a discrete set of points in time. The system behavior is described with the 

discontinuous (discrete) method, in the form of a sequence of events and activities in the 

system. The basic elements of discrete simulations are entity, event, activity and process. 
The entities are the main objects of the system, and can be permanent or temporary. The 

event represents a change in the system state, which occurs at some point of time. The 

activity represents an  interaction of entities that takes some time, and causes a change in the 

state of entities. The process can be described as set of logically related, consecutive events 

through which temporary entities pass by. The simulation clock measures the elapsed time of 

the simulation [3]. Since the duration of the processes and the time of arrival of entities is 

difficult to determine in advance and the same process can often have different duration, the 

random variables can be used with various probability distribution functions (pdf). In this 

model three distribution functions were used: exponential, normal (Gaussian), and triangular 

distribution. The exponential distribution is used to determine the time of arrivals of entities, 

according to the following pdf [1]: 

𝑓(𝑥) = {𝜆𝑒−𝜆𝑥,         𝑥 ≥ 0
0 ,                 𝑥 < 0

                                                                                                  (1) 

where 𝜆 is the mean number of occurences per time unit. In our research 𝜆 = 1. The normal 

(Gaussian) distribution requires the mean and the standard deviation as the input parameters. 

The triangular distribution requests  three input parameters: two endpoints (minimum and 

maximum), and the mode  value [1]. In our experiments, the endpoints and the mode (most 

likely) values for each of the processes are determined by interviewing the operators. 

The conceptual model for discrete-event simulation provides great opportunities in  

presentation and formalization a real system by displaying  the system at various levels [10]. 

Graphical methods that are frequently used to display the conceptual model  are activity 

cycle diagrams (ACD diagrams) and Petri nets. Activity cycle diagram can be defined as 

sequence of actions which  go through various types of entities [3]. Entities may be active or 

idle. The activity duration is determined in advance by a time distribution function, while the 

time of waiting in queue is not easy to determine because it is a consequence of the 

dynamics of arrivals requirements and dynamics of serving these requests.  
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4 CONCEPTUAL MODEL AND DANA 

 

The main problem in the observed customer support service was the size of the queue, which 

is often around 100 users in the queue. The estimated distribution of inquires is 65% in TS, 

and 35% in IA department. The company is interested to reduce the queues by not increasing 

the labor cost. In order to describe the problem, the ADC diagram of the conceptual model is 

created. ACD diagram is particularly appropriate to illustrate the conceptual model for 

problems with a strong queuing structure.  In the customer service support there are three 

types of permanent and one temporary type of entities. Permanent entities are: the Interactive 

Voice Response system (IVR), operators, and providers of technical support and account 

info, while the user is a temporary entity that passes through the system. The ACD for the 

described model is presented in Figure 1. 

 
Figure 1: ACD of the conceptual model of customer service in telecommunications 

It can be seen in Figure 1 that a user can be in the following queues: (1) after pressing a 

button on the IVR machine while waiting for the operator to answers the call, and (2) after 

switching while waiting for either the information and account operator or the technical 

support operator receives the call. For clarity reasons, only five operators in each department 

are graphically shown at the diagram. Upon the completion of the processing, the call is 

terminated, i.e. the user exits the system. 

Data were collected by interviewing  a telecommunication company's employees and 

screening the process in the customer support service department. The customer service in 

the Technical support (TS) department currently employs about 160 operators, while the 

Information and Account (IA) department employs about 120 operators. The average 

number of employees working at the same time is 45 in TS and 25 in IA. The salary of 

operators differs on workdays, Sundays and holidays. Working hours of agents are flexible, 

they can select a number of working hours from 6:00 am until 1:00 am every day, depending 

on request. Therefore, the variables needed to compute the cost in the whole process are: 

 price of work  𝑝𝑤 , 𝑝𝑠, 𝑝ℎ ,  
 working hours ℎ𝑤𝑖 , ℎ𝑠𝑖 , ℎℎ𝑖 , 𝑖 = 1,2, … , 𝑛 
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where 𝑝𝑤 is the price per hour of work on workdays, , 𝑝𝑠 is the price per hour of work on 

Sundays, 𝑝ℎ is the price per hour of work on holidays, ℎ𝑤𝑖 is the number of working hours of 

an operator i on workdays, ℎ𝑠𝑖 on Sundays, ℎℎ𝑖 on holidays, while n is the total number of 

operators. The total cost c is computed by  

𝑐 = ∑ ℎ𝑤𝑖
𝑛
𝑖=1 𝑝𝑤 + ℎ𝑠𝑖𝑝𝑠 + ℎℎ𝑖𝑝ℎ                                                                                       (2) 

The processing time 𝑡𝑝 (𝑝 = 1, 2, … , 𝑚) is the time needed to complete a customer request in 

a process p, and is estimated on the basis of a normal or a triangular distribution functions (a 

suitable functions is selected for each process). The number of customers entering the 

process is determined by the exponential distribution. The simulation aims to find the cost c 

which enables the satisfactory average size of queues, waiting time, and the utilization of 

employees. 

The real process flow in the customer service support could be described as follows. The 

process begins with a customer call, where the customer waits for the first free operator to 

answer the call. After establishing the connection a customer briefly explains the problem or 

seeks for a certain information while at the same time the operator opens the application with 

customer information. Then the process of authentication follows, which involves identity 

verification. The minimum duration of this process is 30 seconds, but there are users who do 

not have ready information needed, and the process can sometimes take up to 5 minutes. 

According to estimates, 90% of users typically passes authorization, while 10% of them do 

not. After successful authentication, the customer requests from the operator some 

information about a specific query. The conversation with a customer in the IA department 

usually takes considerably less time than the conversation in the TS department.  The main 

reason is that in the TS department the operators usually have to repair some failure or 

interfere. It has been estimated that the request about the services or account usually takes 

minimum 30 seconds, maximum 6 minutes, and most likely 4 minutes.  The estimated 

duration of a conversation in the TS is minimum 2 minutes, maximum 10 minutes, and most 

likely 5 minutes. If the problem cannot be resolved by the operator in the TS department, the 

operators forwards the request to technicians. It is estimated that 70% of faults is resolved by 

the operators in the customer service, while 30% of cases is forwarded to other departments. 

Estimated number of calls in 1 hour reach up to 500 calls, and users wait for a free operator 

from one minute to 40 minutes (if previously not give up and terminate the call), and most 

likely around 10 minutes.  

 
5 RESULTS  

 

On the basis of the ACD diagram, the simulation is built in Arena Simulation software tool. 

Arena is a discrete-event simulation tool which uses SIMAN language to create the 

simulation program. It also enables what-if analyses to test the effect of various ideas, 

policies and strategies before they are implemented in the real system [9]. The basic time 

unit was the minute. Users enter the system randomly on average 1 entity every 2 minutes. 

The model is simulated in duration of 30 days, 19 working hours per day, and ran in 5 

replications with distribution functions (normal and triangular) for determining the duration 

of the processes. The process flow diagram shown in Figure 2 uses rectangular shapes to 

present processes, while the decisions are represented in rhombus. 
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Figure 2: Simulation model of the customer support service 

 

The results presented in Table 1 show that the problem of large queues and long average 

waiting time is present in scenario 1 which simulates the real situation, especially in the TS 

department. The average size of the queue in the TS department is 170, while in the IA 

department is 85. The resource utilization also shows that operators in the TS department 

have a higher percentage of effectiveness.  
 

Table 1: The results of the simulation process in two different scenarios 
 

Output variable Value in Scenario 1 Value in Scenario 2 

Ave. time a user spends in the process 10.43 minutes 10.49 minutes 

Min. time a user spends in the process 1.03 minutes 1.11 minutes 

Max. time a user spends in the process 19.67 minutes 19.17 minutes 

Ave. waiting time for user 32.15 minutes 4.48 minutes 

Max. waiting time for user 287.03 minutes 71.55 minutes 

Ave. size of the queue 255 (IA department 85, 

Technical department 

170) 

17 in total (IA department 

1, Technical department 

16) 

Total monthly cost of the system 1.509.553 Euro 1.509.620 Euro 

Users processed in the system per month 289 561 292 553 

Resource utilization: 

IA operator 

Technical operator 

 

73.29% of time 

81.66% of time 

 

50.2% of time 

71.38% of time 

 

In order to perform a what-if analysis, the scenario 2 was created by increasing the number 

of operators in the TS department for 5, and decreasing the number of operators in the IA  

department for 5. The results of scenario 2 show that the although the average time a user 

spends in the process is approximately the same as in scenario 1, there are significant 

improvements in the waiting time and in the queue size. The average waiting time for user is 

now only 4.48 minutes comparing to 32.15 minutes in scenario 1, while the maximum 

waiting time is also four times shorter in scenario 2. Concerning the average size of the 

queue, the scenario 2 has only 17 users in queue in average, which is 15 times lower than in 
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scenario 2. Such improvements are not negligible, showing the benefit of simulation 

modelling.  

  

6 DISCUSSION AND CONCLUSION 

 

The paper presents a procedure to use simulation modeling in order to analyze the real 

situation and to suggest some improvements in business processes of a customer support 

service in  telecommunications. The created model showed that the discrete-event simulation 

with uncertainty distribution functions is able to identify problems, and to offer 

improvements. In order to provide a realistic model, the ADC diagram of the conceptual 

model is created, and the simulation model is built with entities, resources, processes, and 

decisions. The processing time in each process is estimated by using uncertainty distribution 

functions: normal and triangular. Based on the simulation results the problem of long queues 

in the technical department is observed in the real-case scenario. In order to conduct a what-

if analysis, the second scenario is created in which the number of operators is re-scheduled 

between the departments. The analysis showed that significant improvements could be made 

in decreasing the waiting time and the size of the queue. Some processes that take longer 

time than desired are also identified, such as the process of information seeking in the 

system, which could be solved by centralizing the database and applications. This work 

could be useful to researchers in the field of business simulations, and managers in customer 

service support, who could use this methodology to improve the efficiency of their business 

processes.  
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Abstract: Today people are faced with several forms of computer crimes.  In addition to the most 

common forms of computer crimes (unauthorised access to computer system, computer espionage, 

computer sabotage, computer fraud, computer forgery, software piracy), many other forms of 

computer crimes also exist. This paper will analyze several forms of computer crimes, while data 

mining will aid with the analysis of these crimes. 
 

Keywords: computer, crimes, forms, data mining 

 

1 INTRODUCTION 

 

Computer Crimes are widespread worldwide. Everyone can become victim of cyber attacks.  

Today we have different types of computer crimes. It is known that cyber crime can come 

from many sources [10]. Some people with vast knowledge can hack everything (email 

accounts, smartphones, etc.). However, it is really dangerous and serious if someone hacks 

the nuclear program of a country (for example Stuxnet), governments data, medical devices, 

airplane information systems, power networks etc. There are many types of computer crimes. 

The most common forms of computer crimes are unauthorised access to computer system, 

computer espionage, computer sabotage, computer fraud, computer forgery, software piracy, 

botnet, denial of service, identity theft, cheating, keystroke logging, hoax, spam, 

misrepresentation, social engineering, backdoor, meeting hijackings, computer piracy, 

pirating by end users, overusing a client server, internet piracy, installing illegal software to 

newly composed computers, forgive software, pirating audio-visual content, etc. It is 

imperative that analysis is completed for each type of computer crime and while research for 

new crimes is conducted for ones yet to be discovered. 

 

2 DATA MINING AND MOST COMMON FORMS OF COMPUTER CRIMES 
 

Data mining can be used for one of the model crime detection problems, which can help in 

detecting the crimes and speeding up the process of solving crimes [7]. Data mining, as one 

of the operational research methods, can be helpful with analyzing the most common forms 

of computer crimes. Sindhu and Meshram (2012) claim that: “Cyber Crime Data mining is 

the extraction of Computer crime related to determine crime patterns”[8]. Data mining as 

one aspect of operational research, can be connected with computer crimes and help identify 

more information about this field. Different forms of computer crimes and their statistics 

data should be analyzed worldwide with data mining. Also, while analyzing the most 

common forms of computer crimes, perpetrators (or attackers) and theirs behaviours must 

also be closely examined with the assistance of network forensics to collect and analyze log 

and status of information [9]. Web crime mining has its process which includes several 

modules: pre-processing web texts, candidate features, feature reconstruction, data mining 
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[6]. Several data mining techniques which include association analysis, classification and 

clustering analysis are often used to identify patterns in data [6]. 

Nowadays computers and information and communication technology are part of our 

everyday life. Privacy should be protected from different forms of computer crimes. The 

usual crimes being committed in cyberspace are business espionage, Internet fraud, cyber 

terrorism and more are on the rise [8]. According to Sindhu and Meshram (2012), statistics 

data of emerging cyber crimes are as follows: “Data theft (33%), Email abuse (22%), 

Unauthorized Access (19%), Data alteration (15%), Virus attacks (5%), DoS attacks (3%), 

Others (3%)” [8]. 

Most common forms of computer crimes are: unauthorised access to computer systems 

(hacking), computer espionage, computer sabotage, computer fraud, computer forgery, 

software piracy, harmful and illegal contents and many other forms of misuse [12, 4]. 

 

2.1 Unauthorised access to computer systems (hacking) 
 

Unauthorised access to computer systems are acts, with the aim of avoiding checks to the 

access of systems which enable the perpetrator to, under the guise of being authorised, use the 

services and resources of the systems. Checking access is implemented in two ways: by 

identifying the person accessing and by establishing who has authorised access, that is, 

establishing all that the person is allowed to do when gaining access to the system. The 

consequences of hacking are breach of confidentiality, access to data and programmes, and to 

services. 

Perpetrators are persons who have been allowed access to the system where they use the 

terminals of other employees or they are persons who access the system through modems. 

They are divided into internal and external perpetrators. Internal perpetrators gain access, in 

general, through the carelessness of other employees while external perpetrators use various 

methods to gain access to the password to enter the system. Perpetrators ensure that the acts 

they commit through the computer systems of others or through the use of cloned mobiles 

remain unknown in order to erase their tracks and prevent others from discovering them. 

 

2.2 Computer espionage 

 

Computer espionage includes manipulation where the aim is unauthorised access to secret 

data and information stored in systems or in transmission through telecommunication 

channels. The sale of such procured information causes illegal gain.  

Perpetrators are persons who in this way want to prevent competition and gain 

information which they can use. They are persons who are highly educated in information 

and telecommunication technology. Sometimes they work alone, while some work for 

others. When they happen to come across information, they offer it on the market. External 

entities attempt to remain unnoticed when gaining access to the system to avoid existing 

measures of physical protection. Professionals who have means at their disposal, take 

advantage of all the weaknesses of the system in order to reach their goal. 

 

2.3 Computer sabotage 

 

Computer sabotage consists of activities which aim to disenable the normal functioning of 

the system or preventing its use, that is, the use of its resources. This includes erasing, 

changing, damaging data, damaging programmes with the aim of disenabling its further use 

and function. Computer sabotage is particularly dangerous when hacking into business 

systems, military and all other infrastructures.  
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Perpetrators are persons with technical knowledge who use sophisticated methods and 

means. The most common perpetrators are hackers, terrorists, criminals motivated by 

revenge, political gain and other beliefs. This is a physical activity leading to further 

disenabled or interfered computer use. 

 

2.4 Computer fraud 

 

Computer fraud is related to the types of manipulations with data for illegal gain. This occurs 

by entering using, storing, and exchanging data within a certain informational system or 

within exchanging information on the internet. It is carried out easily, and uncovered with 

difficulty because the perpetrators use the personal data of others. 

Perpetrators are mainly employees of legal entities with authorised access to computer 

systems. Internal perpetrators in the absence of their negligent colleagues use their terminals. 

Often former employees are involved, motivated by revenge (usually due to losing their job), 

act in this way. 

 

2.5 Computer forgery 

 

There are two types of manipulation. In the first, the computer is used for forging the 

existing digital form of documents of other people, and in the other, the computer is used in 

order to create such documents and commit forgery. Authorised and unauthorised access to 

the system where such documents can be found enables changing the existing data or 

copying a new document. Scanners are used for transmission onto the computer, 

programmes the contents and form of which are changed and printers which print these 

documents out on paper.  

Perpetrators have a wider knowledge and use of sophisticated legal and illegal equipment 

which today is no longer a deciding factor because technology is becoming cheaper every 

day. With relatively little investment, significant results can be achieved.  

 

2.6 Software piracy 

 

Software piracy consists of the unauthorised reproduction and use of protected programmes. 

It is one of the most common forms of computer crime. The digital form enables fast and 

simple reproduction and the exchange of programmes to which the lack of legal regulation 

has contributed.  

There are many perpetrators because for this form of computer crime particular 

knowledge or equipment is not necessary. It must be emphasised here that the perpetrators of 

software piracy can be divided into two categories: those who do this for amusement and 

those who engage in piracy for illegal gain. In other words, the second category contains 

perpetrators who consciously multiply and distribute protected programmes without the 

permission of the bearer of copy right and profit from this illegal act. Limited technical 

knowledge is necessary and the advancements of the modem and the Internet have helped. 

 

3 OTHER FORMS OF COMPUTER CRIMES 

 

Together with development of information technology and development in computer power, 

more sophisticated methods of computer crimes now exist [11]. Year after year, different 

forms of computer crimes are discovered. 
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Since computer crimes happen through networks, it can be concluded that “data mining 

forms are useful to extract unexpected network patterns, eg. “it can be useful to introduce a 

research of processing tasks of anomaly and data mining based botnet detection systems.[2].” 

Data mining can also be used in other forms of computer crimes like: botnet, denial of 

service, identity theft, cheating, keystroke logging, hoax, spam, mispresentation, social 

engineering, backdoor, meeting hijackings, computer piracy etc. [12]. 

 

3.1 Botnet 

 

A botnet attack consists of sending unwanted e-mails from one personal computer and from 

one Internet access while the owner of a personal computer remains oblivious. Numerous 

''infected computers'' appear in practice where a vast number of e-mails to many e-mail 

addresses is sent. The infected computers are called ''Zombie'' computers and hackers, in this 

way, hide behind other individuals and find victims worldwide. A botnet is also known as a 

''Web of Infected Computers.'' 

 

3.2 Denial of service 

 

Denial of service is a kind of attack, more familiarly know by the term DoS attack. It is a kind 

of an attack by which an attempt is made to overload the network equipment and web 

providers. When this happens, computers and providers are no longer able to achieve 

legitimate transmission. DDoS attack (Distributed Denial of Service) is a kind of attack where 

the sources that overload the network equipment and web providers are located in several 

places on the Internet. Mostly attacked computers are used to attack other networks and 

computers which have access to the Internet. 

 

3.3 Identity theft 

 

Identity theft (Phishing) can manifest in either two ways. The first way is stealing important 

information from data bases, economic subjects or stealing from institutions which store such 

information. In the other way, the attacker steals important information directly from the user 

or gets it fraudulently. By using identity theft the hackers have the goal of gaining access to 

passwords of the victims' bank accounts. They also use this technology to uncover some other 

important data. 

 

3.4 Cheating 

 

Cheating (Spoofing) is in no way a harmless form of computer attack. It consists of creating a 

false version of something and this is usually a specific location on the Internet and e-mail 

addresses. The user registers with his valid information and then this information finds its 

way to the hacker who misuses it to access the true location.  

 

3.5 Keystroke logging 

 

Keystroke logging manifests itself so that the infected computer records all the keys pressed 

on the keyboard by the user. In this way, the hackers can uncover a range of important pieces 

of information and misuse them. By keystroke logging the hackers can steal e-mails and go 

through the Recycle Bin and illegally find certain data or information. 

 

523



 

3.6  Hoax 

 

Hoax is an e-mail containing false content sent with the aim of intimidating or falsely 

informing the receiver. A hoax is sent in order for it to be forwarded to as many e-mail 

addresses as possible. One of the main indicators of a hoax is the following sentence: ''Send 

this message to as many addresses as possible.'' Hoax creators use professional terminology 

and try to establish credibility by referring to known companies so it is difficult to establish 

the credibility of the e-mail. The receivers indeed do forward them thinking they are helping 

others by doing so. Most common forms of a hoax can be found in warnings about harmful 

programmes, chain mail, false requests for help, intimidating and threatening messages, false 

petitions, compromising and harmless messages [12, 13]. 

 

3.7 Spam 

 

Spam messages are unwanted messages of an advertising nature which lure the receivers into 

buying goods or services on the Internet. It is not problematic if these kinds of messages 

appear periodically, but the real problem is when these messages start to appear in electronic 

mail boxes on a daily basis. In recent years, spamming has become a serious problem [3]. 

 

3.8 Mispresentation 

 

The perpetrator uses the identity of another person with the aim of accessing important data. 

The access to important data can be achieved by using a code or a password which enables 

access to a computer system, that is, to a protected area in it. Important data can be obtained 

by using some of the afore described illegal acts. 

 

3.9 Social engineering 

 

Social engineering consists of perpetrators manipulating other persons who can be used for 

unauthorized actions in the informational systems or a personal computer. In other words, 

obtaining data is achieved through an unauthorised access to an informational system or 

personal computer which can be manipulated while the owner of the two is unaware of the 

actions taking place. It is about information to which the attacker cannot gain access to in a 

legal way. The perpetrators can be all of those people who have access to that same computer 

system while the illegally obtained data is used to accomplish their own goals.  

 

3.10  Backdoor 

 

This kind of attack on computers consists of bridging security systems. Authors of 

programme support use the ''backdoor'' for a more quality processing of programme 

procedure and for skipping some of its parts. The perpetrator can change some important 

programme details so it is necessary to supervise the informational system more often. After 

completion, the back door has to be removed from the final version of the programme 

support, but this is sometimes unintentionally forgotten.  

 

3.11  Meeting hijackings 

 

This is quite an unusual term for a type of attack which happens in moments of distraction of 

persons who legally use an informational system or a personal computer. Under the term 

meeting hijacking a strong connection at a meeting layer is included, that is, at a layer of 
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network protocol among equal users or between clients and providers. In this way, the 

attacker overtakes the meeting with the aim of gaining unauthorised access to data and 

services or control over planting forged data. While opening a meeting authorisation is 

mandatory by inserting certain information. The perpetrators uncover this information and the 

attack can be carried out during the meeting.  

 

3.12  Computer piracy 

 

Under the term computer piracy, software pirating and pirating audio-visual content is 

included. In the context of considering criminal acts which can be committed with the help of 

computers and other modern technologies, it is about criminal acts which are characterised as 

specific criminal acts from the field of computer crimes.  

It must be pointed out that software is one of the most significant and most valuable 

factors which can be found inside modern informational technologies. Pirating starts from 

software because it not only enables copying of existing computer programmes, but also 

duplicating illegal computer programmes from the Internet. By buying software, the buyer is 

not its owner. By buying software a right of its usage is actually bought with the obligation 

of respecting the limits set by its owner (most often the software developer). Detailed rules 

connected to its usage are explained in the supporting documents and to which the buyer 

must abide. 

There are more kinds of software pirating today and these are: pirating by employees of a 

firm, overusing the client server, internet piracy, installing an illegal software to newly 

composed computers, forging software and pirating audio-visual content. 

 

4 CONCLUSION 
 

Sudden technological advancement over the last three decades has brought about a mass of 

new criminal acts and challenges. Information and communication technology ease our lives 

but at the same time if we become victim of cyber crime we can have some problems in our 

lives. Today we have various data mining based approaches and skills which are used to 

prevent Cyber attacks and crimes [5]. Data mining methods can be used to confine cyber 

crimes but unfortunately they cannot completely eliminate them [1]. 

Everybody who frequently uses the computer should work on their own computer literacy 

and security. Adequate protection for email and similar services is the password which 

consists of various letters, numbers and other punctuation. The password should be changed 

more often than not. It would be useful to have several email addresses and use various 

passwords and use those passwords that are difficult to remember or that we cannot 

remember, but rather we have them saved in a document which we keep on a USB stick 

where nothing else is saved and which we keep in a safe place. Of course, it is difficult to 

expect that someone would use something like this or say a fingerprint or the eye's iris or 

some third type of identification. The great majority of people use precisely easily memorable 

passwords and do not change them often. That is why it is a good idea to be on guard, to not 

give anyone your password and to pay a great deal of attention when we use other ways of 

accessing the Internet apart from the one we have at home. When we use a computer for our 

work and deal with sensitive problem areas (e.g. finances) it is good to use a computer that 

does not have the Internet at all and to never on that computer link the memory cards (e g. 

USB stick) of others.  

Danger is also present during Internet shopping, thus much care should be taken. It is 

recommended that the protection of the web page being used for shopping is checked 

carefully and that a special bank card is used which does not contain many funds and on 
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which regular payments are not received. If the web pages are not protected, Internet 

shopping should be avoided. 
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Abstract 
Deviations from expected weather conditions can challenge many company’s revenues, costs 

or profits, especially those in in energy, retailing, agriculture, transportation, construction, 

travel, food processors, and real estate. Weather risk here is referred to as potential financial 

losses caused by unusual yet non-catastrophic weather conditions, and its management is a 

type of risk management done by organizations to address those losses. In this talk, we will 

provide a literature survey on weather risk management, with a focus on hedging and 

operations issues. 

Advance in meteorological intelligence and e-commerce technology, combined with big 

data, can forecast weather-dependent product demand, not just in aggregate, but also down to 

the city. The weather risk management market enables businesses to actively manage the 

financial impact of weather through risk transfer instruments based on a defined weather 

element, such as temperature, rain, snow, wind, etc. Today, growing numbers of companies 

are using this market for weather-related business risks. 

By making a payment (a "premium") to a separate party that will assume the financial 

weather risk for them, a company essentially is buying a type of insurance - the party 

assuming the risk will pay the buyer a pre-set amount of money that will correspond to the 

loss or cost increase caused by the disruptive weather. 

We will survey the literature and practices regarding how companies with weather 

sensitive demand or yields have used weather risk hedging in their operations decisions, and 

how their operational and hedging decisions should be made jointly and optimally. 
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RACING WITH RESET UTILIZING FULL INFORMATION 
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Abstract: Racing-with-reset was originally created for F-Race in situations where there is a fixed 

budget constraint, and early termination is of no value. Upon reset, however, F-Race only makes use 

of part of the information gathered so far, as it relies on statistical tests that require equal sample sizes, 

for instance the F-test. This work replaces the statistical tests with ones that allow for unequal sample 

sizes, and hence can utilize full information. The proposed method will be shown to achieve a lower 

probability of incorrect selection, compared to F-Race and equal allocation, over a range of scenarios. 
 

Keywords: racing, racing with reset, multiple comparisons, selection algorithms, parameter tuning 

 

1 INTRODUCTION 

 

Racing algorithms were created for the model selection problem in Artificial Intelligence, but 

they can be applied to the more general ranking and selection problem, where one is to select 

the best among a finite set 𝑆 of 𝑘 stochastic “systems”, e.g. stochastic algorithms, simulated 

scenarios, medical treatments, etc. Assuming no prior knowledge about the systems, Racing 

begins with sampling each system 𝑛0 times to estimate its characteristics, like the mean and 

variance. Then, it iteratively applies an Analysis of Variance (ANOVA) test, followed by pair-

wise comparisons with the current best (say lowest mean) to identify the system(s), possibly 

none, that perform significantly worse than the current best. In such a case, inferior systems 

are discarded from the race, and the rest are sampled once more. If the ANOVA is 

insignificant, all systems are sampled once again. This continues until one system remains, a 

winner, or until the sampling budget 𝑁 is consumed [1].  

In situations where there is a fixed budget constraint, and it is of no value to terminate 

early, Racing is not applicable. A work-around was previously proposed in [2] where by the 

algorithm “resets” if a winner is identified and 𝑁 is not consumed. Racing-with-reset begins 

with a relatively high initial significance level 𝛼0 (say 0.3 or 0.2), and runs until a single 

system remains. If at this point N is not consumed, the algorithm rolls back to the iteration 

where the first drop out occurred, lowers the significance level 𝛼 by a factor 𝛾, and then 

applies the tests again to all systems. With the new smaller α Racing will either discard all 

previously discarded systems at that iteration (less likely), or pick some up. The reset 

continues until 𝑁 is consumed, each time the previous α is discounted by 𝛾. See Figure 1. 

Since racing-with-reset was created for F-Race [3], it had a drawback; the statistical tests 

in F-Race rely on a two-way ANOVA model and therefore require equal sample sizes. This 

limits the amount of information that can be used at the reset iteration and afterwards. For 

example, in Figure 1, reset 1 occurs at iteration 5, if a two-way test is applied, only samples 

0-5 for all systems can go enter the ANOVA test with the new 𝛼 ← 𝛼 ∙ 𝛾. A one-way test, 

however, can utilize all 15 samples of systems 0 and 1, plus all 6 samples of the remaining 

systems. The ability to use full information, in addition to the reduction in α, is expected to 

improve the algorithm’s chances in making a correct selection. 

This work introduces a new racing-with-reset algorithm for a fixed 𝑁, suitable for 

independent or low correlated systems. It relies on the Kruskal-Wallis one-way ANOVA by 

ranks [4], followed by the Bonferroni-Dunn multiple comparisons test [5], and shall be called 

KW-RaceR, where “R” stands for reset. Empirical comparison against F-Race and Equal 

Allocation (EA) will show that the proposed method achieves a lower probability of incorrect 
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selection (PICS) using the same 𝑁 for a wide range of scenarios. The test-bed consists of 

probability distributions with pre-determined means, variances, and covariances that simulate 

the performance of stochastic systems. 
 

 
 

Figure 1: An example of a racing-with-reset algorithm. 

 

This paper is organized as follows, Section 2 offers a brief literature review. Computational 

details are in Section 3. Experimental setup is in Section 4, followed by the results and 

analysis in Section 5. Finally, Section 6 presents future work and concludes. 

 

2 RELEVANT WORK 

 

F-Race was initially created to select the best parameter setting (a system) under which a 

stochastic algorithm performs best. It was later improved to handle a large number of systems 

in [6], and has been since applied in many fields, for instance: neural network training [7], 

portfolio selection [8], and bioinformatics [9]. F-Race lacks a “search” component; that is, if 

a better system exists outside 𝑆, it cannot find it. [10] proposed a remedy by inserting a new 

competitor into the race in each iteration, while [3] introduced an iterative version called I\F-

Race that adds a meta-level estimation of distribution algorithm that iteratively provides the 

lower-level F-Race with new candidates to select from. 

In situations where the budget is fixed and there is no advantage of terminating early, F-

Race was extended to F-RaceR that is able to consume any given budget, and adapt the 𝛼 

parameter, see [2]. They argued that F-RaceR’s performance is robust to the newly 

introduced parameter 𝛾, and showed that F-RaceR outperforms F-Race in terms of PICS. 

Finally, a more comprehensive sensitivity analysis of the parameters of F-Race and I\F-Race 

can be found in [11], who observed, among other things, the importance of properly setting 

the 𝛼 parameter. 

 

3 COMPUTATIONAL ASPECTS OF THE KW-TEST 

 

Starting with the ANOVA test, the null hypothesis is: for 𝑘 independent systems (𝑘 > 2), all 

systems represent medians 𝜃 of the same population, while the alternative hypothesis is: at 

least two systems represent medians of two different populations. 

531



ℎ0: 𝜃1 = 𝜃2 = ⋯ = 𝜃𝑘 

ℎ1: 𝑁𝑜𝑡 ℎ0. 
(1) 

If ℎ0 is rejected for some 𝛼, there is at least one system that is significantly different than the 

rest. In that case, follow-up tests should be conducted to identify which. Each observed 

sample 𝑖 from system 𝑗 (𝑦𝑖𝑗) is replaced with a rank relative to all other samples across all 

systems. A rank of 1 is assigned to the lowest 𝑦𝑖𝑗 and a rank of 𝜏 = ∑ 𝑛𝑗
𝑘
𝑗=1  to the highest 𝑦𝑖𝑗, 

where 𝑛𝑗  is to number of samples observed for system j so far. Finally, the ranks are placed 

back into their original positions, and rank averages per system are calculated. 

The test statistic approximately follows a Chi-square distribution, with 𝑘 − 1 degrees of 

freedom. If there are no, or few, ties, the test statistic is calculated as 

𝐻 =
12

𝜏(𝜏 + 1)
∑ [

∑ 𝑟(𝑦𝑖𝑗)𝑛
𝑖=1

2

𝑛𝑗
]

𝑘

𝑗=1

− 3(𝜏 + 1). 
(2) 

A correction factor may be used in case of excessive ties, it is calculated as 

𝐶 = 1 −
∑ (𝑡𝑖

3 − 𝑡𝑖)𝜖
𝑖=1

𝜏3 − 𝜏
, 

(3) 

where 𝜖 is the number of sets of ties, and 𝑡𝑖 is the number of tied scores in the i
th

 set. The 

corrected test statistic 𝐻𝑐 is calculated by dividing (2) by (3). 

If the ANOVA test is significant, pair-wise comparisons with the current best are required. 

The one used here is the Bonferroni-Dunn test. It relies on a minimum difference (𝐶𝐷𝐾𝑊) in 

ranks averages, required for systems 𝑖 and 𝑗 to be significantly different at a specified 𝛼. 

𝐶𝐷𝐾𝑊 = 𝑧𝑎𝑑𝑗√
𝜏(𝜏 + 1)

12
(

1

𝑛𝑖
+

1

𝑛𝑗
) , 

(4) 

where 𝑧𝑎𝑑𝑗 is obtained from normal distribution tables, and is adjusted such that the overall 

error rate does not increase above a user specified value. To do so, the Bonferroni correction 

is applied. Any absolute difference between systems’ average ranks |𝑅̅𝑖 − 𝑅̅𝑗| that is greater 

than or equal to 𝐶𝐷𝐾𝑊, indicates that they come from two populations with unequal medians. 

This is used as a basis to discard inferior systems from the race. 

 

4 EXPERIMENTAL SETUP 

 

The proposed KW-RaceR is compared to F-RaceR, and EA on the basis of the PICS vs. 

sampling effort curve, that is estimated experimentally over 𝑟 = 10 000 independent 

replications. As 𝑁 is fixed here, it is more informative to look at the area under the curve 

(AUC), rather than the final PICS achieved, especially that all methods will eventually reach 

a zero PICS if 𝑁 is large enough. The fixed experimental settings are: 𝑘 = 10, 𝑁 =
2000, 𝑛0  =  10, 𝛼0 = 0.1, 𝛾 = 0.5, with pair-wise correlation level ρ: 0.0, 0.3, 0.6, 0.9.  

The performances of stochastic systems is simulated by drawing data from normal 

distributions with the following characteristics: monotonically increasing means with 

constant variance (MIM-CV36) ~𝒩(𝑖, 62)∀𝑖 = 0, … , 𝑘 − 1. Monotonically increasing means 

with exponentially increasing variance (MIM-expIV) ~𝒩(𝑖, (𝑖 + 1)4)∀𝑖 = 0, … , 𝑘 − 1. 

Monotonically increasing means with exponentially decreasing variance (MIM-expDV) 
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~𝒩(𝑖, (𝑘 − 𝑖)3)∀𝑖 = 0, … , 𝑘 − 1. Means and variances are drawn at random from a uniform 

distribution (RAND) ~𝒩(𝑈(0, 𝑘), 𝑈(10,50)), with exact values used shown in Table 1. 

Finally, let the best be the system with the lowest mean. 
 

Table 1: The exact means and variances drawn from ~𝒩(𝑈(0, 𝑘), 𝑈(10,50)). 
 

Set System 0 1 2 3 4 5 6 7 8 9 

rand1 
Mean 0.10 0.98 1.32 3.27 6.21 6.49 8.03 8.34 9.10 9.78 

Variance 35.93 44.34 42.10 24.42 43.39 28.12 44.49 34.35 24.31 39.72 

rand2 
Mean 0.23 0.50 1.09 1.65 5.51 5.87 7.50 8.31 8.38 9.85 

Variance 39.70 39.40 39.43 29.34 46.50 34.92 35.69 37.39 45.04 40.77 

 

5 RESULTS AND ANALYSIS 

 

Starting with the AUC performance measure, it is clear from Table 2 that KW_RaceR 

(labelled III) achieves the best (lowest) values for all cases and correlation levels tested. EA 

performs worse as expected, and F_RaceR is somewhere in between. Note that the AUC 

measurement is only an approximation, as the PICS curves are not very smooth with 10 000 

replications.  

 
Table 2: AUC values for EA (I), F_RaceR (II), and KW_RaceR (III) for all tested case and correlation levels. 

 

 MIMCV36 MIMexpDV MIMexpIV rand1 rand2 

Corr. I II III I II III I II III I II III I II III 

0.0 281 171 105 993 988 910 1070 1023 932 841 676 601 429 239 170 

0.3 203 128 77 924 922 844 894 877 815 770 592 523 328 182 123 

0.6 111 86 46 890 851 747 887 742 681 652 467 413 195 126 71 

0.9 14 9 8 830 785 478 673 594 524 448 387 170 32 12 14 

 

Before analysing the results further, the following is noted: F-RaceR relies on a two-way 

ANOVA model that attributes the variation observed in the samples to two factors: the system, 

and the instance (one row of observations across all systems). The instance effect is simulated 

by introducing correlation; hence, F-RaceR should be more appropriate for the high 

correlation case, compared to KW-RaceR.  

When F-RaceR is used with 0.0 correlation, it is expected to consume more samples to try 

and (mistakenly) assess an instance effect. Thus, a single F race should be longer than a KW 

race on average, leading to fewer resets. Both these conjectures are supported by figures 2 

and 3 for the independent case, where the 𝜶-curve for F-RaceR is higher, and the survival 

plots show that F-RaceR indeed samples inferior systems more often, at the expense of the 

more crucial top ones. All of this leads to a slower convergence of the PICS curve. Note that 

the discontinuities in the PICS curves correspond to zero values that do not appear on the log 

scale. 

At high correlation F-RaceR identifies a winner earlier since the problem is generally 

easier, compared to 0.0 correlation, and F-RaceR quickly assesses the instance effect and 

utilizes it in discarding inferior systems. Yet, this leads to more resets and causes 𝜶 to drop to 

low values early on. Eventually, F-RaceR becomes similar to EA because it does not make 

use of all the samples previously gathered, and its performance suffers. KW-RaceR, on the 

other hand, will never become similar to EA, regardless of how many times it resets, as it uses 

full information upon reset. Comparable behaviour was observed for the other cases.  
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Figure 2: PICS curves for KW-RaceR and F-RaceR at 0.0 (left) and 0.9 (right) correlations  
for the MIM-CV case. The figure also displays the average nominal α value obtained due to resetting. 

 

 
 

 
 

Figure 3: Survival plots for for the MIM-CV case under 0.0 (above) and 0.9 (below) correlation levels. 
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5 CONCLUSION AND FUTURE WORK 

 

A new racing-with-reset algorithm was presented here for the fixed sampling budget case. It 

relies on the Kruskal-Wallis one-way ANOVA by ranks test, followed by the Bonferroni-

Dunn multiple comparisons test. The advantage of KW-RaceR is its ability to utilize full 

information upon reset, compared to F-RaceR that uses partial information due to the equal 

sample size requirement of its statistical tests. Empirical evaluation between these two 

methods and EA, revealed that KW-RaceR achieves lower PICS values by the end of the run, 

and on average, as indicated by the AUC measure. 

Future work entails testing on non-stationary distributions, non-normal data, and creating 

normal-model based ANOVA (parametric) Racing algorithms. It is interesting to test, and 

study, the following two hypotheses: first, can parametric Racing outperform non-parametric 

Racing with normal data. Second, can non-parametric Racing outperform parametric Racing 

with non-normal data. The author is currently investigating these questions.  
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Abstract: In the paper a multiperiod bi-criteria discrete decision making process under risk is 

considered. We apply a discrete, stochastic dynamic programming approach based on Bellman’s 

principle of optimality. The decision maker defines a priority criterion and aspiration levels for both 

criteria. The final solution is identified interactively. A modification of the aspiration levels during the 

procedure makes it possible to find a satisfactory solution. The method is illustrated by a numerical 

example in which expected profit and probability of success are considered as criteria. The notes on 

applicability of the procedure are included in conclusions. 
 

Keywords: multiobjective dynamic programming, decision making under risk, quasi-hierarchical 

approach, interactive methods. 

 

1 INTRODUCTION 

 

Many decision making problems are dynamic, which means that not a single decision, but a 

series of interdependent decisions must be made at different times in order to achieve an 

overall goal. As consequences of these decisions become apparent in the near or remote 

future, their effects are unknown. If it is possible to estimate probability distributions of 

future outcomes, we deal with a dynamic stochastic decision making problem. 

In this paper, we analyse a bi-criteria dynamic stochastic decision making problem, which 

can be described as follows: 

1. The decision process consists of T periods. At each period, a decision must be made. Any 

decision made at period t determines the characteristics of the problem at period t + 1. 

2. Risk is taken into account: the consequences of the decision made at period t are 

uncertain. 

3. Two conflicting criteria are considered. 

4. The aim is to identify a strategy under which satisfactory values of both criteria are 

obtained. 

Our method is based on Bellman’s principle of optimality [1]. We use this approach to 

identify optimal solutions with respect to each criterion separately. As these solutions are 

usually different, we propose to use a quasi-hierarchical approach. We assume that the 

decision maker is able to define a hierarchy of criteria and to determine the extent to which 

the optimal value of a higher-priority criterion can be made worse in order to improve the 

value of lower-priority criterion. To solve the problem we must identify near-optimal 

solutions for both criteria. The algorithm that we use is based on the observation made 

previously in [3]. In order to identify the strategy which is worse than the optimal strategy 

only, we must consider all the strategies that differ from the optimal strategy in one of the 

feasible states and to select best of them. This rule can be also applied to find the next 

strategies in the ranking.  

In dynamic programming it is not possible to identify solutions satisfying all requirements 

directly formulated by the decision maker. Instead, we look for solutions satisfying each 

requirement separately. Starting from the strategy that is optimal with respect to the more 

important criteria, we analyse the value of the second criterion and if it is satisfactory, we end 
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the procedure. Otherwise, we look for the strategy which is next in the ranking with respect 

to the more important criteria. The procedure is finished when a strategy satisfactory with 

respect to both criteria is identified. 

In stochastic dynamic decision making problems the expected value is usually used to 

evaluate feasible solutions. However, decision makers are usually also interested  in 

measures. In the example presented below, we consider two objectives: maximization of 

expected profit and maximization of probability of success, which is defined as reaching one 

of predefined final states.   

 

2 SINGLE-CRITERION STOCHASTIC DYNAMIC PROGRAMMING 

 

We will use the following notation [5, 6]: 

T – number of stages of the decision process under consideration,  

yt – state of the process at the beginning of stage t (t = 1,…,T),  

Yt – finite set of process states at stage t,  

xt – feasible decision at stage t,  

Xt(yt) – finite set of decisions feasible at stage t, when the process is in state ytYt at the 

beginning of this stage, 

Ft(yt+1yt, xt) – value of stage criterion at stage t for the transition from state yt to state yt+1, 

when the decision taken was xtXt(yt),  

Pt(yt+1yt, xt) – probability of the transition at stage t from state yt to state yt+1, when the 

decision taken was xtXt(yt).  

P(y1) – probability of distribution in the set of initial stages y1  Y1.  

{x} – strategy – a function assigning to each state ytYt exactly one decision xtXt(yt),  

{X} – the set of all strategies of the process under consideration,  

}{
,Tt

x  – shortened strategy, encompassing stages from t to T.  

The following equation holds: 
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Let us assume that we have selected a certain strategy }{}{ Xx . The expected value of the 

process realisation for the shortened strategy }{
,TT

x  is calculated as follows:  
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The expected value of the realisation for the shortened strategy }{
,Tt

x  when at the beginning 

of this stage the process was in state ytYt is found from the formula: 
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The expected value of the process realisation for the fixed strategy }{x  is calculated from the 

formula: 

 
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Using Bellman’s optimality principle [1], we determine the optimal strategy. 
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Algorithm 1 

1. For each state yTYT we calculate the optimal values: 
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and find the decision xt
*(yt), for which this maximum is attained. This decision forms a 

part of the optimal strategy being constructed.  

2. For stage t, 1,1Tt  and each state ytYt we calculate the optimal values  
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and find the decision xt
*(yt), for which this maximum is attained. This decision forms a 

part of the optimal strategy being constructed.  

3. The optimal expected value of the process realisation is calculated from the formula:  
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3 DETERMINATION OF NEAR-OPTIMAL STRATEGIES 

 

Let Z be a threshold given by the decision maker and  

 = G{x*}  Z      (8) 

The strategy {xm} is called near-optimal if the expected value of its realisation differs from 

the expected value of the realisation of the optimal strategy {x*} by at most the given value 

, that is: 

  }{}{ * mxGxG  (9) 

By LS(Z) we denote the set of strategies for which the objective function is at least Z: 

         ZxGxZ  :XLS  (10) 

The procedure for identifying LS(Z) was proposed in [4]. It can be described as follows. 

Algorithm 2 

The algorithm modifies the strategies by changing a decision in one state only. For each new 

strategy we check if it generates a solution different from the ones determined previously. If 

so, we calculate the expected value of the given criterion and check if it satisfies the 

condition formulated by the decision maker. If this is not the case, such a strategy does not 

have to be further analysed, since its further modification cannot lead to an improvement of 

the value of the criterion. The procedure ends when all the possibilities are exhausted. 

 

4 A BI-CRITERIA APPROACH 

 

In this section we present an application of the quasi-hierarchical approach in a bi-criteria 

case.  

Algorithm 3 

1. Determine the optimal solutions of the problem with respect to criterion 1 and criterion 2, 

applying Algorithm 1.  

2. Present the optimal values of both criteria to the decision maker. 
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3. Ask the decision maker to determine the aspiration thresholds Z1 and Z2, that is the values 

which should be attained by each criterion in the final solution. 

4. Determine the sets LS1(Z1) and LS2(Z2) of strategies satisfying the requirements 

determined by the decision maker, applying Algorithm 2.  

5. Determine the set LS(Z1, Z2) which is the intersection of the sets LS1(Z1) and LS2(Z2):  

LS(Z1, Z2) = LS1(Z1)  LS2(Z2)    (11)  

6. If LS(Z1, Z2) = , go to 8.  

7. Ask the DM to analyse solutions from LS(Z1, Z2) and choose the best one. Go to 9.  

8. Ask the DM to choose the new values Z1 and Z2. Go to 4.  

9. End of the procedure. 

 

5 NUMERICAL EXAMPLE 

 

We consider a two-stage decision process. The sets of states for the consecutive stages are: 

Y1 = {1, 2, 3}  Y2 = {4,5, 6}  Y3 = {7, 8, 9} 

The sets of feasible decisions are: 

 X1(1) = {A, B}  X1(2) = {C, D}  X1(3) = {E, F}  

 X2(4) = {G, H}  X2(5) = {I, J}   X2(6) = {K, L} 

The possible stage realisations of the process, probabilities of their occurrence, as well as the 

values of the stage criteria functions, are presented in Table 1. 
 

Table 1: Stage realisations of the process 

 

Stage (yt+1yt, xt) P() F1( ) F2() Stage (yt+1yt, xt) P()  F1( ) F2() 

1 (41,A) 0.4 1 20 2 (74,G) 0.5 0 18 

1 (51,A) 0.6 1 17 2 (84,G) 0.5 0 12 

1 (41,B) 0.7 1 15 2 (74,H) 0.3 0 15 

1 (61,B) 0.3 1 13 2 (94,H) 0.7 1   9 

1 (42,C) 0.6 1 11 2 (75,I) 0.2 0 11 

1 (52,C) 0.4 1 14 2 (85,I) 0.8 0 14 

1 (52,D) 0.2 1 20 2 (85,J) 0.9 0 20 

1 (62,D) 0.8 1 12 2 (95,J) 0.1 1 11 

1 (53,E) 0.9 1 16 2 (86,K) 0.2 0 12 

1 (63,E) 0.1 1 13 2 (96,K) 0.8 1 14 

1 (53,F) 0.5 1 15 2 (76,L) 0.9 0 15 

1 (63,F) 0.5 1 15 2 (96,L) 0.1 1 10 

 

The probability distribution in the set of initial states is:  

P(1) = 0.1,  P(2) = 0.3  P(3) = 0.6 

Thanks to the small size of this illustrative problem, the existing strategies can be written 

down and numbered from 1 to 64. This numbering is presented in Table 2.  
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Table 2: The set of strategies 

 

No Decisions No Decisions No Decisions No Decisions 

1 (A,C,E,G.I,K) 17 (A,D,E,G.I,K) 33 (B,C,E,G.I,K) 49 (B,D,E,G.I,K) 

2 (A,C,E,G,I,L) 18 (A,D,E,G.I,L) 34 (B,C,E,G.I,K) 50 (B,D,E,G.I,L) 

3 (A,C,E,G.J,K) 19 (A,D,E,G.J,K) 35 (B,C,E,G.J,K) 51 (B,D,E,G.J,K) 

4 (A,C,E,G.J,L) 20 (A,D,E,G.J,L) 36 (B,C,E,G.J,L) 52 (B,D,E,G.J,L) 

5 (A,C,E,H.I,K) 21 (A,D,E,H.I,K) 37 (B,C,E,H.I,K) 53 (B,D,E,H.I,K) 

6 (A,C,E,H.I,L) 22 (A,D,E,H.I,L) 38 (B,C,E,H.I,L) 54 (B,D,E,H.I,L) 

7 (A,C,E,H.J,K) 23 (A,D,E,H.J,K) 39 (B,C,E,H.J,K) 55 (B,D,E,H.J,K) 

8 (A,C,E,H.J,L) 24 (A,D,E,H.J,L) 40 (B,C,E,H.J,L) 56 (B,D,E,H.J,L) 

9 (A,C,F,G.I,K) 25 (A,D,F,G.I,K) 41 (B,C,F,G.I,K) 57 (B,D,F,G.I,K) 

10 (A,C,F,G.I,L) 26 (A,D,F,G.I,L) 42 (B,C,F,G.I,L) 58 (B,D,F,G.I,L) 

11 (A,C,F,G.J,K) 27 (A,D,F,G.J,K) 43 (B,C,F,G.J,K) 59 (B,D,F,G.J,K) 

12 (A,C,F,G.J,L) 28 (A,D,F,G.J,L) 44 (B,C,F,G.J,L) 60 (B,D,F,G.J,L) 

13 (A,C,F,H.I,K) 29 (A,D,F,H.I,K) 45 (B,C,F,H.I,K) 61 (B,D,F,H.I,K) 

14 (A,C,F,H.I,L) 30 (A,D,F,H.I,L) 46 (B,C,F,H.I,L) 62 (B,D,F,H.I,L) 

15 (A,C,F,H.J,K) 31 (A,D,F,H.J,K) 47 (B,C,F,H.J,K) 63 (B,D,F,H.J,K) 

16 (A,C,F,H.J,L) 32 (A,D,F,H.J,L) 48 (B,C,F,H.J,L) 64 (B,D,F,H.J,L) 

 

We consider a bi-criteria process. The aim is to maximize the probability of completing the 

process in state 9, pointed by the DM (criterion 1). The second criterion is to maximize the 

expected profit (criterion 2). We will illustrate algorithm 3. 

Step 1.  

We determine the optimal solutions of the problem with respect to criterion 1 and criterion 2, 

applying Algorithm 1. W obtain: G1*{x8} = 0.772, G2*{x3} = 28.316.  

Step 2.  

We present the optimal values of both criteria to the decision maker. 

Step 3.  

We ask the decision maker to determine the aspiration thresholds. Let us assume, that the 

DM accepted a 2% decrease of the value of the more important criterion 1 and a 2% decrease 

of the value of the criterion 2. The threshold value are as follows: Z1 = 0.756, Z2 = 27.750. 

Step 4.  

We determine the sets LS1(Z1) and LS2(Z2), by applying Algorithm 2. W obtain:  

LS1(0.756) = {{x8}, {x24}, {x40}, {x56}} 

LS2(27,750) = {{x3}, {x4}, {x19}, {x23}, {x35}, {x51}, {x36}, {x11}, {x20}, {x27}} 

Step 5. 

We determine the set LS(0.756; 27.750) = LS1(0.756)  LS2(27.750) =   

Step 6.  

As LS(0.756; 27.750) = , we go to 8.  

Step 8.  

We ask the DM to choose new values Z1 and Z2. Let us assume that the DM accepted a 3% 

decrease of the value of the less important criterion 2. The threshold value for the criterion 1 

is now equal to 27.467.  

Step 4.  

We determine the set LS2(27.467) by applying Algorithm 2. We obtain:  

LS2(27.467) = LS2(27.750)  {{x24}, {x31}, {x43}, {x55}, {x59}, {x52}} 

Step 5.  

We determine the set LS(0.756; 27.467) = LS1(0.756)  LS2(27.467)=  

Step 6.  

As LS(0.756; 27.467) = , we go to 8.  

Step 8.  
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We ask the DM to choose new values Z1 and Z2. Let us assume that the DM accepted a 5% 

decrease of the value of the criterion 1, and a 3% decrease of the value for the criterion 2. 

The threshold values are now: Z1 = 0.733, Z2 = 27.467.  

Step 4.  

We determine the set LS1(0.733) by applying Algorithm 2. We obtain:  

LS1(0.733) = LS1(0.756)  {{x7}, {x16}, {x32}, {x48}, {x39}, {x20}, {x64}} 

Step 5.  

We determine the set LS(0.756; 27.467) = LS1(0.756)  LS2(27.467) = {{x20}} 

Step 6. 

As LS(0.756; 27.467)  , we ask the DM to analyse the obtained solution. We have 

G1*{x20} = 0.738 and G2*{x20} = 27.818, so {x20}  LS(0.738; 27.818). The values of the 

criteria for the final solution differ from the optimal values by 4.4% and 1.76%, respectively. 

 

6 CONCLUSIONS 

 

Numerous decision problems are dynamic by nature. In real-world situations the decision 

process can rarely be formulated in terms of a single choice. Often, a series of interdependent 

decisions must be made at different times in order to achieve an overall goal. Moreover, as 

the future is unknown, the results of these decisions are usually unknown. Stochastic discrete 

muliobjective dynamic programming is an efficient tool to model and to evaluate such 

processes. 

In the paper a new procedure for a bi-criteria problem is presented. It is based on 

Bellman’s principal of optimality and on the quasi-hierarchical approach. The final solution 

is found by an interactive procedure. 

Our procedure can be applied in various fields. One example of the application of 

stochastic dynamic programming is presented in [2]. The problem consists in identifying the 

best strategy for tender preparation. A company considers entering a new market. It can 

operate as a general contractor or cooperate with a local company. The final decision must 

specify whether the company should make efforts to find a partner, and what role it should 

eventually play. In such a case the probability of success is a very important issue which has 

to be considered together with the profit maximization criterion. 
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Abstract: The problem of numerical finding of a Nash equilibrium in a polymatrix game is
considered. Such a game turns out to be equivalent to the solving a nonconvex optimization
problem with a bilinear structure in the objective function. Special methods of local and global
search for the 3-player game are proposed and investigated.

Keywords: polymatrix games, Nash equilibrium, nonconvex optimization problems, local
search, global search, computational simulation

1 INTRODUCTION

It is well known that the problem of numerical finding of equilibrium points in the Game Theory
[4, 8] is one of the pivotal issues for the contemporary mathematical optimization theory and
methods [9]. The simplest problem of the Game Theory is the classical matrix game that
can be reduced to two dual linear programming (LP) problems [4, 8]. So, one can say that
the matrix games are Convex Structures, and there are no fundamental difficulties for their
solution. The first extension of a matrix game is the non-antagonistic bimatrix game. Such
a game already represents Nonconvex (bilinear) Structure [4, 7, 8]. For seeking equilibria in
bimatrix games, Lemke-Howson type methods are very popular [3]. On the other hand, the
nonconvex optimization approach to numerical finding of Nash equilibrium in bimatrix games,
elaborated in our group, turns out to be effective for large-scale problems [7, 14, 16].

In this work, we extend our approach to polymatrix games [1, 4, 12]. For example, a 3-
player polymatrix game can be completely described by six matrices, therefore, we will call it the
hexamatrix game. New methods of local and global search in hexamatrix games are proposed
and its convergence is investigated. These methods are based on the equivalence theorem
for the game and a special mathematical optimization problem with a bilinear structure in
the objective function [12]. This special problem is solved by the Global Search Theory for
nonconvex problems with (d.c.) functions of A.D. Alexandrov [10, 11, 13].

2 PROBLEM FORMULATION AND THE REDUCTION THEOREM

Consider the following hexamatrix game with mixed strategies:

F1(x, y, z) , 〈x,A1y +A2z〉 ↑ max
x
, x ∈ Sm, F2(x, y, z) , 〈y,B1x+B2z〉 ↑ max

y
, y ∈ Sn,

F3(x, y, z) , 〈z, C1x+ C2y〉 ↑ max
z
, z ∈ Sl,


where Sp = {u = (u1, . . . , up)

T ∈ IRp | ui ≥ 0,

p∑
i=1

ui = 1}, p = m,n, l, and the symbol

”,” means ”equals by definition”.

Definition 2.1 The triple (x∗, y∗, z∗) ∈ Sm × Sn × Sl satisfying the inequalities

v∗1 = v1(x
∗, y∗, z∗) , F1(x

∗, y∗, z∗) ≥ F1(x, y
∗, z∗) ∀x ∈ Sm,

v∗2 = v2(x
∗, y∗, z∗) , F2(x

∗, y∗, z∗) ≥ F2(x
∗, y, z∗) ∀y ∈ Sn,

v∗3 = v3(x
∗, y∗, z∗) , F3(x

∗, y∗, z∗) ≥ F3(x
∗, y∗, z) ∀z ∈ Sl,


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will be henceforth called a Nash equilibrium point in the game Γ3 = Γ(A,B,C) (A = (A1, A2),
B = (B1, B2), C = (C1, C2)). Herewith, the strategies x∗, y∗, and z∗ will be called the
equilibrium strategies. The numbers v∗1, v∗2, and v∗3 will be called the payoffs of players 1, 2,
and 3, respectively, at the equilibrium point (x∗, y∗, z∗). Denote the set of all Nash equilibrium
points of the game Γ3 = Γ(A,B,C) by NE = NE(Γ3) = NE(Γ(A,B,C)). �

It is well known that in the case of the game Γ3 = Γ(A,B,C) due to Nash’s Theorem [12],
there exists a Nash equilibrium point in mixed strategies.

Further consider the following optimization problem (σ , (x, y, z, α, β, γ)):

Φ(σ) , 〈x,A1y +A2z〉+ 〈y,B1x+B2z〉+ 〈z, C1x+ C2y〉 − α− β − γ ↑ max
σ
,

σ ∈ D , {(x, y, z, α, β, γ) ∈ IRm+n+l+3 | x ∈ Sm, y ∈ Sn, z ∈ Sl,
A1y +A2z ≤ αem, B1x+B2z ≤ βen, C1x+ C2y ≤ γel},

 (P)

where ep = (1, 1, ..., 1) ∈ IRp, p = m,n, l.

Theorem 2.2 [12] A point (x∗, y∗, z∗) is a Nash equilibrium point in the hexamatrix game
Γ(A,B,C) = Γ3 if and only if it is a part of a global solution σ∗ , (x∗, y∗, z∗, α∗, β∗, γ∗) ∈
IRm+n+l+3 of Problem (P). At the same time, the numbers α∗, β∗, and γ∗ are the payoffs of
the first, the second, and the third players, respectively, in the game Γ3: α∗ = v1(x

∗, y∗, z∗),
β∗ = v2(x

∗, y∗, z∗), γ∗ = v3(x
∗, y∗, z∗). In addition, an optimal value V(P) of Problem (P) is

equal to zero:
V(P) = Φ(x∗, y∗, z∗, α∗, β∗, γ∗) = 0. (1)

Corollary 2.3 Suppose, (x∗, y∗, z∗) ∈ NE(Γ(A,B,C)) with the payoffs α∗, β∗, and γ∗. Then
α∗ = max

i
(A1y

∗ +A2z
∗)i, β∗ = max

j
(B1x

∗ +B2z
∗)j , γ∗ = max

t
(C1x

∗ + C2y
∗)t.

Thus, one can conclude that the seeking for a Nash equilibrium can be carried out by
solving Problem (P). However, we have to note that at present a numerical solution of the
nonconvex Problem (P) seems to be rather difficult [2, 5], because the classical methods of
convex optimization (see e.g. [5]) are not able to provide with a global solution to nonconvex
problems, and they are not capable of escaping a local optimum.

In this work, in order to solve Problem (P), we will use an approach based on Global Search
Theory [10, 11, 13]. According to this theory the Global Search consists of two principal stages:
1) a local search, which takes into account the structure of the problem under scrutiny; 2) the
procedures based on Global Optimality Conditions (GOC) [10, 11], which allow to improve the
point provided by the local search method, in other words, to escape a local pit.

This methodology turned out to be rather effective and promising in numerical solution of
several actual nonconvex problems of Operations Research [6, 7, 14, 15, 16].

3 LOCAL SEARCH

To implement a local search in Problem (P), let us apply the ideas, first, of splitting variables
in several groups, and, after that, of consecutive solving of specially constructed LP problems
with respect to the groups of variables. These ideas have previously demonstrated its efficiency
in bimatrix games [7, 14, 16], bilinear programming problems [6, 14], and bilevel problems [15].

In order to do it, consider the following LP problems:

f1(x, β) , 〈x, (A1 +BT
1 )v + (A2 + CT1 )w〉 − β ↑ max

(x,β)
,

(x, β) ∈ X(v, w, γ̄) , {(x, β) | x ∈ Sm,
B1x− βen ≤ −B2w, C1x ≤ γ̄el − C2v};

 (LPx(v, w, γ̄))
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f2(y, γ) , 〈y, (B1 +AT1 )u+ (B2 + CT2 )w〉 − γ ↑ max
(y,γ)

,

(y, γ) ∈ Y (u,w, ᾱ) , {(y, γ) | y ∈ Sn,
A1y ≤ ᾱem −A2w, C2y − γel ≤ −C1u};

 (LPy(u,w, ᾱ))

f3(z, α) , 〈z, (C1 +AT2 )u+ (C2 +BT
2 )v〉 − α ↑ max

(z,α)
,

(z, α) ∈ Z(u, v, β̄) , {(z, α) | z ∈ Sl,
A2z − αem ≤ −A1v, B2z ≤ β̄en −B1u}.

 (LPz(u, v, β̄))

Here (u, v, w, ᾱ, β̄, γ̄) ∈ D is a feasible point in Problem (P).
For the sake of simplicity of denotations, let us introduce the following functions:

ϕ(v, w, γ̄) , sup
(x,β)
{f1(x, β) | (x, β) ∈ X(v, w, γ̄)}, (2)

ψ(u,w, ᾱ) , sup
(y,γ)
{f2(y, γ) | (y, γ) ∈ Y (u,w, ᾱ)}, (3)

χ(u, v, β̄) , sup
(z,α)
{f3(z, α) | (z, α) ∈ Z(u, v, β̄)}. (4)

Let (x0, y0, z0, α0, β0, γ0) ∈ D be a starting point. For example, one can use the barycenters
of standard simplexes as follows:

x0i =
1

m
, i = 1, ...,m; y0j =

1

n
, j = 1, ..., n; z0t =

1

l
, t = 1, ..., l;

α0 = max
i

(A1y
0 +A2z

0)i;β0 = max
j

(B1x
0 +B2z

0)j ; γ0 = max
t

(C1x
0 + C2y

0)t.
(5)

Denote: Φs , Φ(σs). Now let us describe the local search algorithm.

Y Zγ-procedure

Step 0. Set s := 1, ys := y0, zs := z0, γs := γ0.
Step 1. Using an LP technique, find a ρs/3-solution (xs+1, βs+1) to the Problem

(LPx(ys, zs, γs)), so that the following inequality holds:

f1(x
s+1, βs+1) + ρs/3 =

= 〈xs+1, (A1 +BT
1 )ys + (A2 + CT1 )zs〉 − βs+1 + ρs/3 ≥ ϕ(ys, zs, γs).

(6)

Step 2. Find a ρs/3-solution (ys+1, γs+1) to Problem (LPy(xs+1, zs, αs)), so that the
following inequality takes place:

f2(y
s+1, γs+1) + ρs/3 = 〈ys+1, (B1 +AT1 )xs+1 + (B2 + CT2 )zs〉−

−γs+1 + ρs/3 ≥ ψ(xs+1, zs, αs).
(7)

Step 3. Find a ρs/3-solution (zs+1, αs+1) to Problem (LPz(xs+1, ys+1, βs+1)), so that the
following inequality holds:

f3(z
s+1, αs+1) + ρs/3 = 〈zs+1, (C1 +AT2 )xs+1 + (C2 +BT

2 )ys+1〉−
−αs+1 + ρs/3 ≥ χ(xs+1, ys+1, βs+1).

(8)

Step 4. If the following inequality takes place:

Φs+1 − Φs ≤ τ, (9)

where τ is a given accuracy, then stop computing, else set s := s+ 1, and loop to Step 1. �
Note that the all components of the point (x0, y0, z0, α0, β0, γ0) are not required to start

the Y Zγ-procedure, only the part (y0, z0, γ0) is sufficient.
The main new result concerning the convergence of the local search method is the following.
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Theorem 3.1 Suppose, ρs > 0, s = 0, 1, 2, . . . ,
∞∑
s=0

ρs < +∞. Then the sequence σs ,

(xs, ys, zs, αs, βs, γs), produced by the Y Zγ-procedure, converges to the point σ̂ , (x̂, ŷ, ẑ, α̂, β̂, γ̂),
which is satisfying the following inequalities:

Φ(σ̂) ≥ Φ(x, ŷ, ẑ, α̂, β, γ̂) ∀(x, β) ∈ X(ŷ, ẑ, γ̂), (10)

Φ(σ̂) ≥ Φ(x̂, y, ẑ, α̂, β̂, γ) ∀(y, γ) ∈ Y (x̂, ẑ, α̂), (11)

Φ(σ̂) ≥ Φ(x̂, ŷ, z, α, β̂, γ̂) ∀(z, α) ∈ Z(x̂, ŷ, β̂). (12)

Definition 3.2 Any 6-tuple σ̂, satisfying the inequalities (10), (11), and (12), will henceforth
be called a critical point for Problem (P). If the inequalities (10), (11), and (12) are satisfied
with certain accuracy at some point, then this point is called an approximately critical point.

4 GLOBAL SEARCH

In this section we develop a Global Search Method (GSM) for Problem (P), which is based
on GOC for nonconvex problems with d.c. objective functions [10, 13]. Indeed, the objective
function of Problem (P) can be represented as a difference of two convex functions, for example,
as follows:

Φ(x, y, z, α, β, γ) = f(x, y, z)− g(x, y, z, α, β, γ), (13)

where

f(x, y, z) =
1

4

(
‖x+A1y‖2 + ‖x+A2z‖2 + ‖B1x+ y‖2 + ‖y +B2z‖2+

+‖C1x+ z‖2 + ‖C2y + z‖2
)
, g(σ) =

1

4

(
‖x−A1y‖2 + ‖x−A2z‖2+

+‖B1x− y‖2 + ‖y −B2z‖2 + ‖C1x− z‖2 + ‖C2y − z‖2
)

+ α+ β + γ.

(14)

It is easy to see that these functions are convex on (x, y, z) and σ, respectively.
Now, let us consider the GOC for Problem (P), which are represented in a contrapositive

form. These conditions are based on GOC for nonconvex problems with d.c. objective functions
[10, 11, 13, 14].

Define α(y, z) , max
1≤i≤m

(A1y + A2z)i, β(x, z) , max
1≤j≤n

(B1x + B2z)j , γ(x, y) , max
1≤t≤l

(C1x +

C2y)t, so that, according to Corollary 2.3, α∗ = α(y∗, z∗), β∗ = β(x∗, z∗), γ∗ = γ(x∗, y∗).

Theorem 4.1 [10, 11, 13, 14] If a feasible 6-tuple σ∗ = (x∗, y∗, z∗, α∗, β∗, γ∗) is not a global
solution to Problem (P), then there exists a triple (u, v, w) ∈ IRm+n+l, a vector (x̄, ȳ, z̄) ∈
Sm × Sn × Sl, and a scalar ξ, such that

f(u, v, w)− ξ = ζ
4
= Φ(σ∗) < 0,

g(u, v, w, α(v, w), β(u,w), γ(u, v)) ≤ ξ ≤ sup(g,D),
(15)

and the following inequality takes place:

g(x̄, ȳ, z̄, ᾱ, β̄, γ̄)− ξ < 〈∇xyzf(u, v, w), (x̄, ȳ, z̄)− (u, v, w)〉, (16)

where ᾱ = α(ȳ, z̄), β̄ = β(x̄, z̄), γ̄ = γ(x̄, ȳ). �

These GOC possess a so-called algorithmic (constructive) property [10, 13, 14]. For Problem
(P), it means that if one was successful to find the 4-tuple (ū, v̄, w̄, ξ̄) from (15), and the point
σ̄ , (x̄, ȳ, z̄, ᾱ, β̄, γ̄), (x̄, ȳ, z̄) ∈ Sm × Sn × Sl, ᾱ = α(ȳ, z̄), β̄ = β(x̄, z̄), γ̄ = γ(x̄, ȳ), such that
the inequality (16) holds:

g(σ̄)− ξ̄ < 〈∇xyzf(ū, v̄, w̄), (x̄, ȳ, z̄)− (ū, v̄, w̄)〉,
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then, due to the convexity of the function f(·), and the equality in (15) one obtains
Φ(σ̄) > Φ(σ∗). It means that the 6-tuple σ̄ = (x̄, ȳ, z̄, ᾱ, β̄, γ̄) is better than the 6-tuple
σ∗ = (x∗, y∗, z∗, α∗, β∗, γ∗). In order to see more details on GOC, we refer the readers to
the papers and books [7, 10, 13, 14].

Now, let us pass to the description of the GSM based on Theorem 4.1 taking into ac-
count the d.c. decomposition (13)–(14). Let there be given an approximate critical point
σk , (xk, yk, zk, αk, βk, γk) in Problem (P) obtained by the local search procedure. Denote
ζk , Φ(σk). Then, one has to carry out the following chain of operations.

1) Choose the number ξ ∈ [ξ−, ξ+], where ξ−
4
= inf(g,D), ξ+

4
= sup(g,D) and construct an

approximation Ak = {(u1, v1, w1), . . . , (uNk , vNk , wNk) | f(up, vp, wp) = ζk + ξ, p = 1, ..., Nk}
of the level surface U(ζk) = {(x, y, z) | f(x, y, z) = ζk + ξ} of the convex function f(x, y, z).

2) For each point (up, vp, wp) of Ak verify the inequality

g(up, vp, wp, α(vp, wp), β(up, wp), γ(up, vp)) ≤ ξ, p = 1, . . . , Nk, (17)

according to GOC (see the inequality in (15)).
If the inequality (17) is fulfilled, then the approximation point (up, vp, wp) will be used at

the following steps, otherwise, this point has to be excluded from the consideration.
3) Using the point (up, vp, wp) of the approximation Ak, selected at the stage 2), find an

approximate solution (x̄p, ȳp, z̄p, ᾱp, β̄p, γ̄p) of the following linearized problem [10, 13, 14]:

g(σ)− 〈∇f(up, vp, wp), (x, y, z)〉 ↓ min
σ
, σ ∈ D. (PLp)

Note that the Problem (PLp) is convex quadratic, and, consequently, it can be solved by one
of the contemporary convex optimization methods [5].

4) Proceeding from the points (x̄p, ȳp, z̄p, ᾱp, β̄p, γ̄p) ∈ D, produce critical points

(x̂p, ŷp, ẑp, α̂p, β̂p, γ̂p), p ∈ {1, . . . , Nk}, by means of the local search method.
5) Further, for each p ∈ {1, . . . , Nk} solve the following level problem:

〈∇f(u, v, w), (x̂p, ŷp, ẑp)− (u, v, w)〉 ↑ max
(u,v,w)

, f(u, v, w) = ζk + ξ. (Up)

Let (up0, v
p
0 , w

p
0) be an approximate solution to (Up).

6) At the final stage, for each p ∈ {1, . . . , Nk} verify the following inequality (cf. (16)):

g(x̂p, ŷp, ẑp, α̂p, β̂p, γ̂p)− ξ < 〈∇f(up0, v
p
0 , w

p
0), (x̂p, ŷp, ẑp)− (up0, v

p
0 , w

p
0)〉.

If for some p the latter inequality is fulfilled then the point (x̂p, ŷp, ẑp, α̂p, β̂p, γ̂p) turns out to
be better than σk.

Note that the crucial moment of the above GSM consists in constructing an approximation
of the level surface of the convex function f(·), which generates the basic nonconvexity in the
problem under consideration. In particular, in Problem (P) the approximation Ak = A(ζk)
has been constructed with the help of special sets of directions [6, 7, 14, 15, 16]:

Dir1 = {(ei, ej , et), i = 1, ...,m, j = 1, ..., n, t = 1, ..., l}, (18)

Dir2 = {(ei + xk, ej + yk, et + zk), i = 1, ...,m, j = 1, ..., n, t = 1, ..., l}, (19)

where ei ∈ IRm, ej ∈ IRn, et ∈ IRl are the basic Euclidean vectors, (xk, yk, zk) is a part of a
current critical point of Problem (P).

As a result, taking into account the features of Problem (P) and basing on the stages of the
global search 1)-6), we have constructed and implemented the Global Search Algorithm in the
hexamatrix games. The efficiency of methods developed for hexamatrix games is demonstrated
by the results of computational solving of the test problems. Our future work will be direct
to the elaborating of local and global search methods for polymatrix games with more than 3
players.
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Abstract: The paper deals with the problem of extracting knowledge about customers from the data 

collected by web analytics tools. The analytics of a web shop was observed in order to discover 

patterns of user behaviour by data mining methods. Artificial neural networks, decision trees, and 

association rules were used in order to model revenue from online purchases in relation to devices, 

channels, and the number of sessions used by customers when accessing a web site. Although the 

predictive models of user behaviour created by neural networks and decision trees did not generate 

high accuracy, they identified a similar set of variables as important for understanding user 

behaviour. Also, the method of association rules extracted some very confident interesting patterns 

that could influence a company’s marketing decisions.  
 

Keywords: data mining, decision trees, neural networks, association rules, web analytics  

 

1  INTRODUCTION 
 

In contemporary business systems, the quality of customer relations became one of the most 

important characteristics of a company's business success. In new marketing campaigns, it is 

important to identify specific segments of consumers and target each segment with a 

personalized message that will generate a higher response rate, higher profit, and customer 

satisfaction. Although the target marketing could be based on some standard statistical 

techniques that analyze customers' frequent habits, data mining methods could go a step 

forward and provide customer segmentation, as well prediction models of their behaviour. 

The reason for using data mining methods is to reveal hidden knowledge among a large 

amount of data collected by companies in each segment of their businesses [8]. Due to their 

success, the methods of data mining became very accepted in today's businesses [5]. Web 

mining, i.e. data mining on web user data is the process of acquiring useful information from 

the database of user history on a web site. The data are usually collected by specific web 

analytics tools such as Google Analytics [6]. Web analytics tools capture data on user 

behaviour, sources of visits, conversions of visitors into customers, etc. Those tools are 

capable of producing reports, target warnings, and results of various analyses. Besides 

providing a huge amount of data, web analytics is valuable for its capability to combine data 

sets and find relationships among them [8]. In this paper, the focus is on identifying the 

relationship among the revenue a user produces on a web site and its behaviour.  

 

2  OVERVIEW OF PREVIOUS RESEARCH 
 

The need for intelligent methods usage in web mining is emphasized by many authors [2] as 

an important area in creating the new generation of intelligent web that will be able to adopt 

to user needs. Intelligence on the web site provided by the user can be divided into three 

categories: (1) direct information/intelligence provided by the user, such as reviews, 
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comments, recommendations, ratings, etc., (2) indirect information within blogs, 

unstructured text, contribution to online communities and wikis, and (3) intelligence 

provided by data mining techniques, where the patterns of user behaviour are discovered and 

used for recommendations, predictive analysis, market segmentation etc. [2]  In recent years, 

a number of papers deals with data mining and web mining. Carmona et al. [6] used data 

mining techniques on web analytics data in order to discover rules that could be used by web 

designers to improve a web site structure and design. Arbelaitz et al. [4] showed that data 

mining methods could generate profiles of users with similar navigation habits. Similar 

research was conducted by Romero et. al. in [11] who discovered four interesting navigation 

patterns that assisted in understanding the interaction of user with the site content.  Tao et al. 

[12] used data mining methods to generate recommendations for budget allocation among 

various commercials in a toy store. Zhang et al. [15] also used data mining methods that 

produced a high product adjustment rate of 50%. Hung et al. [7] used clustering to categorize 

elderly customers into three categories with different patterns of appliances usage.  However, 

the methodological tool tested so far is mostly based on statistical descriptive analysis, or on 

single or competitive usage of data mining methods. For these reasons, this paper aims to 

suggest a methodological procedure for discovering patterns of web user behaviour.  

 

3  METHODOLOGY 
 

Data mining represents a methodological basis of business intelligence, by including 

techniques that are able to identify hidden relationships among the variables, such as 

statistical, mathematical methods, expert systems, machine learning methods, and others 

[10]. Data mining reveals patterns and rules from the data, and represent analytical processes 

which results in creating a new knowledge [5].  
 

3.1 Data preparation 
 

The dataset used for this research comes from the web analytics of a US company from 

California which produces organic herbs and spices. The company uses the Google 

Analytics tool to collect data from their web site. The sample consisted of 34044 cases of 

web site visitors, covering the time period from January 1 to December 31, 2013. In this 

research a random sample of 1726 cases was used for modelling purposes, from which some 

cases were omitted in order to obtain an equal distribution of output categories. Web user 

activity is captured through sessions. In analytics tools, a session is a group of interactions of 

a user that take place on a website within a time frame. Sessions could represent multiple 

screen or page views, events, social interactions, and e-commerce transactions. A session 

expires after 30 minutes of a user inactivity, or by changing a channel from which a user 

comes from. Due to the fact that users with more than seven sessions were very rare, the first 

seven sessions of each visitor were used in the modelling purposes. The input variables are: 

the channel used by a visitor to access the web site in each session (c1,...,c7), the device used 

to access the web site (d), while the revenue (value of the purchase) was the output variable 

y. So, the model can be formulated as:  d,c,...,cfy 71 . Eight channels were observed: (1) 

D - Direct source – no specific source, or the visitor entered URL address directly in a 

browser, or had it in a bookmark, (2) O - „Organic“ search – a visitor used a search engine 

result to access the web site, (3) P – Paid search – a visitor used a paid add on an advertising 

platform such as Google AdWords or Bing Ads, (4) R – Referral – a visitor came by using a 

link on another web site, (5) E – E-mail – a visitor accessed the web site by using a link in an 

e-mail message, (6) S – Social network – a visitor accessed the web through a social 

network, (7) X – Display – a visitor accessed through a commercial aid announced by a 
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display network (such as AdSense, BuySellAds, AdRoll, and others), and Null – Unavailable 

– no session (used when a visitor sequence is over or the data is missing). The output 

variable was the Revenue value (value made by a purchase) in categories: (1) Low: 0-114.15 

USD, (2) Medium: 114.16 – 570.75 USD, and (3) High: more than 570.75 USD. Besides 

developing a model that captures all visitors' behaviour, the separate models for personal 

computer users, and for mobile devices users were created. For the purpose of neural 

network (NN) and decision tree (DT) modelling, each dataset is divided into the train, test, 

and validation subsamples (see Table 1).  
 

Table 1: Subsampling for the purpose of modelling 
 

Sample 

Dataset 1 – All visitors Dataset 2 – PC visitors Dataset 3 – Mobile visitors 
Reve-
nue 

1 

Reve-
nue 2 

Reve-
nue 

3 

Reve-
nue 

1 

Reve-
nue 2 

Reve-
nue 

3 

Reve-
nue 

1 

Reve-
nue 2 

Reve-
nue 

3 
Train 
(70%) 

205 205 205 174 174 174 30 30 30 

Test (10%) 29 29 29 25 25 25 4 4 4 

Validation 
(20%) 

58 58 58 50 50 50 9 9 9 

Total 
(100%) 

292 292 292 249 249 249 43 43 43 

Train subsample is used for NN learning phase, the test subsample is used for optimizing NN 

parameters (number of learning iterations, number of hidden units), while the final validation 

set is used to test the model on the hold-out sample. DTs were estimated on the 80% of the 

sample, and tested on the same validation sample (20%) as NNs. 
 

3.2 Data mining methods used 
 

Three data mining methods were used: neural networks (NNs), decision trees (DT), and 

association rules. The NNs are mathematical models that try to approximate a function 

between inputs and the output by using historical samples, in order to be applied on new data 

in prediction, classification or association [9]. The most frequently used NN is the multilayer 

perceptron (MLP), a network that is able to use various algorithms to minimize the objective 

function. NNs are structured in layers. The input layer of a NN consists of n input units 

Rxi  , i=1,2,..., n, and randomly determined initial weights wi usually from the interval [-

1,1]. The hidden layer produces an output cy  computed by:  









 



n

i

iic xwfy
1

 (1) 

where f is the activation function selected by the user, which can be logistic, tangent 

hyperbolic, exponential, linear, step or other [9]. The computed output is compared to the 

actual output ya, and the local error ε is computed. The error is then used to adjust the 

weights of the input vector according to a learning rule, usually the Delta rule [9]. The above 

process is repeated in a number of iterations (epochs), where the gradient descent or other 

algorithm is used to minimize the error. In this research, the output layer of all NN models 

consisted of three categories of revenue generated by a visitor. The number of hidden units 

varied from 1 to 20. The NN structure and training time was optimized by a split-sample 

procedure. Besides the MLP NN, we also tested the Radial Basis Function Network (RBFN) 

which is based on clustering and computes the distance between each input vector and a 
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centre. It uses Euclidean distance measure (see [13]). In order to produce rules that could be 

used for classifying web customers, we used DTs that are described in more details in [14]. 

In a DT, a parent node is splitted into two child nodes according to the selected split point. A 

binary tree is created, and the process is repeated using  cross-validation to select the right-

sized tree (we used 10-fold crossvalidation). The evaluation function used for splitting is the 

Gini index defined in [3]. Additionaly, the method of association rules is used to extract the 

rules that have a high probability. A rule can be represented as     ,          where 

X and Y are itemsets in a transaction database, and the rule is interpreted as If X then Y. Most 

common measures used to select the important rules are support s and confidence c. Support 

s is computed by [1]: 

       
                                          

                                      
 (2) 

Confidence s is computed by: 

       
                                          

                                    
   (3) 

 

4  RESULTS  
 

Separate models for each of the three datasets were developed by NN to find relationship 

between customer behaviour and purchase they made. Twenty NN architectures were 

trained, tested, and validated in each dataset, but here we bring only the most successful ones 

for each model.  
 

Table 2: Best neural network results for all three models 
 

Model Method 
NN 

structu-
re 

Activati-on 
function 

Classifi-
cation rate  

for 
Revenue  

1 

Classifi-
cation rate  

for 
Revenue  

2 

Classifi-
cation rate 

for 
Revenue  

3 

Total 
classifi-

cation rate 

1 – All visitors MLP NN 51-45-3 Logistic 67.80% 30.36% 70.00% 56.57% 

2 – PC Visitors MLP  NN 49-18-3 Logistic 42.00% 54.35% 39.62% 40.94% 

3 – Mobile 
Visitors MLP  NN 40-45-3 Logistic 27.27% 50.00% 100.00% 52.00% 

1 – All visitors CART - - 50.00% 12.07% 70.69% 44.25% 

2 – PC Visitors CART - - 8.00% 84.00% 22.00% 38.00% 

3 – Mobile 
Visitors CART - - 44.00% 0.00% 22.00% 22.00% 

 

It can be seen from Table 2 that MLP network produced the highest total classification rate 

of 56.57% in Model 1 – All visitors. The accuracy was lower (52.00%) in Model 3 - Mobile 

visitors, while the lowest rate was obtained in Model 2 – PC visitors (40.94%). Overall, the 

total accuracy of any of the three NN models is not satisfactory, revealing that the selection 

of input variables is not sufficient to explain the output. However, the classification rate of 

category 3 of the Revenue is very high (100% in Model 3, 70.00% in Model 2). It reveals 

that behaviour of customers that buy more expensive products can be predicted with a very 

high accuracy by NN. The sensitivity analysis obtained on the validation subsample in each 

of the three models showed that the most important variable for Model 1 is s5 (Channel in 

session 5), followed by c4 (Channel in session 4), then c2 (Channel in session 2), and device 

type. The variable c2 was also shown as the most important in Model 2, while in Model 3, 

the variable c4 was the most important for predicting the output, followed by c5 and c1. The 
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accuracy of all three DT models was below 50%. The DT Model 1 produced the total 

classification rate of 44.25%, while DT Model 2 and Model 3 have total classification rate 

below 40%. Similar to NN Model 1 and NN Model 2, the DT Model 1 recognizes visitors in 

category 3 more accurate than in other two categories (70.69%). However, the DT Model 2 

is more accurate in recognizing category 2 (84%). The sensitivity analysis performed on DT 

models showed that Channel in session 4 is extracted as a very important variable, followed 

by Channel in session 5 and Channel in session 2. Due to the fact that the tree split was 

made according to D channel or Null channel, it can be implied that users who make a lower 

number of steps before realizing a transaction, mostly use direct access, and yield lower 

revenue.  

In order to extract more detailed insight into customers' behaviour, the association rules were 

conducted on separate datasets for PC visitors and mobile visitors. Two important rules were 

generated for PC visitors. A high s (63%) and c (95%) is obtained for the first rule „IF Direct 

channel THEN Null“ meaning that if a visitor in one of the sessions access the web site by a 

direct channel, than the next step will be the null channel, i.e. the visit will end by a purchase 

or the source is unknown. The second rule „IF Paid search channel THEN Null“ shows that 

the paid search channel also frequently ends the transaction (with confidence of 96%). When 

association rules are used in Model 3 – mobile visitors, only the rule „IF Direct channel 

THEN Null“ was extracted as important with the support s of 73% and confidence s of 95%. 

The results show that visitors from mobile devices have similar behaviour as PC visitors, 

except they more frequently use the direct channel. 

 

4.1 Evaluation and usage of revealed knowledge 

The above results emphasize the importance of direct channel and paid search channel as the 

most frequent ones and also as the best predictors of the revenue category. The NN models 

show slightly higher total classification rate than the DT models while the classification rate 

for customers in the highest revenue category is very high (ranging from 70% to 100% in 

some NN models). This implies that customers that spend more money on the web share 

some common recognizable behaviour. Also, separate models should be developed for each 

category of revenue, and additional variables should be included in modelling medium and 

low categories. Improvements could be also directed to variable reduction procedures by 

removing the variables that were found less important in this research. In all models the step 

4 was emphasized as very important to predict the revenue, therefore the marketing manager 

should focus on this step and pay more attention to visitors who have performed only four 

steps before the transaction and come from a direct channel or from a paid search channel.  

 

5  CONCLUSION 
 

The paper aimed to extract useful knowledge about customers from the web analytics by 

data mining methods, such as neural networks, decision trees, and association rules. The 

methods were used to model the revenue on the basis of devices and channels the visitors 

use, and a number of sessions they perform until they make the transaction on a web site. 

The models had a high accuracy for the category of high revenue, while the prediction of 

categories of low and medium revenue was not accurate enough. All three tested methods 

emphasized the importance of direct channel and paid search channel as the most important 

for realizing a transaction, while the four-session activity describes the behaviour of majority 

of visitors before making a purchase. Having such knowledge on user behaviour, the web 

sites could adjust its personalization strategy, improve the system performance, and 

contribute to development of intelligence on the web. The improvements could be focused 
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on developing  separate models for different categories of revenue. The limitations of this 

study are in a single dataset observed with relatively small selection of variables. The initial 

models given in this paper could be enriched by additional variables, and tested on the whole 

available data instead on a random sample, therefore enabling big data analysis. Such model 

could be implemented in an online business intelligence system to assist customer 

relationship managers in designing their strategies on budget allocation.  
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NONCONVEX OPTIMIZATION: MODERN VIEW

Alexander S. Strekalovskiy
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Lermontov St., 134, Irkutsk, 664033, Russia

Abstract: Here we address two optimization problems: the search for Nash equilibria in
polymatrix games and the quadratic-linear bilevel programming problem. It can be shown
that each of the problems possesses a hidden nonconvexity and, as a consequence, a rather
large number of local solutions which are different from global ones. Further, the principal
elements of Global Search Theory are sketched. Finally, we present the results of computational
solutions.

Keywords: nonconvex optimization, polymatrix games, Nash equilibria, bilevel programming.

1 INTRODUCTION: EXAMPLES OF APPLIED PROBLEMS

1.1 Search for an Equilibrium

As example of equilibrium problems, let us consider the polymatrix games [14] which reflect
the conflict of N parties (players), each one having a finite number of strategies. After having
introduced the mixed strategies, we obtain

Fi(x) =
∑
j 6=i
〈xi, Aijxj〉 = 〈xi,

∑
j 6=i

Aijxj〉 ↑ max
xi
, xi ∈ Si,

Si = {xi = (xi1, . . . , xini)
T ∈ IRni

+ |
ni∑
j=1

xij = 1}, i = 1, . . . , N,

 (1)

where Aij are matrices (ni × nj), i, j = 1, . . . , N .
Next we will use the following denotation: (x ‖ zi) , (x1, . . . , xi−1, zi, xi+1, . . . , xN ).
Some economics, engineering and ecological problems can be represented in the form of

polymatrix games, in which the Nash equilibrium is the common concept and can be represented
as follows: find an equilibrium situation x∗ = (x∗1, . . . , x

∗
N ) ∈ S , S1 × S2 × . . .× SN :

Fi(x
∗ ‖ xi) ≤ Fi(x∗) ∀xi ∈ Si, i = 1, . . . , N. (2)

In formulae (1) and (2), from the first sight, any nonconvexity is not yet visible.
However, it turns out that the search for the Nash equilibrium can be reduced [14] to solving

the following nonconvex (in general) problem of mathematical programming:

ΦN (σ) ,
N∑
i=1

[αi − Fi(x)] =
N∑
i=1

(αi − 〈xi,
∑
j 6=i

Aijxj〉) ↓ min
σ
,

σ = (x, α) ∈ IRn × IRN , x = (x1, . . . , xN ) ∈ S, α = (α1, . . . , αN ) ∈ IRN ,∑
j 6=i

Aijxj ≤ αieni , i = 1, . . . , N.

 (3)

where eni = (1, 1, . . . , 1)> ∈ IRni . Note, that the numbers α∗i in a global solution (x∗, α∗)
to Problem (3) are the optimal profits of the players in the game (1)–(2), while the vector
(x∗1, ..., x

∗
N ) turns out to be just a Nash equilibrium point in the game (1)–(2).

On account of the formulation (3) it becomes clear that a way (method) of finding a Nash
point strongly depends on the properties of the matrices Aij .

So, the conclusion is obvious here and consists in the fact, that the initial statement (1)–
(2) of a polymatrix game is deceptive in the sense that it has, in general, a hidden (implicit)
nonconvexity.
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1.2 Hierarchical Optimization Problems

Hierarchical problems are encountered in practice because of impossibility of accumulation
of the total available information at the upper level in the process of investigation of struc-
turally complex control systems (social, economic, ecological-economic ones etc.) and, as a
consequence, possess some hidden nonconvexity generated by just hierarchical structures.

For example, the financial systems in the economic power countries are usually constructed
as bilevel systems. As to mathematical aspects of the statement, problems of bilevel program-
ming represent extremum problems, that side by side with standard constraints which are
expressed in terms of equalities and inequalities, include the constraints described with the aid
of optimization subproblem representing the lower level of the bilevel problem.

To begin with, let us consider the linear bilevel problem

(LBP) :

 F (x, y) , 〈c, x〉+ 〈d, y〉 ↓ min
x,y

, x ∈ X = {x ∈ IRm | Ax ≤ b },

y ∈ Y∗(x) , Arg min
y
{〈d1, y〉 | y ∈ Y (x)}, Y (x) = { y ∈ IRn | A1x+B1y ≤ b1 },

where c ∈ IRm, d, d1 ∈ IRn, b ∈ IRp, b1 ∈ IRq, and A, A1, B1 are matrices of corresponding
dimensions. Even in this very simple case it is easy to construct an example showing the
nonconvexity of the problem (LBP).

Example 1.1. [1] Consider the problem

F (x, y) = x+ 3y ↓ min
x,y

, x, y ∈ IR, 1 ≤ x ≤ 6, y ∈ Y∗(x) = Sol(PL), (LBP1)

(PL) : f(y) = −y ↓ min
y
, x+ y ≤ 8, x+ 4y ≥ 8, x+ 2y ≤ 13.

Regardless the convexity of the set

Z = { (x, y) ∈ IR2 | 1 ≤ x ≤ 6, x+ y ≤ 8, x+ 4y ≥ 8, x+ 2y ≤ 13 },

it is easy to see even geometrically that the set Z∗ = { (x, y) ∈ Z | y ∈ Y∗(x) } is nonconvex
that implies the nonconvexity in the problem (LBP1).

2 OPTIMIZATION PROBLEMS WITH D.C. FUNCTIONS

The targets of our presentation can be bounded by consideration of the class DC(IRn) of
the functions f(·) which can be represented as the difference of two convex functions (d.c.
functions). Nowadays, this class is viewed by the specialists [2–5,9,12,19] to be rather wise for
consideration. Furthermore, the DC(IRn) possesses several remarkable properties.

Besides, the number of problems with d.c. functions is so large that the majority of the
specialists, who have a long-time experience of solving problems of d.c. programming are
sure [2–5,19] that almost all nonconvex optimization problems are really d.c. problems.

Hence, the following optimization problem can be viewed as rather general:

f0(x) = g0(x)− h0(x) ↓ min
x
, x ∈ S,

fi(x) = gi(x)− hi(x) ≤ 0, i = 1, . . . ,m;
fj(x) = gj(x)− hj(x) = 0, j = 1, . . . , N.

 (4)

Here gi, gj , hi, hj are convex functions and S is convex set from IRn.
Apparently, almost all the specialists in optimization areas could estimate Problem (4) as

very difficult and unsolvable by the existing approaches and methods even for the case of small
dimension (say, n = 100, . . . , 1000.)

Therefore, let us start with rather simple (from the first glance) nonconvex optimization
problems.
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1. D.C. minimization

(P) : f(x) = g(x)− h(x) ↓ min, x ∈ D, (5)

where g(·), h(·) are convex functions, and D is a convex set, D ⊂ IRn.

2. D.C. constraint problem

(DCC) :
f0(x) ↓ min

x
, x ∈ S,

F (x) = g(x)− h(x) ≤ 0,

}
(6)

where g(·) and h(·) are as above, S ⊂ IRn, f0(·) is a continuous function.

Note, that any quadratic optimization problem with arbitrary matrices occurs in the clas-
sification (5)–(6) or takes the form (4).

3 GLOBAL SEARCH APPROACH

Since in our approach the general global search procedure includes two principal parts:
a) local search; b) procedures of escape a critical point provided by a local search method,
we are going, first, to consider special local search methods.

3.1 Local Search

The ideas of the most of local search methods (LSM) are rather simple and can be reduces to
solution of the convex (partially) linearized problems/

For example, as regards the problem of d.c. minimization (P)–(5), the basic element, the
“corner stone” of the Global and Local Search Methods is the solving the following (linearized
at a current iteration point xs ∈ D) convex problem

(PLs) : Φs(x) , g(x)− 〈h′(xs), x〉 ↓ min
x
, x ∈ D, (7)

where h′(xs) = h′s ∈ ∂h(xs), s = 1, 2, . . . is a subgradient of the convex function h(·) at the
point xs [4]. Furthermore, the LSM itself for (P)–(5) may consists in the consecutive solving
(likewise in the method of “direct iterations”) Problems (PLs)–(7). More precisely, given
xs ∈ D, we can find xs+1 ∈ D as an approximate solution to (PLs) by means of some suitable
convex optimization method (for example, BFGS), or one of packages of applied software
(Xpress-MP, IBM CPLEX etc).

So, we produce the sequence {xs} according to the inequality:

Φs(x
s+1) , g(xs+1)− 〈h′(xs), xs+1〉 − δs ≤ inf

x
{g(x)− 〈h′(xs), x〉 | x ∈ D} (8)

where the sequence {δs} fulfils the condition
∞∑
s=0

δs < +∞, δs > 0, s = 1, 2, . . . . It was rather

surprising that, in this case, the process converges in the sense [10,11].
Note, that very frequently for small dimensions (n ≤ 7, 8, 10) cases LSM (8) provides for a

global solution to (P)–(5).

3.2 Global Optimality Conditions

The second step in the global search methodology can be viewed as the most important one
and even crucial, because the question is how to escape a critical point (provided by a LSM
and that is not a global solution).

Such a procedure is substantiated by the theoretical basis produced with the help of so-
called Global Optimality Condition (GOC) which for the case of d.c. minimization problem
(P)–(5) takes the following form.
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Theorem 3.1 If z is a global solution to (P), z ∈ Sol(P), ζ , f(z), then

(E) :

{
∀(y, β) ∈ IRn × IR : h(y) = β − ζ,
g(x)− β ≥ 〈h′(y), x− y〉 ∀x ∈ D. (9)

So, when selecting the “perturbation parameters” (y, β) satisfying (9) and solving the lin-
earized problem (sf. (7))

Φy(x) , g(x)− 〈h′(y), x〉 ↓ min
x
, x ∈ D, (10)

(where y ∈ IRn is not obligatory feasible!) we obtain a family of starting points x(y, β) for a
further (assume) local search.

Moreover, at each level ζk = f(zk) it is not necessary to investigate all the pair (y, β)
satisfying (9), ζk = β − h(y), but it is sufficient to discover the violation of the variational
inequality (9) only for one pair (ŷ, β̂).

After that, one proceeds to the next iteration of the global search: zk+1 := x̂, ζk+1 :=
f(zk+1), and starts the procedure from the very beginning. So, the idea of the global search
method becomes considerably more clear.

3.3 Global Search Methods

In order to deal with nonconvex optimization problems and, in addition, on account of rather
large computational experience [12, 13, 15–18] we propose two rules on which a search for a
global solution to d.c. optimization problems is based.

These rules may be explained as follows.

1. Never apply CGM or BFGS if you are not convinced that your problem is convex.

2. Try to separate the data of your problem into two parts — convex and anticonvex.

For example, dealing with a quadratic function of the kind q(x) = 1
2〈x,Qx〉, where the

matrix Q is indefinite, you have to separate the matrix Q(n×n) into a difference Q = Q1−Q2

of two symmetric positive definite matrices Qi = QTi > 0, i = 1, 2.
Let us return now to the construction of a GSM (strategy) based on GOC presented in

Theorem 3.1 and specialized only for Problem (P)–(5).
The basic stages of such a GSM (strategy) can be described as follows.
I. Find a critical point z by means of the special LSM ((8), for example).
II. Choose a number β ∈ [β−, β+], where β− = inf(g,D), β+ = sup(g,D) can be approxi-

mated by rather rough estimates.
III. Construct an approximation

A(β) = {y1, . . . , yN | h(yi) = β − ζ, i = 1, . . . , N = N(β)}

of the level surface of the function h(·).
IV. Starting at any point yi of the approximation A(β) find a feasible point ui by means

of the special local search algorithm (8).
V. Verify the VI (9) from GOC

g(ui)− β ≥ 〈h′(wi), ui − wi〉 ∀i = 1, . . . , N, (11)

where wi may be found as the projection of the point ui onto the convex set

L(h, β − ζ) = {x ∈ IRn | h(x) ≤ β − ζ }.

VI. If ∃j ∈ {1, . . . , N} such that (11) is violated, then set xk+1 := uj and return to Stage I.
Otherwise change β and return to Stage III.
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Table 1: Computational results.

m =n F0 Fk st LP Loc T ime

200 40.3811 0 2 972 65 00:43.66
250 51.1617 0 4 4843 321 5:36.30
300 60.1209 0 2 28 2 00:44.17
400 75.0987 0 6 16168 978 59:05.49
500 75.3494 0 2 158 20 05:57.88
600 84.1025 0 2 82 7 07:33.92
700 89.0439 0 2 54 6 11:50.34
800 99.8335 0 2 48 3 15:28.70
900 100.0419 0 3 136 11 29:31.38

1000 106.8368 0 3 178 18 45:04.34

4 COMPUTATIONAL RESULTS FOR BIMATRIX (BM) GAMES

The numerical experiments were conducted with software programs implementing the global
search algorithms above. The computational simulations have been separated into several
stages, and the first results of these experiments have been published in [8].

Further, the analysis of the results allowed us to conclude about some shortcomings of the
software programs developed.

As a consequence, for solving the BM games of rather high dimension (up to 1000× 1000)
we decided to apply ILOG CPLEX 9.1 especially oriented to LP problems. In addition, in
order to create the worst conditions for the global search software the entries of matrices A
and B have randomly been generated from the interval [−n, n], where n = m.

The software programs of global search were run on Pentium 4, CPU 3GHz with 512Mb of
RAM and have been implemented by post-graduated students without a long computational
experience.

Nevertheless, the results of computational solving of BM games (m = n) can be viewed as
rather promising from the point of view of analysis of numeric results of Table 1.

In Table 1, m = n is the number of pure strategies of players 1 and 2, F0 stands for the
value of the goal function at the starting points, Fk is the corresponding value at the best
obtained point, st is the number of iterations of global search algorithms (or, what is the same,
the number of critical (stationary) points passed by GS algorithms), LP and Loc represent the
number of linearized problems solved and the number of local search algorithm’s applications
respectively. It can readily be seen, that in the cases of m = n = 250 and 400 it happened
to randomly generate very difficult problems. Nevertheless, all test-problems have successfully
been solved that certifies on the computational effectiveness of the software program created
on the basis of the global search algorithm and the Global Search Theory.

Now, we are preparing to attack the bimatrix game of dimension m = n = 104 and the
similar three-person-game of dimension m = n = l = 5, and 10.
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