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Preface

This volume, Proceedings of The 13" International Symposium on Operations Research,
called SOR’15, contains papers presented at SOR’15 (http://sorl5.fov.uni-mb.si/) that was
organized by Slovenian Society INFORMATIKA (SDI), Section for Operations Research
(SOR) and University of Maribor, Faculty of Organizational Sciences, Kranj, Slovenia, held
in Bled, Slovenia, from September 23 to September 25, 2015. The volume contains blindly
reviewed papers or abstracts of talks presented at the symposium.

The opening address at SOR’15 was given by Prof. Dr. L. Zadnik Stirn, President of the
Slovenian Section of Operations Research, Prof. Dr. Maja Makovec Brencic¢, Minister of
Education, Science and Sport, Prof. Dr. Jozsef Gydrkos, Director of Slovenian Research
Agency, Mr. Niko Schlamberger, the President of Slovenian Society Informatika, Prof. Dr.
Marko Ferjan, the Dean of Faculty of Organizational Sciences, Dr. Sarah Fores, The
Association  of  European  Operational Research  Societies (EURO), and
presidents/representatives of a number of Operations Research Societies from abroad.

SOR’15 is the scientific event in the area of operations research, another one in the
traditional series of the biannual international OR conferences, organized in Slovenia by
SDI-SOR. It is a continuity of twelve previous symposia. The main objective of SOR’15 is to
advance knowledge, interest and education in OR in Slovenia, in Europe and worldwide in
order to build the intellectual and social capital that are essential in maintaining the identity
of OR, especially at a time when interdisciplinary collaboration is proclaimed as
significantly important in resolving problems facing the current challenging times. Further,
by joining IFORS and EURO, the SDI-SOR agreed to work together with diverse disciplines,
i.e. to balance the depth of theoretical knowledge in OR and the understanding of theory,
methods and problems in other areas within and beyond OR. We believe that SOR’15
creates the advantage of these objectives, contributes to the quality and reputation of OR by
presenting and exchanging new developments, opinions, experiences in the OR theory and
practice.

SOR’15 was highlighted by a distinguished set of six keynote speakers. The first part of the
Proceedings SOR’15 comprises invited abstracts, presented by six outstanding scientists:
Professor Dr. Aharon Ben-Tal, William Davidson Faculty of Industrial Engineering and
Management, Technion - Israel Institute of Technology, Haifa, Israel, Assoc. Professor Dr.
Sergio Cabello, University of Ljubljana, Faculty of Mathematics and Physics, Ljubljana,
Slovenia, Dr. Stefano Cozzini, Centro DEMOCRITQOS, Istituto Officina dei Materiali CNR-
IOM, Trieste, Italy, Assist. Professor Dr. Nebojsa Gvozdenovié, University of Novi Sad,
Faculty of Economics, Subotica, Serbia, Professor Dr. Gerhard Wilhelm Weber, Middle
East Technical University, Institute of Applied Mathematics, Ankara, Turkey, and Professor
Dr. Ou Tang, Linkoping University, Department of Management and Engineering,
Linkoping, Sweden. Proceedings includes 93 papers or abstracts written by 191 authors.
Most of the authors of the contributed papers came from Slovenia (76), then from Croatia
(42), Slovak Republic (14), Czech Republic (9), Turkey (9), Italy (8), Greece (5), Israel (4),
Poland (4), Spain (3), Sweden (3), Bulgaria (2), France (2), Hong Kong (2), Iran (2),
Russian Federation (2), Hungary (1), Ireland (1), Serbia (1) and The Netherlands (1). The
papers published in the Proceedings are divided into Plenary Lectures (6 abstracts), four
special sessions: Qualitative Multiple Criteria Decision Making (6 papers), Inventory
Research (7), Metaheuristic Optimization (7), and Big Data (4), and nine sessions:
Mathematical Programming and Optimization (7), Graphs and their Applications (5),
Multiple Criteria Decision Making (5), Econometric Models and Statistics (10), Production


http://www.drustvo-informatika.si/sekcije/sor/
http://fis.unm.si/en

(7), Finance and Investments (7), Location and Transport (7), Environment and Human
Resources (9), OR Perspectives (6).

The Proceedings of the previous twelve International Symposia on Operations Research
organized by the Slovenian Section of Operations Research are indexed in the following
secondary and tertiary publications: Current Mathematical Publications, Mathematical
Review, Zentralblatt fuer Mathematik/Mathematics Abstracts, MATH on STN International
and CompactMath, INSPEC. The Proceedings SOR’15 are expected to be covered by the
same bibliographic databases.

The success of the scientific events at SOR’15 and the present proceedings should be seen as
a result of joint effort. On behalf of the organizers we would like to express our sincere
thanks to all who have supported us in preparing the event. We would not have succeeded in
attracting so many distinguished speakers from all over the world without the engagement
and the advice of active members of the Slovenian Section of Operations Research. Many
thanks to them. Further, we would like to express our deepest gratitude to prominent keynote
speakers, to the members of the Program and Organizing Committees, to the referees who
raised the quality of the SOR’15 by their useful suggestions, section’s chairs, and to all the
numerous people - far too many to be listed here individually - who helped in carrying out
The 13" International Symposium on Operations Research SOR’15 and in putting together
these Proceedings. Last but not least, we appreciate the authors’ efforts in preparing and
presenting the papers, which made The 13" Symposium on Operations Research SOR’15
successful.

We would like to express a special gratitude to The Association of European Operational
Research Societies (EURO) for a financial support.

Bled, September 23, 2015

Lidija Zadnik Stirn
Janez Zerovnik

Mirjana Kljaji¢ Borstnar
Samo Drobne

(Editors)
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ROBUST SOLUTIONS OF UNCERTAIN OPTIMIZATION PROBLEMS
UNDER AMBIGUOUS STOCHASTIC DATA

Aharon Ben-Tal
William Davidson Faculty of Industrial Engineering and Management
Technion - Israel Institute of Technology
Technion city, 32000 Haifa, Israel
abental@ie.technion.ac.il

We show how robust optimization (RO) can provide tractable, safe approximation to
probabilistic constraints (chance constraints) even under partial information (ambiguity) on
the random parameters.

In particular, we address the case where the only available information is on means and
dispersion measures. Unlike previous attempts where the dispersion measure is the variance,
here we derive tight approximations when the dispersion measure is the MAD (mean absolute
deviation). The theory is applied to problems in portfolio selection, inventory management
and antenna array design.



TWO APPLICATIONS OF GEOMETRIC OPTIMIZATION

Sergio Cabello
Faculty of Mathematics and Physics, University of Ljubljana

Jadranska 19, SI-1000 Ljubljana, Slovenia
sergio.cabello@fmf.uni-1j.si

In this paper we will encounter two unrelated problems in the area of Geometric Optimization
and some of the algorithmic ideas leading to their efficient solution. The work reported has
been done recently with Drago Bokal, David Eppstein, Panos Giannopoulos and Lazar
Milinkovic.

Motivated by sensor networks, we will discuss the following minimum separation problem:
given a set of disks in the plane and two points s and t, not covered by any of the disks, compute
the minimum number of disks one needs to retain so that any path connecting s to t intersects
some of the retained disks.

Motivated by trajectory analysis, we will discuss the following problem: given a sequence of
points in the plane describing a trajectory, find all maximal subtrajectories with a prescribed
hereditary property, like for example, having diameter one.



HPC AS A KEY-ENABLING TECHNOLOGY

Stefano Cozzini
Centro DEMOCRITOS, Istituto Officina dei Materiali CNR-IOM
c/o Scuola Internazionale Superiore di Studi Avanzati (SISSA)
Via Bonomea 265, 34136 Trieste, Italy
stefano.cozzini@sissa.it

High Performance Computing (HPC) has become an enabling-technology for science and
industry with implication as well on society in general. The new generation of highly
performance computers, together with the innovative approach of Cloud Computing makes
now easily available computing resources on demand tailored in any specific need. HPC is
becoming more and more a pervasive tool allowing industry and academia to develop new
products, services and research which can enforce positions on the competitive worldwide
arena. ‘Today, to Out-Compute is to Out-Compete’ best describes the role of HPC. HPC is
also recognized as crucial in addressing the Grand Societal Challenges.

In this paper, after briefly presenting the key concepts of HPC and Cloud Computing | will
illustrate opportunities enabled by such technologies. | will also review some of the
drawback/difficulties that are being currently addressed by the HPC community.



OR TECHNIQUES IN REAL WORLD VEHICLE ROUTING

Nebojsa Gvozdenovi¢
University of Novi Sad, Faculty of Economics
Segedinski put 9-11, 24000 Subotica, Serbia
nebojsa.gvozdenovic@gmail.com

OR solution techniques for vehicle routing problems led to many real world applications
during the last 25 years. Recently, vehicle routing software industry offered several SaaS
models. In this presentation, we first give a short survey on vehicle routing theory and practice.
As a contribution, we present innovative OR techniques that resolve some challenges of the
SaaS vehicle routing business. In particular, we present the fastest time and distance matrix
generation technique that relies on global map APIs and opens new perspectives for real time
routing. Finally, we show our innovative techniques for synchronized planning of production,
inventory and transport.



A NEW CONTRIBUTION TO OPERATIONAL RESEARCH:
OPTIMAL CONTROL OF STOCHASTIC HYBRID SYSTEMS WITH
JUMPS - WITH APPLICATIONS IN FINANCE, ECONOMICS,
ENGINEERING AND BIOSCIENCES

Gerhard Wilhelm Weber, Emel Savku, Diogo Pinheiro and Nuno Azevedo
Middle East Technical University, Universiteler Mahallesi
Institute of Applied Mathematics
Dumlupinar Bulvar 1, 06800 Cankaya Ankara, Turkey
gweber@metu.edu.tr

In this paper, we contribute to modern OR by hybrid, e.g., mixed continuous-discrete
dynamics of stochastic differential equations with jumps and to its optimal control. These
hybrid systems allow the representation of random regime switches and are of growing
importance in economics, finance, science and engineering. We introduce two new approaches
to this area of stochastic optimal control: one is based on the finding of closed-form solutions,
the other one on a discrete-time numerical approximation scheme. The presentation ends with
a conclusion and an outlook to future studies.



REMANUFACTURING AND CORE ACQUISITION

Shuoguo Wei and Ou Tang
Link6ping University, Department of Management and Engineering
Division of Production Economics, 581 83 Linkoping, Sweden
ou.tang@liu.se

Challenges in the core acquisition process mainly result from the uncertainties of: return
volume and timing, and core quality. Core acquisition management is to actively manage these
uncertainties though various activities. This presentation aims to provide an overview of core
acquisition management issues and then present a core quality classification/refund policies
model for improving the acquisition management. Using quality classification methods,
refund policies with different numbers of quality classes are studied. Under the assumption of
uniformly distributed quality, analytical solutions for these refund policies are derived.
Numerical examples indicate that the customers’ valuation of cores is an important factor
influencing the return rates and the remanufacturer’s profit. Refund policies with a small
number of quality classes could already bring major advantages. Credit refund policies
(without deposits) are included for comparisons.
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A QUALITATIVE MULTI-CRITERIA MODEL FOR THE
EVALUATION OF ELECTRIC ENERGY PRODUCTION
TECHNOLOGIES IN SLOVENIA

Marko Bohanec?, Nejc Trdin'?, Branko Konti¢!
1 Jozef Stefan Institute, Jamova cesta 39, SI-1000 Ljubljana, Slovenia
2 Jozef Stefan International Postgraduate School, Jamova cesta 39, SI-1000 Ljubljana, Slovenia
E-mail: {marko.bohanec, nejc.trdin, branko.kontic}@ijs.si

Abstract: A methodological approach to the strategic evaluation of electric energy production
technologies in Slovenia is presented. The aim of this work is to make a transparent and reproducible
identification of reliable, rational, and environmentally sound production of electric energy in
Slovenia by 2050. The approach is based on a qualitative multi-criteria modelling method DEX and
consists of three stages: (1) assessment of individual technologies for electricity production, (2)
assessment of mixtures of technologies, and (3) evaluation of scenarios of shutting-down existing old
power plants and constructing the new ones until 2050. Technology alternatives include both
conventional and renewable energy sources: coal fired, gas fired, biomass fired, oil fired, nuclear,
hydro, wind, and photovoltaic. The results indicate that only mixtures of nuclear, hydro, and gas fired
technologies can meet expected energy needs in a sufficiently reliable and rational way.

Keywords: Electric energy production technology, power plants, decision analysis, multi-criteria
decision modelling, decision rules, qualitative model, method DEX

1 INTRODUCTION

Electric energy is a strategic resource that plays a vital role in the operation and development
of every country. Electric energy production is a complex process, which requires strategic
management and careful planning years ahead. The selection of appropriate technologies for
electric energy production depends on a number of factors: energy needs of a country,
availability of fuel and other natural resources, feasibility, efficiency, effectiveness and
rationality of production, environmental impacts, and many more. Not only that these factors
are multiple, they are often conflicting and influence the decisions in a variety of ways; thus
they have to be carefully assessed individually and against each other.

For this kind of problems, Operations Research provides Multi-Criteria Decision
Modelling (MCDM) methods [4, 6] that assess decision alternatives using multiple criteria.
Each alternative is first assessed according to each criterion. These individual assessments
are then aggregated into an overall evaluation of the alternative, which provides a basis for
comparison, ranking and analysis of alternatives, and eventual selection of the best one.
MCDM methods are commonly employed in the assessment of electric energy production
[8], either in a general setting [10], or considering the specifics of countries, such as Germany
[5] or Portugal [9].

In Slovenia, almost 13 TWh of electricity is consumed annually (net figure for the year
2014). The electricity is produced by thermal, hydro, and nuclear power plants in
approximately equal shares. After a recent introduction of a controversial and expensive Unit
6 of the coal-fired power plant at Sostanj (TES6), which is expected to produce up to 3.5
TWh of electricity annually, there are important decisions to be taken for the next decades.
Slovenia has one nuclear power plant in Krsko, which produces around 5 TWh of electricity
annually, and which will be according to plans closed down in 2023. However, there is an
option to extend its operation until 2043. Another large power plant, coal-fired unit TESS,
will be closed down in 2027. There are plans to finalize, by 2025, two hydro power plants on
the lower Sava river, which is the last Slovenian water resource available for hydro power
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plants. There are also plans to introduce gas fired plants, and energy production from
renewable sources: wind, biomass and sun.

In order to contribute to strategic planning of electrical energy production in Slovenia, a
project called OVJE [7] was conducted with the aim to make a transparent and reproducible
identification of reliable, rational, and environmentally sound production of electric energy in
Slovenia by 2050. Eight electric energy production technologies were considered: hydro,
coal, oil, gas, nuclear, biomass, photovoltaic (PV), and wind. Hereafter we present the
methodological approach to this sustainability appraisal and summarize the main results.

2 METHODS

The methodological approach is based on a qualitative MCDM method DEX, which is used
in three stages, and involves two MCDM models and one simulation model:
1. Model T: Evaluation of eight individual electric energy production technologies.
2. Model M: Evaluation of mixtures of technologies, considering the shares of individual
technologies in the total installed capacity.
3. Model S: Simulation of possible implementations of technology mixtures in the
period 2014-2050, taking into account various scenarios of shutting down the existing
power plants and constructing new ones.

2.1 Qualitative Multi-Attribute Modelling Method DEX

DEX (Decision EXpert) [1] is a multi-criteria decision modelling method. As all other
MCDM methods, it is aimed at the evaluation and analysis of a set of decision alternatives
A ={aq,a,,..,a,}. These alternatives are described with a set of variables X =
{x1,x5, ...,x,}, called attributes. Each attribute represents some observed or evaluated
property of alternatives, such as “price”, “quality”, and “efficiency”.

DEX is a hierarchical method. This means that the attributes X are organized in a
hierarchy. Observed in the top-down direction, the hierarchy represents a decomposition of
the decision problem into sub-problems. The bottom-up direction denotes dependence, so
that higher-level attributes depend on the lower-level, more elementary ones. The most
elementary attributes, called basic attributes, appear as terminal nodes of the hierarchy and
represent the basic observable characteristics of alternatives. Higher-level attributes, which
depend on one or more lower-level ones, are called aggregated attributes; they represent
evaluations of alternatives. The topmost nodes (usually, there is only one such node) are
called roots and represent the final evaluation(s) of alternatives.

Furthermore, DEX is a qualitative method. While most of MCDM methods are
quantitative and thus use numeric variables, qualitative methods use symbolic ones. In DEX,
each attribute x; € X has a value scale D; = {vy;, Vi, ..., Vi, }, Where each v;; represents
some ordinary word, such as “low”, “high”, “acceptable”, “excellent”. Scales are usually
small, containing 2 to 5 values. Also, scales are usually preferentially ordered so that v;; <
Vip < o S vy, (here, a < b denotes weak preference: the value b is preferred equally or

more than a). Attributes that have preferentially ordered scales are called criteria [4].

Finally, DEX is a rule-based method. The bottom-up aggregation of alternatives’ values is
defined in terms of decision rules, which are specified by the decision maker and usually
represented in the form of decision tables. Suppose that x ) € X is some aggregated attribute
and that x(qy, X2y, ..., Xy € X are its immediate descendants in the hierarchy. Then, the
aggregation function xoy = fi0)(X(1), X2y, ---» X(ry) 1S defined with a set of decision rules of
the form
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if X1) = V) and Xi2) = V() and ... and Xy = V) then X0) = V(o)

Here, 20 € D(l),l =01,..,r.

The method DEX is implemented as DEXi [2], freely available software that supports both
the development of DEX models and their application for the evaluation and analysis of
decision alternatives. DEXIi checks the quality of decision rules so that its models, when
properly developed, are guaranteed to be complete (they provide evaluation results for all
possible combinations of basic attributes’ values) and consistent (defined aggregation
functions obey the principle of dominance, i.e., they are monotone with respect to all
preferentially ordered basic criteria).

For further information of DEX and DEXIi, please refer to [1] and [2], respectively.

@¥lodel T @sy'odel M
Attribute Scale Attribute Scale
Technology unsuit; weak; suit; good; exc Technology mix unsuit; weak; suit, good, exc
ionality inapprop; low; med; high Reasonability unreas; less_reas; reas; desired
rContribution to development low; med; high rEnergy demand coverage low; med; good; high
[ Economic low; med; high Reliability of supply low; med; high; v_high
[Socetal  low; med; high |-Availability low; med; high
- ) T I°wi medj h{gh Installed capacity unsuit; suit; exceed
Technical level low; med; high £ duced it: suit J
Expected development low; med; high nergy produce unsut; suit, excee
-Economy low; med; high —Base load low; med; high
I-Financial aspects less_suit; suit; more_suit —Peaks no; yes
Energy price high; med; low Uncertaintites v_high; high; med; low
Financing less_suit; suit; more_suit Health impacts high; med; low
Financial sources uncertain; less_certain; certain Possible changes neg; no; pos
Financial shares less_suit; suit; more_suit “Feasibility and rationality weak; low; med; high
Long-term liabilities less_suit; suit, more_suit Feasibility low; med; high
r—Efficiency low; med; high Economy low; med; high
Energy ratio low; med; high "Long-term appropriateness low; med; high
Return period long; med; short IFulfilment of goals and interests  low; med; high
~Independence low; med; high Environmental goals low; med; high
Dependence v_high; high; med; low; none Low carbon low: med- high
—Land use and pollution unsuit; less_suit; suit; more_suit . ’ ) _g
I-Spatial availability less_suit; suit; more_suit Rational land use low; med; high
Land availability low; med; high Nature protection low; med; high
Energy share provision low; med; high National interests low; med; high
Resource protection weak; present; effective Independence low; med; high
Water protection weak; present; effective Energy users capabilities low; med; high
Land protection weak; present; effective Energy supply to all low; med; high
Landscape protection weak; present; effective Protection of vulnerable groups low; med; high
rPollution high; med; fow “Lifetime of supply short; med; long
“Health impact high; med; low
Air pollution high; med; low
Greenhouse gases high; med; low .
Other pollutants high; med; low DEXi
Public health status low; med; high oL
LContribution to development low; med; high (cym]sqbn rules
Fif;::ﬁal feasibility :gx 2:3 Z:g: Rationality Feasibility Uncertainties Technology
Technological complexity less_suit; suit; more_suit 43% 29% 28%
Infrastructure availability low; med; high 1 inapprop * * unsuit
Accessibility low; med; high 2 <=low <=med v_high unsuit
Fuel availability low; med; high 3 <=med low v_high unsuit
Fuel accessibility low; med; high 4 >=low low high:med weak
—Economic feasibility low; med; high 5 >=low high v_high weak
Investment feasibility low; med; high 6 >=med >=med v_high weak
Rgturn of.m.v.estmem less_suit; suit; more_suit 7 high Jow <=med weak
“Spatial feasibility low; med; high 8 high M v_high weak
Societal feasibility low; med; high . = -
Social acceptance low; med; high 9 low:med  low >=low su!t
Permitting no; yes 10 >=low low Iqw su!t
Spatial suitability low; med; high 11 >=low >=med high suit
LUncertainties v_high; high; med; low; none 12 low >=med  >=med good
rTechnological dependence v_high; high; med; low; none 13 low:med  med med:low good
LForeign dependence v_high; high; med; low; none 14 >=low >=med med good
Construction high; med; low 15 _high low none good
LLicences strong_restr; moder_restr; no restr 16 >=med >=med none exc
Ope_ration high; med; low 17 >=med high >=low exc
Licences strong_restr; moder_restr; no restr 18 high >=med >=low exc

tContracts
S

pecial materials

“—Perception of risks

strong_restr; moder_restr; no restr
strong_restr; moder_restr; no restr

Weather dependence high; med; low

Fuel supply dependence high; med; low
Political stability no; low; high
rPossible changes neg; no; pos
Possible societal changes neg; no; pos
Possible world changes neg; no; pos

v_high; high; med; low; none

Figure 1: Hierarchical structure and value scales of (2) Model T and (b) Model M, and (c) example of decision
rules that aggregate Rationality, Feasibility and Uncertainties into Technology



2.2 Model T: Evaluation of Technologies

The DEX model, used in the first stage of appraisal, is called Model T (‘T* stands for
“Technologies™). It is aimed at the evaluation and comparison of individual energy
production technologies: A ={Hydro, Coal, Oil, Gas, Nuclear, Biomass, PV, Wind}.
Evaluation criteria X are organised in a hierarchy shown in Figure 1(a). The hierarchy
contains 36 basic and 28 aggregated attributes. There are two aggregated attributes that
appear twice in Figure 1(a), because they affect more than one higher-level attribute:
Licenses and Contribution to development. Figure 1(a) also shows attributes’ value scales; all
scales are preferentially ordered increasingly in the direction from left to right.

Model T consists of three main sub-trees of criteria: Rationality, Feasibility, and
Uncertainty. Rationality assesses how much a particular technology contributes to the overall
societal development, the economy, and the prudent use of land with low pollution. Each of
these aspects is represented by a corresponding attribute and decomposed further. The sub-
tree Land use and pollution, for instance, specifically addresses Spatial availability,
Pollution, and Health impacts. Similarly, the assessment of Feasibility takes into account
Technical, Economic and Spatial feasibility. Uncertainty evaluation comprises Technological
dependence (in terms of foreign, uncontrollable factors, operation of supplier, and political
stability), Possible changes in society and in the world, and Perception of risks with respect
to technical advancement of a technology and trust into safety management system.

Since Model T contains 28 aggregated attributes, there are also 28 corresponding decision
tables, which were defined by experts and decision analysts in the OVJE project. Here, we
present only the one that corresponds to the root attribute Technology: Figure 1(c) shows a
condensed form of decision rules that aggregate intermediate assessments of Rationality,
Feasibility and Uncertainties into the overall evaluation of Technology. The first rule, for
instance, says that whenever Rationality is inappropriate, then Technology is considered
unsuitable, regardless on its Feasibility and Uncertainties (the symbol ‘*’ denotes any value).
The last rule defines Technology as excellent when its Rationality is high, Feasibility at least
medium and Uncertainties low or better (the symbols “>=" and ‘<=" denote weak preference).
The percentages shown in Figure 1(c) represent the importance of each attribute (determined
by linear approximation of decision rules, see [2]). As indicated, Rationality is more
important (43%) than Feasibility and Uncertainties, which are of similar importance (29%
and 28%, respectively).

2.3 Model M: Evaluation of Technology Mixtures

While Model T evaluates individual technologies, Model M evaluates technology mixtures. A
technology mixture is defined as a collection of technologies, considering a specific share of
each technology in the total installed capacity. For example, some technology mixture may
employ three technologies, nuclear, coal and hydro, with respective relative installed capacity
shares of 0.3, 0.6 and 0.1; this mixture is denoted {nuclear/0.3, coal/0.6, hydro/0.1}.

Model M is structured as shown in Figure 1(b). The two top-level attributes, Reasonability
and Long-term appropriateness, measure the certainty of supply by some mixture, and
fulfilment of goals and interests: environmental, social, and national. In total, Model M has
15 basic and 12 aggregated attributes.

Models T and M are connected and used in succession. When evaluating mixtures with
Model M, some of its basic attributes receive values from Model T: Health impacts, Possible
changes, Feasibility, Economy, Low carbon (determined from Greenhouse gasses), Rational
land use (from Spatial availability), Nature protection (from Resource protection), and
Independence. The input values of the remaining basic attributes are determined from
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scenarios (see section 2.4) for each mixture as a whole. The evaluation of mixtures with
Model M takes into account the relative shares of individual technologies and employs an
evaluation method based on probabilistic value distributions; see [11] for a detailed
description of the method.

2.4 Model S: Simulation of Implementation Scenarios

In contrast with the two Models T and M, which are of multi-attribute type, Model S (‘S’
stands for “Scenarios”) is a simulation model. It uses Models T and M, and “runs” them
through the years 2014 to 2050. For each year, Model S evaluates technology mixtures that
are expected to be in place in Slovenia in that year according to different management
scenarios. The following management decisions have been considered:

1. Closing-down of the nuclear power plant (NPP) Krsko Unitl in 2023.

2. Construction of Unit2 at the NPP Krsko by 2025.

3. Finalisation of the two hydro power plants on the lower Sava river by 2025.

4. Construction of a gas fired power plant by 2025.

5. Closing-down of Unit5 of the coal fired power plant at Sostanj in 2027.

6. Construction of the chain of hydro power plants on the mid Sava river by 2035.
Since each of these decisions can be either yes or no, they collectively make 26 = 64
possible scenarios. The simulation of these scenarios is implemented in an on-line decision
support system [3].

3 RESULTS

In the first stage, individual electric energy production technologies were evaluated by Model
T as shown in Figure 2. In addition to the overall evaluation (second row), Figure 2 displays
intermediate evaluation results obtained on two lower levels of the Model T hierarchy. Some
evaluation values are presented as intervals, which are due to uncertainties regarding future
values of several evaluation criteria. The lower and upper interval bounds correspond to
pessimistic and optimistic assessment of evaluation criteria, respectively.

Attribute Hydro Coal Qil Gas Nuclear Bio PV Wind Impor
Technology suit - exc unsuit  unsuit weak - good weak - exc  unsuit unsuit unsuit unsuit
ionali low - high inapprop inapprop high high inapprop inapprop - low inapprop inapprop
—Contribution to development med - high high med high high med low - med low low
—Economy med - high high low med - high  med - high low low low med
“Land use and pollution less_suit - more_suit unsuit  unsuit more_suit more_suit less_suit unsuit- more_suit unsuit - less_suit less_suit
rFeasibility high high high high low - high  low - med low low high
Technical feasibility high high high high high med med - high med med
Economic feasibility high med med med high low - med low low high
Spatial feasibility high high high high low - high  low - high low - high low - high high
“Uncertainties high - none low v_high - low v_high - med v_high - low low v_high v_high med
Technological dependence high - none low v_high - med v_high - med v_high - low med v_high v_high high
Possible changes pos pos no no pos no no no pos
Perception of risks med - none med - low none high-med  v_high - low none low none low

Figure 2: Evaluation results of individual electric energy production technologies with Model T

These results indicate that there are only three technologies of sufficient suitability for
Slovenia: Hydro, Gas, and Nuclear. Among these, Hydro is the best. Gas and Nuclear are
similar, with Nuclear worse in terms of Feasibility and Perception of risks, but better in terms
of Economic feasibility and Possible changes. Coal and Oil are unsuitable particularly
because of inappropriate Rationality due to Land use and pollution. All the remaining
“green” technologies are unsuitable for a number of reasons, including Economy, Land use,
Economic feasibility and Technological dependence. See [7] for a more detailed justification
of this assessment and its consequences.

Results of simulating the 64 scenarios [7, 3] indicate that only the mixtures that include
extension of operation of Unitl of NPP KrSko, construction and operation of Unit2 of NPP
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Krsko, construction of all planned hydro power plants on the Sava river and construction of
the gas fired thermal power plant ensure coverage of energy needs by 2050 in Slovenia.
Renewable energy sources — wind and PV — do not constitute a sustainable choice since they
are not reliable due to land-use context (almost 40% of the Slovenian territory is under
Natura2000 protection regime), and are consequently not capable of meeting a substantial
share of energy demands; they may only constitute an option for covering 8% to 15% of
energy needs.

4 CONCLUSION

With the aim to contribute to better strategic planning of electrical energy production in
Slovenia, this work proposes a systematic, transparent and reproducible sustainability
appraisal of technologies and strategic management scenarios. The approach is based on
qualitative multi-attribute modelling and simulation, and proceeds in three stages: assessment
of (1) individual technologies, (2) technology mixtures and (3) management scenarios in the
period 2014-2050. The method is implemented in an on-line decision support system [3].

Evaluation results clearly identify three main technologies that are most suitable for
Slovenia: Hydro, Gas, and Nuclear. Only a proper mixture of these technologies is reliable
and rational in the context of meeting expected energy needs. Biomass, wind and
photovoltaic sources of energy are less sustainable than others and may provide only from
8% to 15% of energy in Slovenia.
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Abstract:

The application of pesticides in agriculture is not always safe for human health and the environment.
Despite being officialy approved by authorities in terms of ecological risk, they appear in surface and
ground water in concentrations above the official thresholds. To reduce and eliminate water pollution
with pesticides, a decision support system (DSS) for ecological risk assessment of pesticide applications
and ecological risk management, is proposed. The DSS is built by using the framework proposed by
the US Environmental Protection Agency and Multi Criteria Decision Analysis (MCDA) implemented
into the DEX (Decision EXpert) integrative methodology was implemented to build qualitative multi-
attribute decision models by the DEXi modelling tool. A conceptual solution is demonstrated on an
assessment of a proposed crop management plan for winter wheat, where the herbicide Isoproturon is
planned to be applied. The DSS identified that the proposed plan is risky, therefore mitigation measures
that have to be included in the proposed crop management plan are proposed.

Keywords: pesticides, risk assessment, risk management, mitigation measures, qualitative MCDM,
DEX methodology

1 INTRODUCTION

The use of pesticides in agriculture has to be implemented in accordance with safe and
environmentally sound agricultural crop management. Their use must be consistent with the
European water framework directive [1] and the Directive on the sustainable use of plant
protection products [2] in order to provide the most effective protection of surface and ground
waters through the implementation of best crop management practices.

Though the crop management uses active substances previously approved for commercial
use respecting EU regulations (No 1107/2009) [3] and permitted according to the Commission
Implementing Regulation (EU) No 540/2011 [4], they can be still found in surface and ground
water in concentrations above the official thresholds. The main reasons for the pollution of
waters with pesticides are the inappropriate use and storage of pesticides [5].

Each approved and permitted active substance has passed very rigorous ecological risk
assessment during its registration process. The procedure for preregistration risk assessment is
described in detail by the respective authorities (e.g., European Food Safety Authority, US
Environmental Protection Agency). However, the post-market risk assessment of pesticides
used in agriculture is not at that level. To make a progress on this issue, the European
Commission (through the environmental program LIFE) and the European plant protection
industry association (ECPA) launched the project TOPPS (Train the Operators to Promote best
management Practices and Sustainability) [6], which aim is to reduce water pollution due to
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the improper use of pesticides. The TOPPS project addresses both point and diffuse sources of
water pollution by pesticides and it tries to diagnose the level of the pollution risk and give
instructions for mitigation measures that would reduce and prevent the pollution of water with
pesticides. Though the end-users (agricultural advisers and farmers) benefitted from the
TOPPS project, its first results are very difficult to use at the field level and the end-users are
not very flexible in terms of selecting a set of proposed mitigation measures.

To overcome these problems and to address the problem of water pollution with pesticides
at the field level, the French agricultural institute ARVALIS — Institut du végétal launched a
project EVADIFF (EVAluation of existing models and development of new decision-making
tools to prevent DIFFuse pollution caused by plant protection products), whose purpose is to
upgrade the approach used in the TOPPS project through a combination of existing expert
knowledge collected in the framework of the TOPPS project and experiences that ARVALIS
experts obtained from the application of different crop management practices on the reduction
and elimination of water pollution with pesticides.

The aim of this paper is to combine and structure domain knowledge of risk assessors and
risk managers into a decision support system (DSS) comprised of risk assessment and risk
management decision modules for pesticides approved for use in the agriculture. The DSS
should be applicable on the field level and it should give its end-users (e.g., farm advisers)
flexibility regarding the choice of mitigation measures from the list proposed by the decision
support system.

2 POST MARKET RISK ASSESSMENT

To propose the methodological solution for post-market assessment of water pollution with
pesticides, we used the approach proposed by the US Environmental Protection Agency (EPA).
The methodology evaluates the likelihood that adverse ecological effects may occur or are
occurring because of an exposure to one or more stressors [7]. The methodology does not rely
only on deterministic descriptions of the studied system using empirical data, but it takes into
account also expert knowledge accumulated through empirical systematic observations and
management experiences.

To evaluate the potential transfer of applied pesticides to the water and to find the
appropriate management solutions to reduce or eliminate the pollution if identified in the prior
step, the EPA methodology proposes to combine risk assessment and risk management
respectively.

The risk assessment is performed in the context of what techniques one should use to
objectively describe and evaluate the pollution risk. The results of risk assessment are primarily
for providing information and insight to those who make decisions about how that risk should
be managed. The process of combining a risk assessment with decisions on how to address
that risk is a central task of ecological risk management. This includes decisions about whether
to respond to an assessed level of ecological risk and which of the provided alternatives should
be selected. As such, both ecological risk assessment and risk management require combining
the results from decision modelling for either diagnosis (assessment) or mitigation purposes.

3 METHODOLOGY

To achieve the research objectives, we used two complementary approaches which we
implemented in two methodological modules. The first module deals with the assessment of
ecological risk of water pollution with pesticides and the second module addresses risk
management, which analyses and compares various alternative mitigation measures in order to
prevent water pollution by pesticides used in crop management.
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To assess the ecological risk, we have focused first on the determination of the prevailing
water pathways in a field, and on the assessment of their flow intensities, time in and duration
during the crop growing season. Regarding the water flow types, we focused on surface runoff,
drainage runoff and infiltration. For individual water pathways we assessed the risk that they
could pollute surface and ground water with the transfer of pesticides. The results of the
assessment of ecological risk are used as input data in the second module.

The second module deals with risk management. Its goal is to analyse and compare the
various alternative mitigation measures to reduce the pollution risk that is assessed in the first
module. The result of the risk management module is a list of mitigation measures that the end-
user may use to protect water from pesticides applied in the field for crop management
purposes.

To integrate the existing expert knowledge, we used a methodology originally developed
for Multi Criteria Decision Analysis (MCDA) to generate multi-attribute decision models
(MADM) of risk assessment and risk management. The approach is based on a hierarchical
integration of subcomponents (e.g., water pathways, used active substance, applied soil
management techniques, application time of pesticides, etc.), forming several hierarchical
levels beginning with the integration of basic attributes at the lowest hierarchical level.

In general, MADM are built by a quantitative approach using the numeric values of
attributes [8], while we generate MADM using a DEX (Decision EXpert) integrative
methodology [9], which is based on attributes with a finite set of qualitative (nominal) values
instead of attributes with numerical values. The integrative functions in DEX are adjusted for
qualitative variables and therefore represented with if-then rules, which are given in a tabular
form compared to the more common weight-based integration functions used in quantitative
multi-attribute decision modelling. The DEX methodology enables the construction of a
transparent and comprehensive models and it provides mechanisms for presenting aggregation
rules in a user friendly way, i.e. in the form of decision trees.

In addition to the mere evaluation of alternatives, the DEX methodology provides what-if
examination analysis of alternatives. Both possible applications of the DEX methodology were
used in our research. The evaluation of alternatives was used for risk assessment (module one),
while the what-if analyses were used for selection of mitigation measures in the risk
management module (module 2). The decision models were built with the software modelling
tool DEXIi, which is based on the DEX methodology. DEXi facilitates the development of
qualitative MADM [10] and enables an evaluation and analysis of decision options. This is
particularly useful for complex decision-making problems, where an option that satisfies the
goals of decision makers has to be selected from a set of possible ones (e.g., mitigation
measures).

4 THE EXPERT KNOWLEDGE

The expert knowledge that we used to build qualitative multi-criteria decision models for risk
assessment and risk management was obtained from experts involved in the TOPPS project
and experts for pesticide use from ARVALIS. The decision models were evaluated on data
obtained from the experimental station La Jailliére, which is located in western France and
managed by ARVALIS. The data are collected on 11 fields from 1987 on. Each field is
described with data about water pathways (duration and water quantity) and the concentrations
of active substances in water outflows (total 76 active substances). Beside data related to water
outflows, meteorological data and data about applying soil and crop management measures
were also collected.
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5 RESULTS

The decision models for risk assessment and risk management are the central parts of the DSS
of plant protection products approved for use in agriculture. The conceptual diagram (Fig.1)
shows the structure of the DSS. The input to the DSS is a proposed crop management plan
from which several data are extracted and pre-processed for ecological risk assessment. There
are two types of input data: the first type consists of data describing the soil hydrological
properties of the assessed field (water pathway, flow/drainage period, soil properties) and the
second type consists of data describing the crop management plan for that field (crop, pesticide
application time, active substance, dosage).

Because the transfer of pesticides to the surface or ground water is made by water flows,
the central focus of the risk assessment module is on assessing the prevailing water pathways
in a field. In this study, the surface runoff and infiltration were the two general types of water
pathways, but due to local soil hydrological specifics, we divided these two categories into a
few subcategories. Beside infiltration, we took into account also drainage outflows from the
fields with installed tile drainage system that drains the surplus of soil water from the fields.
Regarding the surface runoff category, we made a distinction between runoff by saturation,
simple surface runoff and runoff on capping soil.

Figure 1: A conceptual diagram of the decision support system for assessing the risk of water pollution
by pesticides and for proposing a list of mitigation measures if the risk of pollution exists.

According to the data describing the soil hydrological properties of the assessed field, the DSS
first assesses the prevailing water pathway and its intensity. It selects the water pathways with
the most intensive flows and in combination with data describing the crop management plan
(crop, pesticide, planed application time of pesticide and dosage) makes an assessment of the
pollution risk that the prevailing water pathways might cause with the transfer of the pesticides
into surface or ground water.

In case the ecological assessment of the proposed crop management plan does not predict
any risk for the environment, the management plan can be applied as such. But if the ecological
assessment predicts a risk of pollution, the management plan is given as input to the risk
management module of the DSS. Its goal is to find which of the planned management measures
should be changed in order to avoid the risk of water pollution.

Usually the end-users have technical and financial constraints regarding the selection of
mitigation measures. Therefore, they would prefer changes of only a few components of the
management plan. In our case, the system can propose mitigation measures with a selection
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and combination of four suitable mitigation measures to avoid the risk of water pollution:
change of the application time of a pesticide depending on the intensity of water pathways;
change of dosage; change of the type of active substance; and change of soil management
(tillage, no tillage). The risk management module iteratively searches for a combination of
suitable mitigation options that would reduce the level of pollution risk to an acceptable level.
In order to give the end-users flexibility in terms of their management preferences, the risk
management module proposes a list of several possible solutions from which the end-users can
choose the one that best fits their management capacity.

To demonstrate how the DSS works for a particular case, we demonstrate its use in the case
of maize production in a field with an installed drainage system (Fig. 2). The proposed
management plan described in Fig. 2 is assessed as ecologically risky, therefore, the risk
management part proposes a list of mitigation measures that the end-user may apply on his
field without any risk of water pollution by pesticides.

Figure 2: The application of the decision support system to assess the risk of water pollution by isoproturon
planned to be applied to winter wheat at a dosage of 1200 g/ha during the winter drainage period. The proposed
management plan is assessed as risky, therefore the risk management module proposes a list of mitigation
measures.

6 CONCLUSIONS

Since the post market ecological risk assessment of pesticides approved for use in crop
management is not as developed as pre-registration assessment, the decision support system
presented in this paper makes an important contribution to this very serious environmental
issue. The applied MCDA built through the DEX methodology has enabled us to structure the
existing expert knowledge according to the approach proposed by the EPA. The applied
methodology facilitated the representation of existing domain knowledge about pesticide use
and environmental protection crop management measures.

The results have been recognized as very useful because they address different aspects,
ranging from the assessment of ecological risk, comparisons of assessed risk under different
settings of input data, and what-if analyses of mitigation options that generate a list of
mitigation measures for reduction and elimination of assessed pollution risk by pesticides. The
results are applicable at the field level and give large flexibility to end-users in terms of their
selection of mitigation options.

Since knowledge and practical experiences accumulate through time, the applied
methodology enables improvement of the DSS with the latest expert knowledge. The general
structure of the DSS presented in Figure 1 can potentially be very widely applicable, given
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enough knowledge about local soil properties and soil hydrology is available. The presented
DSS could be easily implemented as a web application and put into everyday on-site use by
advisors.
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Abstract: High Performance Computing (HPC) services offered in cloud are believed to be one of the
key competitiveness enablers for companies of all sizes throughout the world. On the EU level several
measures, like experiments funding, have been taken to boost adoption among SMEs, particularly
manufacturing. However, HPC adoption is in its early stages, and business models are not yet fully
explored. In order to support perspective business ideas, and assure transparent and efficient public
funds spending, there is a need for assessment of the SMEs potential prior to funding the experiments.
Assessment relies on many criteria and stakeholders. Currently, there are some tools developed for
selection of the experiments, but they are not complete and rely mostly on individual assessment of
designated reviewers. The aim of this paper is to propose a qualitative multi-criteria model for SMEs’
cloud HPC potential assessment. Using Decision EXpert methodology (DEX), the model is based on
theoretical and practical knowledge, elicited from experts and use cases. The model will be verified
on a set of experiments conducted within several EU projects in 14MS initiative.

Keywords: High Performance Computing, Cloud services, Assessment Criteria, Multi-Aattribute
Modelling, DEXi

1 INTRODUCTION

High Performance Computing (HPC) refers to computing performance needed for solving
complex computing problems that could not easily (or timely) be computed by typical
desktop computers. It is generally used for solving large scale problems in science,
engineering and business [1]. So far HPC was mainly reserved for the large companies and
research institutes, who could afford high costs that are associated with HPC. From the
industry perspective the HPC is predominantly used in manufacturing sector with financial
sector just behind it [2].

In recent years cloud computing services has reached high adoption rates among
companies, also SMEs [3] and so the possibility of hiring HPC services in the cloud became
immanent [4]. However, moving HPC to cloud services is the one least exploited, especially
among SMEs [5]. The problem lies not merely in high costs but predominantly in the lack of
competencies (knowledge, maintenance, proprietary software etc.). One of the promising
changes is identified in redefining a business model, which consists not only in hiring HPC
services in the cloud, but includes also other services of modelling, maintenance,
implementation, and software adaptation. In this way HPC services can become an
interesting opportunity for other industries, as well as for the SMEs [6].

Across the EU, there were 21.2 million SMEs (99.8%) in the non-financial business sector
in 2013 [6]. The number of manufacturing SMEs, its added value and employment is still
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below that of the year 2008 and is anticipated to shrink in 2015. However, it is still a very
important sector, employing more than 17 million individuals and generating 21% of SME
added value in Europe [6]. It is believed that this group particularly can benefit from adopting
new technologies, such as HPC, and become successful on the global market, and a leading
sector in EU.

On the global level governments are investing in boosting the adoption of cloud HPC [7,
8]. The European initiative ICT Innovation for Manufacturing SMEs (i4MS) is set to support
the European leadership in manufacturing through the adoption of ICT technologies. In fact,
Europe's competiveness in this sector depends on its capacity to deliver highly innovative
products, where the innovation often originates from advances in ICT [9]. Within i4MS
initiative four areas are supported: robotics, HPC cloud based simulation services, laser based
applications, and intelligent sensor-based equipment. By developing and supporting new
business ideas, particularly the use of HPC services in manufacturing SMEs, the initiative
aims to foster the new economic growth and competitiveness.

Several projects within i4MS address adoption of HPC cloud services by selecting
experiments for showcasing the best practices, develop, test and demonstrate the use of
infrastructure and the business model as a one-stop pay-per-use shop. Experiments include all
actors (SME, Innovation centres/clusters, experts, code providers) throughout the value chain
of an innovation ecosystem. One of the important propositions of the initiative is the
“development of a sustainable business model, which is crucial for the successful adoption of
these services” [9]. Therefore, general criteria for selection of an experiment are:
demonstration of HPC needs for new product development in manufacturing industry; should
be end-user driven, address a real use-case, and demonstrate the use of HPC and high
potential to benefit from cloud technology [10].

The problem addressed in this paper is the selection of appropriate experiments to
facilitate the early adopters and early majority group in order to boost the competitiveness of
the European manufacturing SMEs. There are some tools developed, like questionnaires and
selection criteria, mostly for the purpose of open call proposals evaluation, that are not
complete and are mostly designed to rank the proposals and decide what to fund or not.

1.1 Related work

There are several studies focusing on identifying factors influencing adoption of cloud
services in SMEs, mainly through researching adoption factors business perspective, and
technology, and security from both vendors and users perspective [11, 12]. There are scarce
studies on the topic of decision support and cloud computing services, predominantly from
the viewpoint of web-based decision support systems [13] and decision support on migration
to the cloud [14, 15].

To address the problem of assessing the potential of cloud HPC services adoption we
propose a qualitative multi-attribute decision model based on DEX methodology. The
proposed methodology belongs to Multi-Attribute Decision Making (MADM), which is
rooted in the decision theory and utility theory, and well accepted in practice.

Multi-attribute decision modelling is a process of evaluation in which we develop the
model that supports the alternative evaluation according to the stated goals and preferences.
The model is based on a set of criteria, parameters, variables and factors, recognized in the
process of decision-making. MADM is a formal basis for model development, where the
basic problem is in integrating individual parameters into a final value. Core of the model is
based on the methods of expert knowledge modelling of the expert systems, which support
the transparent evaluation and reasoning [16]. These methods, however, are not
compensating the human decision-maker, but can contribute to more systematically and
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organized decision-making. Supported by such models, the decision maker is stimulated to
understand the problem, to reduce the possibility of error or missing important factors [16].
This research contributes to the discussion of how to identify SMEs with best potential,
engage them in public funding schemes and stimulate the adoption of cloud HPC services.
Based on literature review on HPC and cloud services adoption, and expert interviews,
during several iterations, we propose a qualitative multi-attribute decision model, which can
support both vendors of cloud HPC services and SMEs in this decision-making process.

2 METHODOLOGY

The proposed methodological approach is rooted in Design Science Research [17, 18], which
dates back as early as 1990 [19, 20] and gained recognition in 2004 by a MISQ paper [17]. Its
basic philosophy derives from other engineering disciplines — where development of an
artefact was common. The main driver is developing an IT artefact (construct, model,
prototype, instantiation) that will demonstrate practical relevance, and is fundamentally
rooted in problem-solving paradigm. On the other hand, “the practical relevance of the
research result should be valued equally with the rigor of the research performed to achieve
the result” [21]. Three basic cycles of DSR are defined [17]: 1) Relevance (definition of
environment, application domain, problem or challenge), 2) Design (iterative artefact
building process and evaluation method), and 3) Rigor cycle (theory grounding and
contribution to theory and practice).

The IT artefact developed in this study is a model, based on a qualitative multi-criteria
decision modelling methodology [22, 23]. Figure 1 presents the process of DEX modelling in
the context of DSR cycles.

Design Cycle

DEX Methodology

Research Question
Attribute selection Answer

Relevance Attribute structure Contribution of New

Knowledge

Problem definition
Research ion

Cycle Attribute scales.
Agregation Rules

Alternatives Assessment

Figure 1: Research design

DEX (Decision EXpert) belongs to a qualitative multi-attribute decision modelling
methodology, based on an integration of multicriteria decision modelling with rule-based
expert systems [24]. A qualitative multi-attribute model, with which decision alternatives are
evaluated and analysed, is developed by a team of decision modelling and domain experts.
The model itself represents a decomposition of the decision problem into smaller, less
complex sub-problems. The decomposition is represented by a hierarchy of attributes.
Attribute scales are qualitative; therefore they are easily understood by the decision-makers.
Basic problem represents the aggregation of individual parameter values to a final value
(criteria function). Furthermore, the parameter interdependencies, weak determination or
ability to measure, and changing influence (weight) make the modelling a complex task.
Domain knowledge is modelled by a combination of hierarchical tree of attributes and
aggregation based on “if-than” rules. The result is the transparent evaluation, which supports
the explanation of the evaluation results and the decision-making process itself [16].
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In this paper we model the assessment of SMEs readiness to use the HPC services in cloud as
a complex decision-making problem. Our aim, to develop a multi-attribute decision model, is
based on the proposition that such a model can be built using DEX methodology and utilized
on a set of real-world problems. Two assumptions have to be met: 1) ability to observe and
measure criteria in a real-life environment and 2) transparent assessment of SMEs HPC cloud
readiness.

3 RESULTS

3.1 Attributes identification

Attributes were defined on the basis of literature review, experiment call for proposals [9,
10], current experiments, 15 experiment proposals, and in a set of group interviews with
domain experts (3 rounds of interviews with experts from the fields of HPC, business model
innovation, code parallelization). In the first iteration there were 59 attributes identified. In
the following iterations the total number of attributes was reduced to 33 basic and 22
aggregate attributes, in total 55 attributes.

3.2 Hierarchical model of decision criteria

From the reviewed documents and interviews we were able to distinct two basic groups of
attributes defining the potential of cloud HPC services: Cloud (describing the possibility to
use the service in the cloud) and HPC (describing the need for high performance computing).
These two groups were further partitioned into subgroups of attributes to the 5" or 6™ level
Simplified tree of attribute is described in Figure 2.

3.3 Attribute scales

Qualitative attribute scales were defined by domain experts to reflect various phenomenon
otherwise difficult to describe numerically (i.e. “Culture”, “BMI”, “trust in HPC provider”).
Typically the attribute scales have 3 to 4 values, but the scales of “Cloud” and “HPC”
aggregated attributes range from 1 to 4, with final assessment of Cloud HPC potential on a 5
values scale. All scales were ordered from “good” to “bad”.

Figure 2: Hierarchical tree of attributes and a decision table

3.4 Aggregation rules
Values of the basic attributes were determined by the experts, whereas the values of the
aggregated attributes are derived by “if-than” rules that are easily understood. These rules in
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combination with the hierarchical attribute structure provide transparent evaluation and
explanation of the evaluation results. A single rule represents a part of domain expert
knowledge. DEXi provides an approximation of a linearly weighted sum, but this can be
overruled by an expert. This way we can consider non-linearity in the domain knowledge. An
example of decision rules, defined by the domain experts, as set in DEXi is presented in
Figure 2 on the right.

3.5 Validation of the model

Evaluation of experiments has been conducted in a team of experiment evaluators and
proposers. The attribute values were derived mostly from the experiment proposals itself;
some information was further elicited from the proposers. In Figure 3 (left) we present two
experiments for the purpose of model validation. Results suggest that existing experiments
(E1, E2) were evaluated as “acceptable” for the Cloud and “medium” and “reassess” for HPC
respectively. Since both experiments were selected for funding, we further analysed E2
(Figure 3). E2* was negotiated in the part, where business model is developed.

Figure 3: Cloud HPC Potential assessment (left); what if analysis of E2 (right)
4 CONCLUSIONS

HPC offers great potential in new product and services development for the manufacturing
SMEs. However, this requires specialized knowledge, infrastructure and software and is as
such not available for the SMEs. HPC services offered in the cloud present an important
possibility for the SMEs, where other actors in the value chain, such as HPC providers,
researchers and other specialists, have an important role in creating new business models.

In order to assess the potential of SMEs, or their proposed experiments, to uptake the
cloud HPC services we developed a qualitative multiple-attribute decision model. Together
with the domain experts, the attributes were identified, structured in a hierarchical attribute
tree, attribute scales were defined and aggregation rules were set. The model was validated
by the existing experiments. Based on findings the model will be refined, and further
evaluated. Opportunities for using the model in decision and negotiation process were
explicated. Preliminary results suggest high usability of the decision model as an assessment
tool and the potential to be used in similar set of problems (i.e. business model innovation).
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Abstract: DEX is a qualitative multi-criteria decision analysis method. It provides support
to decision makers in evaluating and choosing decision alternatives, using discrete attributes
and rule-based utility functions. This work builds upon our previous attempt of approximating
DEX utility functions with methods UTA and ACUTA, aimed at improving the sensitivity of
qualitative models and providing an interpretation of DEX utility functions. In this work we
empirically compare three methods for approximating qualitative DEX utility functions with
piecewise-linear marginal utility functions: Direct marginals, UTADIS and Conjoint analysis.
The results show that these methods can accurately approximate complete, monotone DEX
utility functions.

Keywords: decision support, multi-criteria decision making, utility function, DEX, UTADIS,
conjoint analysis, direct marginals method

1 INTRODUCTION

Multi criteria decision analysis (MCDA) |[7| deals with solving decision problems involving
multiple, possibly conflicting, criteria. It provides a number of methods to create decision
models by using information provided by the decision maker. Provided information can be given
in various forms, using different representations. Converting representations from one form to
another is often highly desirable, as it can bridge the gap between different methodological
approaches and enrich the capabilities of individual ones.

At a general level, this study addresses two types of utility function representations, quali-
tative and quantitative, and investigates how to convert the former to the latter. At a specific
level, we compare three methods of approximating DEX utility functions by piece-wise linear
marginal utility functions: the Direct marginals method, UTADIS and the Conjoint analysis
method. DEX [5] is a qualitative MCDA method, which employs discrete attributes and dis-
crete utility functions defined in a rule-based point-by-point way (see section 2.1). This makes
DEX suitable for classifying decision alternatives into discrete classes. The Direct marginals
method (section 2.3) establishes marginal utility functions by a projection of a DEX utility
function to individual attributes. UTADIS [6] (section 2.4) is a quantitative method that con-
structs numerical additive utility functions from a provided subset of alternatives and assigns
this alternatives to predefined ordered groups. Conjoint analysis [8] (section 2.5) is a method
that constructs numerical additive utility functions through determining attribute importance,
the appropriate importance levels and the effects of combining different attributes on the mea-
sured variable. The three methods were experimentally assessed on a collection of artificially
generated complete monotone DEX utility functions.

All three methods are aimed at providing an approximate quantitative representation of a
qualitative DEX function. This extends the capabilities of DEX and is useful for several reasons.
First, the newly obtained numerical evaluations facilitate an easy ranking and comparison of
decision alternatives, especially those that are assigned the same class by DEX. Consequently,
the sensitivity of evaluation is increased. Second, the sheer form of numerical functions may
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provide additional information about the properties of underlying DEX functions, which is
useful in verification, representation and justification of DEX models. In this study, we focus
on the accuracy of representation.

There have been several previous attempts to approximate DEX utility functions. A linear
approximation method is commonly used in DEX to assess criteria importance [3|. An early
method for ranking of alternatives and improving the sensitivity of evaluation called QQ [12]
has been proposed in |2]. Recently, extensive research has been carried out to approximate DEX
functions with copulas [12]. This paper builds upon our previous work on approximating DEX
utility functions by using methods UTA and ACUTA [11]. The methods used in the present
study were chosen because they do not have convergence issues when approximating discrete
functions as opposed to the methods tried in [11].

2 METHODS

2.1 DEX method

DEX [5] is a qualitative MCDA method for the evaluation and analysis of decision alternatives,
and is implemented in the software DEXi [4]. In DEX, all attributes are qualitative and can
take values represented by words, such as low or excellent. Attributes are generally organised
in a hierarchy. The evaluation of decision alternatives is carried out by utility functions, which
are represented in the form of decision rules.

In the context of this paper, we focus on individual utility functions. For simplicity, we
assume that all attributes are ordinal and preferentially ordered, so that a higher ordinal value
represents a better preference. In this setting, a DEX utility function f is defined over a set of
attributes ¥ = (z1, z2,...,xy,) so that

f:XixXogx---xX,—>Y

Here, X;,7 = 1,2,...,n, denote value scales of the corresponding attributes z;, and Y is the
value scale of the output attribute y:

X;={1,2,...,k},i=1,2,...,n and Y ={1,2,...,¢}
The function f is represented by a set of decision rules
F={(#ylfe X1 xXogx- - xXp,yeY,y=f(Z)}

Each rule (#,y) € F defines the value of f for some combination of argument values #. In
this study, we assume that all functions are complete (defined for all combinations of argument
values) and monotone (when argument values increase, the function value increases or remains
constant).

2.2 Approximation of DEX utility functions

All methods assessed in this study are aimed at approximation of some DEX utility function
f with marginal utility functions w; : X; — R,7 =1,2,...,n. The functions u; are assumed to
take a piece-wise linear form: the numeric value of u;(v) is established from f for each v € Xj,
while its value for v ¢ X; is linearly interpolated from the closest neighbouring points.

On this basis, f is approximated as a weighted sum of marginal utility functions:

n
’U,(x) - U(.’I]l, T2, ... 7xn) = Zwluz(xl)
i=1

Here, w; € R,i = 1,2,...,n, are weights of the corresponding attributes, normalised so that
Yicgwi =1,
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2.3 Direct marginals method

The direct marginals method establishes the marginal utility function w;(v) as an average value
of target attribute y for decision rule a € F', where z;(a) = v. Let F;, C F denote all decision
rules where z;(a) = v. Then

1
ui(v) = 75— Z yla), i=1,2,....,n, veX

In the experiments (section 2.6), all functions u(x) were scaled to the [0, 1] interval, therefore
importance weights for attributes were computed as a percentage of total utility range covered
by the range of a particular attribute.

2.4 UTADIS method
The UTADIS method [6] is an extension of UTA (UTilités Additives) method [9] that enables

decision maker to assign alternatives to predefined ordered groups. Thus it is very well suited
to our problem of approximating discrete DEX functions, assuming that each DEX decision
rule a € F defines some (hypothetical) decision alternative. UTADIS approximates u; as:

J

ui(zi(a)) = wi(e]) + %[W(ﬁ“) — ()]

S|

It is assumed that each alternative values are divided to («;—1) equally sized intervals [g, giJ H].

The alternatives are assigned to groups by using thresholds ¢;: u(z;) > t;1 = a € C1, ta <
U(gj) <ty =>ac C2,...,U(gj) <tee1=acl..
UTADIS searches for marginal utility functions by solving the linear programming prob-

, where o7, 0~ denote errors after violation of up-

© Yasec, o(a); T +ola);”
lem min E = Z 9 €% ’ ’
k=1 "Mk
per/lower bound of a group Cj and my, denotes a number of alternatives assigned to the group

Ck.

2.5 Conjoint analysis method

Conjoint analysis [8] is designed to explain decision maker’s preferences. It outputs attribute
importance, their interactions and utility functions for each attribute in a decision making
problem. The original decision table is transformed in a binary matrix x;, that encodes the
original attribute values by using a fixed number of bits. This matrix is used to compute a matrix
of deviation scores z = a, — 117x5(1). The utility value is computed as b = (z7z)~ ! - (27y),
where y denotes a vector containing deviation scores of the target variable. Attribute importance
is obtained by observing the percentage of total utility range covered by the range of a particular

attribute.

2.6 Experimental procedure

The goal of experiments was to assess and compare the performance of the three methods
— Direct marginals, UTA, and Conjoint analysis — on artificially generated, complete, and
monotone DEX utility functions. For this purpose, we generated all monotone functions for
spaces with dimensions 3 x 3 — 4,3 x4 — 3,4x4 — 3 and 5 x6 — 7 (The notation 3 x 3 — 4
denotes the space of all utility functions having two three-valued arguments, that map to 4
values). Evaluation was also performed on several randomly generated function sets of different
sizes: 3Xx4Xx3xXH—=-6,4x5x5—=6,5x6—=>7 6x7—=7, 8x7— 7 containing 1000
functions, and 3 x 5 x 3 X 4 — 4 containing 100 functions.
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The experimental procedure consisted of predicting the target utility function for all the
generated functions by using three selected methods, and computing evaluation scores for each
method’s resulting utility function. Two measures were used for evaluation: the Area Under the
Curve (AUC) and the Root Mean Squared Error (RMSE). Finally, we computed the average
of AUC and RMSE with corresponding standard deviation for sets of functions with given
dimensions to compare method performance on the whole function set. Since these methods
compute utility values in different ranges, all the functions were scaled to the [0, 1] interval.

All experiments were performed in R programming language by using '"MCDA’ [10], ’con-
joint’ [1] and 'pROC’ [13]| R packages. In addition, we implemented Direct marginals method,
the RMSE measure, monotone function generator that generates all monotone functions in
some space with given dimensions, and a random monotone function generator that generates
a number of random monotone functions in a space with given dimensions.

3 RESULTS

In this section we present results of approximating DEX utility functions with methods Direct
marginals, Conjoint analysis and UTADIS. A thorough evaluation can be seen in Table 1.

method space dimension num. avg. AUC avg. RMSE | succ.
3x3—4 979 | 0.996 £ 0.015 | 0.532 +£0.246 | 100%

Direct marginals 3x4—3 489 | 0.998 +0.011 | 0.404 +0.162 | 100%
4x4—3 2014 | 0.995+0.013 | 0.416 +£0.135 | 100%

5x6—7 1000 | 0.981 £0.021 | 0.981 +0.354 | 100%

6x7—7 1000 | 0.978 £0.021 | 1.0+0.327 | 100%

88X T7T—7 1000 | 0.975 £ 0.023 | 0.980 +0.308 | 100%

4x5%x5—6 1000 | 0.945 +0.025 | 1.056 + 0.245 | 100%

3x4x3x5—=6 1000 | 0.921 +0.027 | 1.145 +0.225 | 100%
3x4x5x3x4—4| 100 | 0.928 +£0.018 | 0.818 +0.101 | 100%

3x3—4 979 | 0.989 +0.026 | 0.564 + 0.236 | 100%

Conjoint analysis 3x4—3 489 | 0.990 £+ 0.026 | 0.416 +0.159 | 100%
4x4—3 1763 | 0.987 £ 0.025 | 0.423 +0.132 | 100%

5x6—7 1000 | 0.971 +0.027 | 1.014 +0.329 | 100%

6x7—7 1000 | 0.967 4+ 0.028 | 1.023 +0.305 | 100%

8XT7T—17 1000 | 0.964 £ 0.029 | 0.996 +0.291 | 100%

4x5x5—=6 1000 | 0.925 £+ 0.033 | 1.056 +0.233 | 100%

3x4x3x5h—=6 1000 | 0.896 +0.035 | 1.142 +0.214 | 100%
3x4x5x3x4—4| 100 | 0.904+0.028 | 0.808 +£0.102 | 100%

UTADIS 3x3—4 979 | 0.970 £0.063 | 0.722 +0.293 | 99.7%
3x4—3 489 | 0.976 £0.064 | 0.567 £0.215 | 99.6%

4x4—3 1763 | 0.972 £+ 0.069 | 0.567 +0.212 | 99.9%

5x6—7 1000 | 0.931 £0.065 | 1.569 + 0.688 | 100%

6Xx7—7 1000 | 0.924 £ 0.064 | 1.574 +0.646 | 100%

88X T7T—=17 1000 | 0.916 £ 0.068 | 1.545+0.672 | 100%

4x5x5—6 1000 | 0.898 £ 0.054 | 1.299 + 0.389 | 100%

3x4x3x5h—=6 1000 | 0.880 +0.049 | 1.292 +0.312 | 100%
3x4x5x3x4—4| 100 | 0.911+0.034 | 0.875+0.151 | 100%

Table 1: Comparison results for the Direct marginals, Conjoint analysis and UTADIS method on
various generated DEX monotone utility functions. For each method and space dimensions, the
columns show the number of utility functions (num.), average AUC and RMSE with standard
deviation, and the percentage of successfully approximated functions (succ.).
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The results from Table 1 show that all three methods can approximate the majority of artificially
created complete monotone DEX utility functions; only UTADIS returns errors when faced with
trivial functions (containing equal target value for every alternative), which is likely a problem of
implementation. The Direct marginals method achieved the best evaluation score on all tested
functions in both AUC and RMSE measures and is closely followed by the Conjoint analysis
method. UTADIS method has somewhat lower results and higher standard deviation. The
results indicate that the AUC value decreases with the increase of function domain dimensions
and the cardinality of attribute value set for all tested methods (see Figure 1). Results for the
RMSE measure are little less conclusive. The error rises slowly for the Conjoint analysis and
Direct marginals method but drops for UTADIS method. AUC increase and RMSE decrease on
the last dataset could be caused by a small generated function sample (100 random functions)
and the fact that the target attribute could have only 4 different values.

[ S ——— S —— e S
Xy T8

() Direct marginals
- + Conjoint analysis

AUC
0.80 085 090 095 1.00
!

< UTADIS
i T T T T
2 4 6 8
Dataset

@ |
- (O Direct marginals e

| + Conjoint analysis \x S
N
~ | | < uTADIS . ——"

|
/

08
!
B

J

04

Dataset

Figure 1: AUC and RMSE comparison for all three methods. Function sets are presented in
the same order as in Table 1.

4 CONCLUSION

In this work we presented a new method for approximating monotone DEX utility functions,
the Direct marginals method, and compare its performance with two known decision support
methods: UTADIS and Conjoint analysis. The methods were evaluated on several sets of
randomly generated functions with domains of different dimensions and the resulting utility
functions were scaled to the [0, 1] interval, to allow comparative analysis. The overall quality of
approximation is assessed by using multi-class AUC and RMSE measures. The Direct marginals
method outperformed other approaches on all test functions with respect to the AUC method
and on majority of test functions with respect to the RMSE measure. Conjoint analysis follows
very closely. All tested methods give fairly good approximations of monotone DEX utility
functions and give additional insight into decision makers preferences on attribute level, but also
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between different attributes. We believe that such insight might be useful for different decision
problems, for instance, product manufacturers to evaluate their products and locate important
and interesting features that should be improved or changed to satisfy their customers.

In the future work, we would like to address the problem of approximating incompletely

defined DEX functions and DEX functions defined with distribution of classes.
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Abstract: The paper discusses group decision making in the frame of multi criteria decision knowledge
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1 INTRODUCTION

There is probably no apparent reason for doubting the old proverb »More heads are better than
one« in decision making. Still, it is useful to understand the advantages of participating in a
group compared to decisions made by an individual. Clearly, such an approach may also be
met by certain problems as implies the proverb that »Too many cooks spoil the broth«.

The purpose of this contribution is to present how people work with one another in a
decision group through stages of decision knowledge acquisition, processing and use. In other
words it deals with management of decision knowledge. Special emphasis is on qualitative
multi criteria decision making and its added value [6], [13]. Group decision making assumes
participation of different people. It is a process in which two or more people influence one
another while the decision is being carried out. Usually, the decision in question will affect
those participating or their representatives at some point in the future. Participation is
furthermore built around the idea of different interests that need to be integrated into a joint
decision [8], [17], [18].

What is the role of operational research methods and techniques in facilitating decision
making? Specifically, what can be expected from the information communication technology
(ICT) that lies at our disposal? During the decision making as a socio-technological process
we can justly count on the synergy between a human and technology. According to Dreyfus
[10] neither human nor computer can achieve on their own what they can achieve together. It
is by far not enough to be aware of existing methods, techniques and technologies. Group
decision making has to be appropriately organized. The individual and the group have to be
technologically literate. The aim is to harmonize the work among the members of the decision
group by using different evaluation and decision making tools [2], [4], [18].

2 HOW TO MANAGE CONFLICTING INTERESTS?

It is completely natural for people to come to different decisions on the same issues. It is due
to differences in preferential knowledge what can be attributed to differences in relations to the
decision situation, values, principles, understanding of circumstances, knowledge and lack
thereof. A decision regarding a new family car is subject to differences in preferences among
parents and children, for instance.
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On the basis of preferential knowledge a preferential relation between alternatives is
established. This way they are listed according to their desirability — utility. An evaluation
model can also be used to assess the degree of desirability of a specific alternative, for example
by assigning scores on a scale from 0 to 10. Children and parents assess different cars in a
different way.

How to merge different scores in order to reach a single decision? First we should check if
different scores are not due to insufficient knowledge regarding goals, alternatives and
possibilities. Providing arguments for one's different preferences can be helpful. Afterwards
we face the different interests.

We differentiate among two basic approaches that are founded on the distinction whether
different interest groups are willing to cooperate or not in search of a righteous decision or
choice.

Those groups that do not wish to consult one another and cooperate can implement one of
the formal methods, for example voting. Again, every method has its advantages and
disadvantages. Nobel laureate Arrow (awarded Nobel Prize in 1972) [1] demonstrated and
proved through the impossibility theorem that an ideal method cannot and does not exist. Still,
this does not preclude us from group decision making altogether but rather encourages us to
look for the most appropriate method in a given situation.

If we decide that each interest group assigns to each alternative its own degree of utility and
if they are willing to look for a compromise solution, a few other approaches are available [14].
Let us take the two already mentioned interest groups, namely parents and children deciding
on a new family car. Each group assesses each car that matches a point in a system of
coordinates, for example V1 (value 1 assigned by parents) and V2 (value 2 assigned by
children) as shown in Figure 1.

It is sensible to deal with only non-inferior alternatives which lie on the bolded line depicted
in Figure 1. Cars below this line have clear superior alternatives with a higher score given by
one group and same or higher score given by the other group. Being aware of this can save us
quite some further work.

The remaining question is, which of the alternatives that do not fall among the inferior ones
should be chosen as a final group decision? If we choose the approach of »equal satisfaction,
graphically this means deciding for the intersection of a straight line connecting points where
V1=V2 with a bolded line in Figure 1. Our imaginary family would thus look for a car that
would be similarly assessed by both parents and children. Harsanyi [12] proposes to choose
the alternative that maximizes the sum of individual utilities. It is disputed that what can occur
are situations in which some groups sacrifice their interest for the common good. Nash
(awarded Nobel Prize in 1994) proposed leveraging of interests by maximizing the product of
utilities (individual utilities multiplied) [15]. In other words, we consider not only ourselves
but also others. It is in the group's best interest not to allow sacrificial lamb.

Examples of leveraging in Figure 1 depict leveraging of interest based on final utilities
(scores). Decision knowledge is expressed only with the final utility value. Still, we lack the
understanding of the origin of the different scores. The final score is only a consequence.

2.1 Multi-attribute group decision making

When we try to leverage the origins of different scores and not only the consequence, that is
the final score, we can apply the hierarchical multi-attribute models [4], [14], [13]. They are
structured, have internally devised parameters and are open. This is why they not only produce
final scores but also enable us to »look inside« and see how and why the scores came about.
We can address specific parameters, their values and relationships among them. All of the
evaluation elements are at our hand.
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Figure 2 shows an example of a tree of criteria constructed to evaluate a car. The basic
criteria or the tree leaves are the following: Purchase price, Maintenance costs, Number of
doors, Number of passengers, Luggage space, and Safety. Introduced are also intermediate
aggregate criteria. Intermediate criterion Price is composed of two sub-criteria, namely
Purchase price and Maintenance costs, while intermediate criterion Comfort consists of three
basic criteria; Number of doors, Number of passengers, and Luggage space. Intermediate
criterion Technical characteristics combines subordinate intermediate criterion Comfort and
basic criterion Safety. The criteria were assigned discrete value domains, which can be
observed in Figure 2. For basic criteria were used either descriptive or numerical values
(Number of doors). Meaning of descriptive values, such as for instance high Price or acceptable
Safety, also had to be defined simultaneously.

Figure 1: Comparison of alternatives evaluated Figure 2: Tree of criteria for car evaluation
by two different interest groups with value domains

Our experiences [11], [3], [6] show that a unified model structure should be used despite
different preferences that may arise due to different interests. Each interest group can however
define within this structure its own utility function [16], [13]. The model is then used to
evaluate the alternatives for each group separately. Usually, we end up with different scores
for the same alternatives. We are not faced with the diversity only when it comes to final scores
but can also gain insight into the reasons and origins of the scores provided for specific
parameters for each alternative. Instead of leveraging (harmonizing) only the final score, we
can investigate at where the differences stem from and what they are like. An explanation helps
us realize the key stumbling blocks responsible for disagreements that can serve as a foundation
for further interest leveraging among groups.

Figure 3 presents the evaluation score for the alternative Car 3 for parents and children
according to all the criteria in the tree structure. Final scores 2 and 4 are inherently different.
The difference stems from how the Price and Comfort are perceived. Even though both parents
and children consider the Purchase price and Maintenance costs on the same terms, the
aggregate score for parents is 6 and for children 8. Let us take a look at the utility functions
which are described in table form in Figure 4 and thus establish the source of differences in the
scores. Discrepancies are evident in four combinations. Each combination can be interpreted
also as a logical rule. For the final score of Car 3 row 14 clearly bears importance. Parents
think that low Purchase price and high Maintenance costs yield the value of aggregate score 6,
while children think it is 8. Obviously, parents are responsible for financing a car and are far
more put off by high Maintenance costs than children. Discussion and negotiations then focus
only on the identified differences. Such differences should be discussed and underlying reasons
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should be made clear. The aim is to reach a decision that is in favour of the decision maker
who carries the burden of the discrepancy, in this case the parents providing the financial
means.

Aftribute Parents Children Purchase Maintenance Price
Car 2 4 Parents  Children
. 58% : 42% 64% : 36%
Price 6 8 I v. high v. high 0
2 v. high high 0
[ Purch(]se IOW 3 wv. high reasonable 0
L H H 4 v. high low 0
Maintenance high 5 high v high o
Technical 2 6 high high 2
7 high reasonable 2
— Comfort 4 2 & high Tow 6 a
9 reasonable v. high 0
Doors 3 10 reasonable high 2
11 reasonable reasonable [
POSS@ngerS 5 12 reasonable low 8
13 low v. high 4 6
Luggage acc. 14 low high 6 8
— SOfeTy gO()d 15 low reasonable 8 10
16 low low 10
Figure 3: Comparison of different Figure 4: Utility functions by parents and children for
evaluation results for alternative Car 3 aggregate criterion Price

3 CONCLUSION

Group decision making is more demanding when differences in preferences of team members
are present. Argumentation, why a certain decision was made in a particular way and not the
other, increases the probability for a good decision or at least diminishes probability of a bad
one. Group decision is more easily understood and can be better justified as we focus only on
the differences among team members.

A clear and well justified decision is crucial for a sensible leveraging of different interests.
Final score of the alternative is a consequence of numerous factors that appear in the evaluation
process. Our decision processes can be and need to be transparent all the way from specific
criteria (measures), to their aggregation and final score assigned to an alternative.

Various existing approaches, methods and techniques supported with ICT can be applied
[5], [7], [9]. Let us make use of them. We should strive for open and clear models in order to
make decision knowledge available to everyone affected. When we are deciding on the most
suitable alternative, let us not consider only ourselves but also everyone else involved.
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Abstract: The planning process in agriculture often requires consideration of many conflicting
criteria and participation of multiple stakeholders with conflicting interests. The multi criteria
decision method DEX is therefore a viable option for decision support in farm management. This
study briefly reviews The DEXi-HOP 1.0 model enables an assessment and ranking of individual hop
hybrids’ and hop varieties’ breeding potentials. The model has 18 attributes, hierarchically grouped
within four aggregated attributes: Biology, Chemistry, Morphology and Brewing value. Furthermore,
utility functions in the model were defined by sets of elementary decision rules through the entire
hierarchy for all aggregated attributes. Four Slovenian hop hybrids, A1/54, A2/104, A3/112, A4/122
and a reference hop variety Hallertauer Magnum with target characteristics in plant resistance and
brewing value, were used for the model assessment.

Keywords: multi criteria decision making, DEXi, hop breeding
1 INTRODUCTION

Multi criteria decision analysis can be applied when the evaluation involves several variables
that cannot be easily transformed into quantitative units, and the assessment process is likely
to be influenced by multiple competing criteria. Such situation often emerges in agriculture
and the multi criteria analysis for different kind of assessmets systems has been applied in
many cases (Pavlovi¢ et al. 2011; Znidarsi¢ et al. 2008; Bohanec et al. 2008; Mazetto and
Bonera 2003; Griffits et al. 2008, Tiwari et al. 2009; Tojnko et al. 2011).

The most common methods like analytical hierarchical process (AHP) and multi attribute
utility theory are based on quantitative assessment. For instance AHP has been used for
variety assessment before (Rozman et al., 2015; Srdevicet al., 2004). On the contrary, the
method DEXIi (Bohanec et al. 2000) is based on discrete values of attributes and utility
functions in the form of “if...then” decision rules. In particular, some methods, such as DEXi
(Bohanec and Rajkovi¢ 1990; Bohanec et al. 2000), facilitate the design of qualitative
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(symbolic) decision models. In contrast to conventional quantitative (numeric) models,
qualitative models use symbolic variables. These seem to be well-suited for dealing with
‘soft” decision problems, that is, less-structured and less-formalized problems that involve a
great deal of expert judgment and where qualitative scales can be more informative than
quantitative scores. The DEXi method has already been successfully used in numerous real
life decision and assessment problems such as for the estimation of tourist farm service
quality (Rozman et al. 2009) or assessment of multifunctional contributions of “Streuobst”
stands.

The aim of this paper is to present the applications of method DEXi in agriculture on real
world agricultural decision problem, namely hop breeding.

2 ASSESSMENT OF NEW HOP CULTIVARS

The hop model (Pavlovi¢ et al. 2011) was developed in order to assess new potential hop
hybrids. Within the hop breeding research program carried out at the Slovenian Institute of
Hop Research and Brewing, thousands of hop hybrids appeared to be perspective according
to research objectives (Cerenak 2006). In this research the data from four different Slovenian
hop hybrids Al/54, A2/104, A3/112, A4/122 were compared with a reference German
variety Hallertauer Magnum, which had the desired characteristics plant resistance and
brewing value. The assessment was carried out by a qualitative multi-attribute model based
on the DEX methodology (Bohanec et al. 2000). We first developed the model and then
applied it to assess the aforementioned perspective hybrids. The model hierarchy is shown in
figure 1.

BREWING VALUE

DENSITY OF CONES

WEIGHT OF CONESl

SPINDLE LENGTH
SPINDLE SHARE

| MORPHOLOGY

alpha-acids

HOP HYBRID |f
ASSESSMENT |}

BITTERNESS

CHEMISTRY

ESSENTIAL OILS
PLANT OUTLOOK

PLANT RESISTANCE |

Figure 1: Hop decision model



Among over one thousand of hybrid hop plants analyzed and eliminated stepwise through a
selection procedure, the four Slovenian hop hybrids such as A1/54, A2/104, A3/112, A4/122
and a reference variety Hallertauer Magnum were involved into a comparative model
assessment. The hop hybrids had been selected through a hop breeding process among sets of
seedlings analysed and assessed as highly forthcoming and promising new hop varieties.
Numerical data of analyses and measurements of hop cones as well as beer sensory
estimation were used to describe hybrids production and brewing quality parameters. They
were analyzed and results were additionally discussed. The model enabled a final assessment
of hybrids based on defined attributes and decision rules within defined utility functions
figures 2).

Figure 2: Determination of the DEX-HOP model utility functions for attribute Biology.

Based on breeding experiences and the DEXi-HOP 1.0 model results (figure 3), the overall as
well as individual (aggregated and derived) attributes assessments were carried out. The
results are shown on figures A3/112 and A4/122 reached the overall level of reference and
were thus assessed as appropriate for further breeding. On the contrary, A1/54 and A2/104
did not meet expectations in their attributes related to the reference variety. A2/104 was in
overall assessed as WORSE, while A1/54 as NON PERSPECTIVE. Therefore, they were
considered as hybrids with less breeding potentials. The DEXi model was able to provide
additional information on 4 hop hybrids that were initially all considered as perspective by
the breeders. We were able to additionally rank them within the group of previously
identified hybrids marked as perspective on the basis of breeder’s assessment.
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Evaluation results

Attribute A1/54 A2/104 A3/112 Ad4122 REFERENCE
HOP HYBRID ASSESSMENT NON PERSPECTIVE WORSE REFERENCE REFERENCE REFERENCE
BIOLOGY BAD BAD EXCELLENT SUITABLE SUITABLE
tPLANT RESISTANCE ~ SUSCEPTIBLE SUSCEPTIBLE RESISTANT BAD RESISTANT BAD RESISTANT
PLANT OUTLOOK SUITABLE SUITABLE GOOD GOOD SUITABLE
~CHEMISTRY GOOD REFERENCE REFERENCE REFERENCE REFERENCE
ESSENTIAL OILS LESS REFERENCE REFERENCE REFERENCE REFERENCE
AGEING GOOD EXCELLENT  EXCELLENT GOOD GOOoD
BITTERNESS WORSE REFERENCE  REFERENCE REFERENCE REFERENCE
alpha-acids LESS MORE REFERENCE MORE REFERENCE
beta-acids LESS LESS LESS LESS REFERENCE
cohumulone MORE REFERENCE  LESS REFERENCE REFERENCE
~MORPHOLOGY BAD ACCEPTABLE ACCEPTABLE ACCEPTABLE ~ ACCEPTABLE
SPINDLE SHARE BAD BAD ACCEPTABLE BAD GOoD
SPINDLE LENGTH BAD ACCEPTABLE ACCEPTABLE ACCEPTABLE ~ ACCEPTABLE
WEIGHT OF CONES GOOD GOoD GOOD GOoD GOoD
DENSITY OF CONES ~ BAD BAD BAD BAD BAD
SEEDS BAD BAD BAD BAD ACCEPTABLE
“BREWING VALUE BAD BAD GOOD GOOD EXCELLENT

Figure 3: DEXi assessment for all four analyzed hop hybrids and the reference

Different kind of analyses can be conducted using DEXi. For instance figure 4 shows a
comparison between reference hybrid (Magnum) and hybrid A1/54 that was assessed as
NON PERSPECTIVE.

None of the hybrids was able to achieve the same Brewing value as reference cultivar. The
chart on figure 5 shows scatter chart for the attribute Brewing value.

REFERENCE

scaLam

A2
12

oo

NONFERSFECTIVE oRsE e PERSPECTVE
HOP HYBRID ASSESSMENT

Figure 5: Scatter chart for attribute Brewing value

3 CONCLUSION

In this paper, an attempt was made to present multi-criteria method DEXI, based on
qualitative attribute values and utility functions in the form of decision rules, and its possible
application in the field of hop breeding.
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Despite of the minor deficiencies (such as use of qualitative data only), it was found out
that the approach has fulfilled most of the breeders’ expectations and revealed considerable
advantages in comparison with other approaches. The multi attribute model DEX-HOP 1.0
can therefore be regarded as a useful alternative tool for hop hybrids assessment. We can
observe that none of the hybrids is fully equal with the reference cultivar.

This method cannot entirely replace experts, but it can be their additional tool in decision-
making, since decisions based on model testing offered much faster results that validate the
application of the model for further research. In future, data of new coming hybrids will be
added and assessed in comparison to experts’ decisions. Furthermore, also new attributes as a
response to new goals in hop breeding programs will be included into the model.
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Abstract: In global economy nearly one third of all food produced is lost or wasted. It is estimated
that majority of these loss which could be managed better is a result of long time delays in global
supply chains. The urban population in 2014 accounted for 54% of the total global population and
continues to grow, as reported by World health organization. As we face the problem of feeding over
9 billion people by the middle of this century, more than half of them living in the cities, being fare
away from the growing agricultural products, the methods and technologies are needed for better
postharvest loss prevention as a critical global food security and sustainability issue for growing
cities. To meet expected demands, yields will have to more than double, while we have the constant
natural resources. Therefore we need better understand supply chains of perishables in global
economic environment. In global cold supply chains (CSC) when more intelligent technologies are
introduced in transportation modes, like ships, to improve postharvest loss prevention, supply chains
have to consider the location of sensors in a chain as floating points of the SC graph. This paper
presents the possibility how to measure the impact of these technologies on the Net Present Value of
the activities in CSC in case that transportation lines are long and the detection of deterioration by
sensors in the transportation node could influence lead time. In the case of longer transportation time
also the changes in economy can influence the final gains of a chain. The evaluation of these new
technologies is proposed through the Net Present Value approach of extended Material Requirements
Planning (MRP) models, where a volatile economic growth is assumed.

Keywords: Supply Chain; time delay; perishability; Cold Supply Chain; MRP; EMRP; Postharvest
Loss Prevention

1 INTRODUCTION

As already mentioned in our paper (Kovaci¢ et al, 2014) decision makers in food logistics
have not many appropriate tools to best decide about CSC logistics and how to control
CSCs. More distant locations for growing the food and their transportation in multistage
logistics systems often require very long lead times for transportation, warehousing and
quarantines for quality control testing, which also take time. Therefore we suggested a model
for multistage production and distribution of perishable goods when we need to consider
many interactions of different factors. Their joint impacts on the added value of a global
supply chain can be better evaluated by using Extended Material Requirement Planning
models as previously developed by Bogataj et al. (2011) and later by Bogataj and
Grubbstrom (2012, 2013). Material Requirements Planning (MRP) is a quite well known
process modelling among managing production processes, covering both production
planning and inventory management (Orlicky 1975). It is well established in practice since
most of the multi-level production systems are operated using MRP’s obvious advantages.
The strong technical background of the MRP makes it also an exceptionally good basis for
deeper scientific research, for which the term MRP Theory has been established
(Grubbstrom 2007). For the purpose of the scientific observation, structures from the Bill of
Materials (BOM) can be conveniently captured within a pair of input and output real
matrices H and G (Grubbstrom and Bogataj eds. 1997) of dimension nxm where i=1,2,...n
different group of items are processed on the activity level j=1,2,...,m where the items i from
the child node i (often we are taking the same notation for items and their activity cell, where

47


mailto:dbogataj@actuary.si
mailto:Marija.Bogataj@guest.arnes.si

they are produced) are sent to activity cell j, where the item j is produced. To these
structures, lead times have been assigned using the Laplace transform theorems in well-
developed MRP Theory. This allows us to evaluate cash flows with the use of the Net
Present Value (NPV) calculation also in food industry (Kovaci¢ et al, 2012, 2014). A
detailed review of the MRP Theory and its background can be found in Grubbstrém and
Tang (2000). Recently, MRP Theory has been recognized as a very useful method for studies
of entire supply chains, covering not only production but also distribution, consumption and
recycling processes (Grubbstrom et al. 2007). When transportation delays expressed by
transportation matrix are included such systems can conveniently be scientifically researched
using the so-called Extended MRP (EMRP) Theory (Bogataj and Grubbstrom 2013, Bogataj
et al 2013). Detailed structures of input and output matrices H and G of such a complex
system of food and other supply chains in repeated feedback logistics can be found in
Kovaci¢ and Bogataj (2011, 2015) and Kovaci¢ et al (2014).

According to the basic MRP theory developed by Grubbstrom the j-th process is run on
activity level (node) P;, the volume of required inputs of item i is h;P, and the volume of

produced (transformed, or uploaded, unloaded, conserved, detected as changed in quality)
outputs of item k is g,;P;. The total of all inputs may then be collected into the column

vector HP, and the total of all outputs into the column vector GP, from which the net
production is determined as (G - H)P. In general P (and thereby net production) will be a
time-varying vector-valued function. In MRP systems, lead times are essential ingredients
and could be studied simultaneously using Laplace Transforms methodology. The lead time
of a process is the time in advance of completion that the requirements are requested. If

P.(t) is the rate of items j planned to be completed at time t, then the quantity h;P, (t) of
items i need to be available for production (assembly, packaging...) the lead time 7; in

advance of time t, i.e. at time (t—7;). The volume h;P; of item i, previously having been part
of available inventory, at time (t-,) was ear-marked for the specific production or
manipulationp,(ty and thereby moved into work-in-process or logistic process (activities in

general). At time t, when this activity is completed, the identity of the items type i disappear
and the newly produced items appear instead. While the item 1iis assumed to be located
previously at the location i it will be available for activity jat the location j before the

activity p (t) starts and it will need z; to arrive there.

2 ANEW APPROACH WITH FLOATING POINTS IN GRAPH OF MRP

Now we shall introduce sensors attached to the items with known perishability £; in the
flow between i and j as the activity j' located on the link between two physical nodes and
if the change in perishability appears having higher intensity ﬂij* the sensor there reports on
these changes in the time delay z; —d&; before coming to the child node . If there are no
perturbations, than the value of &; is zero (s, =0). In order to incorporate the lead times of
transportation and manipulations in the nodes for the processes, we transform the relevant

time functions into Laplace transforms in the frequency domain (see Bogataj and
Grubbstrom, 2012, 2013). For the case of simplicity we shall consider a linear logistic

system, for which the components of activity j need to be in place z; time units before
completion (packaging, sorting...) and sent from parent node i to j having a floating point
of sensor in ] 'for additional time delay z; in advance. We shall denote by B the matrix of
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dynamics of rotting and decay from each parent node to each child node in the graph of the
logistic chain by B as the matrix of perturbed dynamics. We shall also denote the matrix of
distances between a floating point and its destination node in case of perturbation by matrix
0 having coefficients in the row belonging to the index of the floating point and in the
column of the index of the child node of each floating point. & is zero matrix if there are no
perturbations in the system. Let us denote by H(s,p",8) the matrix of CSC graph which
include floating points between each parent and child node of activity cells

H(s,p",6) =
0 0 0 |
h21e3ﬂ21521 0 0 0 ... 0
h31e5ﬂ31131 h3zesﬂaz(731‘521) 0 O ........ O
h43e5ﬂ23543 0o .. 0
- h53esﬂ53553 h54eﬂ543(753—543) i ——
Sﬂr: - snf - (1)
0 0 0 0 I 0
sﬂn‘nf ‘5n,nf Sﬂn,nf (Tn‘nf ~Cp1 - )
0 0 0 0 . hy e et
and lead times in activity cells by
e’ ... 0
T =
2
0 N

Applying the time translation theorem like in Grubbstrom (1998) the input requirements as
transforms will be here similarly expressed:

e ... 0
H(s,B".9) P(s)=H(s,p",8)P(s)
0O ... e

©)

where H(s,B",8) is the perturbed generalized transportation-logistics activity input matrix
capturing the volumes of requirements as well as their advanced timing, and H(s, B ,[0]) IS

its unperturbed case. The vector u(s,p ,[0]) = H(s,B ,[0)P(s) describes in a compact way
all component volumes that need to be in place for the logistic plan P(s) to be possible and
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perturbations described by u(S,B*,S):ﬁ(s, B*,ﬁ)f’(s) need some feedback control to get a

solution close to the required one. If a component of the net production vector is negative,
there is a need either for taking this amount from available inventory or for importing this
amount into the system and, if it is positive, it may be delivered (sold) to the environment of
the system or added to available inventory.

Let F(s) be the vector of deliveries from the system and F*(s) its perturbed case. Given

the planP(s) , available inventory R(s) will develop according to

R(0)+{| —Fl(s,[i*,ﬁ)}f’(s)—f?*(s) 4)
5 :

R(s,p",3) =

where R(0) collects initial available inventory levels. The division by s represents a time
integration of the flows represented by the other terms. Also here we can consider cyclical
processes, repeating themselves in constant time intervals , j =1, 2, ... , m, we may write the
plan in the same way as in equation (12) of the article of Bogataj and Grubbstrém (2013).

3 THE ECONOMIC RELATIONSHIPS OF THE MODEL

3.1 The economic relationships at constant GDP

Items are assumed to have unit economic values, which could be different in different nodes.
If in the case that the cargo becomes suddenly highly exposed to the risk of decay and the
smart devices recognise that, the system could report to near city, which hosts the child node,
and smart city can organize the transactions for such cargo locally at lower but acceptable
prices or, in the worst case, the city can organize the disposal of rotten goods. Therefore, we
shall write the unperturbed price vector p being a row vector:

P=[P Pyres Py ] )

Usually at floating points it is p, = p, =...=p,, =0, but in case of perturbations the values

could be lower than P, or even negative if immediately a disposal is needed. Therefore,
there exists a perturbed vector of lower or even negative prices:

p*=| P, P P, | (6)

Following the procedure of Bogataj and Grubbstrom (2012, 2013) we can write the NPV of
an unperturbed CSC. In the case of a stable economy and constant GDP, NPV is:

NPV =p(1-H(p))P(p)-K¥(p) (7)
In case of perturbations in perishability we can write

NPV*=p*(1-H(p,B",8))P.(0) -K,¥,(p) ®

Here K are ordering costs appearing at each node, also in floating points (could be
0), collected into the row vector
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K=[Ky, Ky Ky 5 9(8) = )

Van (8)

and p is continuous interest rate. The formulas (7) — (9) are valid when GDP does not change
in the time horizon.

3.2 NPV in changing economic growth

We shall introduce the general economic growth into models (4) and therefore in its criterion

function (7) and (8). When we consider the economic growth €' which may be obtained by
increasing productivity in the long term, we can write the following equation:

NPV(@) = p(I -H(p—@))P(p— @) —Kv(p- ) (10)
and in case of long-term perturbations in perishability we have to consider
NPV*(e) = p* (1 - H(p— o, B*,8))P,(p— 0) - K v, (0 — ) (11)

At a given CSC the values NPV*(w) and NPV(®) depends on time delays in the detection
of deterioration and on proper forecasting of the development of deterioration, which all
depend on the quality of the smart devices and good cooperation with cities in the
neighborhood of the nodes in the supply chain. Therefore, supply chains and cities involved
in cooperative supply chain need smart devices to control, decide optimally and
communicate with agglomerations in the surroundings of CSC to sell quickly the products
which are still of acceptable quality, and to order the goods which do not reach the final
destination according to the plan earlier, to mitigate the consequences of the risk realization
regarding postharvest loss prevention and the adequate supply of goods to growing urban
population.

4 CONCLUSION

The urban population in 2014 accounted for 54% of the total global population and continues
to grow, as reported by WHO, http://www.who.int). It is estimated that by 2017, even in less
developed countries, a majority of people will be living in urban areas. As we face the
problem of feeding over 9 billion people by the middle of this century, more than half of them
living in the cities (in Europe even 80% of Europeans will live in urban areas), being fare
away from the growing agricultural products, the methods and technologies are needed for
better postharvest loss prevention. To meet expected demands, yields will have to more than
double, while we have the constant natural resources. Therefore we need better understand
supply chains of perishables in global economic environment and cooperation of cities to act
as buyer of cargo which is exposed to rick if staying in transport. In global CSCs intelligent
technologies are introduced in transportation modes, to improve postharvest loss prevention.
Here we presented how extended MRP model can be used as a support for planning and
control the perishability, when sensors on the transportation roads are consider as floating
point and economic growth or decline is predicted. Using NPV approach as presented here
also very robust perturbations can be evaluated.
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Abstract: Fruit and Vegetable Supply Chain Management (F&V SCM) requires more intelligent
technology to improve postharvest loss prevention; however, the current technology has to be improved
to reduce the lead times and perishability dynamics in an intelligent F&V supply chain. This can be
achieved by developing a more accurate environmental monitoring using advanced measurement
techniques and by introducing new gold nanoparticle sensors (Au-NP-sensors) which would allow
direct sensing of rotting or decaying. This paper presents the possibility how to measure the impact of
these technologies on the management of fruit and vegetable supply chains, i.e. from packaging,
warehousing to fruit and vegetable distribution, and thus improving the supply chain safety by tracking
and tracing cargo and its environment. The evaluation of these new technologies is proposed through
the Net Present Value approach of extended MRP models.

Keywords: supply chain; nanosensors; environment monitoring; time delay; perishability; MRP
1 INTRODUCTION

The fruit and vegetable supply chain (F&V SC) encompasses all the activities involved in the
sourcing and procurement of fruit and vegetables to the final customer. The subject of this
paper is planning, management and control of such systems, concerning F&V that enter a
supply system, being transferred and transformed into finished goods at the final consumer. To
enable safe transfer through a distribution system, automation can improve F&V SC visibility
and efficiency and thus yield higher added value. Contemporary technological solutions
include wireless sensor networks (WSNs), which have great impact on the added values in
F&V SCM. A WSN is a wireless network consisting of small, spatially allocated devices in a
supply network where many scattered sensors are controlling environmental and physical
conditions where the cargo is exposed to perishability. They measure humidity, temperature,
vibration and pressure, and how a cargo is transported, changing location and quality. As
Yonzon et al. mentioned (2005), through the use of smart devices possessing multiple micro-
sensors deployed in large numbers over wide areas covered by supply networks, an
unprecedented capability exists for monitoring, tracking, and controlling F&V packages,
pallets or individual items as cargo in transportation or warchousing.

Nanotechnology is the creation and use of materials or devices at 1 to 100 nanometer (hm)
scale. At these dimensions, materials exhibit different physical properties and behaviours not
observed at the microscopic level. These effects at the nanoscale have been used in nano-
devices with new functionalities stemming from unique nanoscale characteristics.
Surprisingly, in the agriculture and food sector the application of nanotechnology-based
products is relatively recent and unrevealed compared with their use in other fields. At present,
two major applications related to nanotechnology are being expected, which are food
nanosensing and food nanostructured ingredients. In controlling environment conditions,
nanosensors could measure physico-mechanical properties. Although sensors have a long
history, the realm of nanosensors is relatively new (Lima and Ramakrishna 2006, Gruere,
2012). In general, nanosensors convey information about nanoparticles to the macro-world like
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supply chains. They can be attached to containers, pallets and individual items in cargo to
function as an active transport tracking devices. As such they can actively monitor the fruit and
vegetable transportation and warehousing process, control and verify the handling conditions
of cargo, like temperature or humidity of fresh foods and trigger feedback actions. Also, such
devices can detect damage of items due to sudden shocks, pressures or changes of temperature
and other activities which could cause more rapid perishability of fruit or vegetables.
Therefore, we can expect that the abilities of nanosensors to detect and monitor the changes in
the environmental (ambiental) conditions can improve the quality of F&V logistics
substantially (Lu and Bowles, 2013), which in turn lead to a higher net present value of a supply
chain.

The aim of this article is to describe the potential for developing Au nanosensors, and
consider their applicability in the postharvest loss prevention in F&V SCM. We shall also show
how the precise monitoring and earlier detection of changes in cargo can influence the
manipulation with cargo and reduce the perishability dynamics, influencing an increase of the
Net Present Value of logistics in SC by introduction of floating point in MRP Theory.

2 AU NANOPARTICLES IN NANOSENSORS

Nanostructure-engineered chemical sensors could be applied to detect gas and vapour in
storage containers or environments. The sensing could be based on sensor resistance that is
decreased in the presence of the gases or volatile molecules to be detected. Due to the large
surface area, low surface energy barrier and high thermal and mechanical stability,
nanostructured sensors potentially can offer higher sensitivity, lower power consumption and
better robustness than the state-of-the-art systems, which make them more attractive for a
variety of applications. For our needs, i.e. regarding the control of supply chains, gold
nanoparticles (Au-NPs) are very promising particles for nanosensors. The unique properties of
gold nanoparticles have already stimulated the increasing interest in their application in
different areas. Due to their excellent characteristics like biocompatibility, conductivity,
catalytic properties, high surface-to-volume ratio and high-density, Au-NPs have attracted a
lot of attention in designing (bio)nanosensors Several methods have been described in the
literature for the synthesis of Au-NPs of various sizes and shapes. One limitation in using
nanomaterial-based products is in the limited possibility to be synthesized in sufficient amounts
and pure, i.e. industrial synthesis. The major challenge, and the reason why beneficial
properties of Au-NPs have not been introduced to nanosensors up to now, is the high-cost and
large batch-to-batch variations in Au-NP production by standard procedures, indicating that
commercially available methods for the production of Au-NPs are not sustainable for their
large-scale application. The key objective of the cooperation of our research group with the
industrial partner is in the production / testing of Au-NPs by a conceptually proven Ultrasonic
Spray Pyrolysis (USP) positioned in a clean room in Zlatarna Celje d.d. (Rudolf et al. 2012,
2014). The authors from the University of Ljubljana together with the Zlatarna Celje
researchers are already testing the biocompatibility of the Au-NPs produced by the industrial
partner Zlatarna Celje, and the laboratory experiments have proved that they are able to
improve a biosensor under specific conditions. An important advantage of using gold and not
other NPs in nanosensors is the possibility to functionalize the Au NPs with a broad variety of
biomolecules, which is important for standardization and mass production of nanosensors as
part of smart devices for SC control of perishable goods in general and F&V in particular.
Depending on the intended use of the synthesized nanoparticles, they can be collected in an
electrostatic field or suspended in a desired medium. USP as a nanoparticle production method
is a relatively inexpensive and quite a versatile technique for fine metallic, oxidic and
composite nanoparticles. New activities were introduced together with the Laboratory of
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Metrology and Quality of UL-FE-LMK, which is a holder of a primary dew-point generator
that is now routinely used as a reference for high-end humidity measurements in industry,
based on its evaluation and comparison (Heinonen et al, 2012, Hudoklin et al, 2008, Evers et
al, 2007).

3 METHODOLOGICA APPROACH EXTENDED MRP MODELS OF F&V SC
WITH EMBEDDED NANOSENSORS

Food losses can be forecast through a combination of Au-nanosensors, humidity and
temperature sensors embedded in the smart device, developed and installed in trucks and
warehouses. Internet of Things (IoT) enables intelligent control and management of F&V SC.
IoT might allow us to enhance F&V SC, data and things via devices and sensors. Fruits and
vegetables are handled and transferred between farmers and suppliers, distribution centres, the
retailer and the final customer. In flexible supply chains, the destination nodes can change
rapidly. These many nodes in the supply chain require agile and informed F&V SC. Key to
fruit and vegetable in-transit visibility are cloud-based GIS, including GPS, smart measurement
devices linked to different sensors, such as bionanosensors, temperature and humidity sensors,
which provide the identity, location, quality of cargo, ambient and other tracking information.
These are the backbone of the 10T as it relates to the supply chain. With the data gathered by
smart technologies, a detailed visibility of cargo is provided all the way from the fruit and
vegetable producer to the final user. Data gathered from GIS and smart devices based on sensor
technologies allow supply chain professionals to automate shipping and delivery by exactly
predicting the dynamics; they can monitor the perishability of cargo and ambient control which
impact the quality of fruit and vegetable cargo in-transit. [oT brings all of these tools together
by putting a smart measurement device in a trailer and combines them in an integrated device,
enabling the transfer of important data onto the cloud, with the devices being able to identify
the cargo regarding position, quality, temperature and humidity conditions, as well as traffic
and the driving pattern influencing lead time in a supply chain. This allows the stakeholders to
make efficient decisions that influence the sustainability of F&V SC. By enabling devices to
communicate as required, [oT can help supply chain professionals: (a) ensure temperature and
humidity stable and adaptive; (b) reduce postharvest loss; (c) save on fuel costs by optimizing
the routes regarding traffic and the perishability of cargo, and create fleet efficiency; (d)
monitor and optimally replenish the inventory in warehouses, and (e) enable user insight in the
quality of food. In general, this technology can reduce time delays in decision-making and
actions in the supply chain management. A prototype of strategic storage nodes can be designed
in a collaborative network as an innovation, which in the case of rejected loads in the F&V SC
will permit some treatments and a re-introduction of these loads in the product value chain, as
described in the paper by de-la-Fuente and Ros (2010). We can conclude that the F&V SC
involves the transportation, warehousing, packaging, loading and unloading of temperature
sensitive products along a SC under thermal and humidity control to protect the integrity of
these shipments. The question arises, till when and how the cargo handling can be improved in
order to mitigate the postharvest loss. What should be the conditions and restrictions of a
dynamic system management so that the final consumer’s need for healthy food will be met?
Are the static limitations of the perturbations at each moment as good as dynamic restrictions?
To overview the chain flows and to achieve the optimal control in the procedures of cooling
and improvements, the input—output approach studied by Grubbstrom (1996, 1998), Bogataj et
al. (2005), Bogataj and Bogataj (2007) and the recent papers of Bogataj and Grubbstrom (2012)
should give the basic approach. They developed the models which help to evaluate the
influence of SC parameters and their perturbations on the chain performances, especially on
the net present value of the supply chain operations, named the extended material requirements
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planning (EMRP) model, which uses the input—output approach in packaging, warehousing
and transportation formalization of a supply chain. For a certain time unit we can write:

SO=(-Ht)PO-F() (1)

Here we denote: the inventory per time unit is S, the net output from the system per time unit
is (1-H)P, where P is the intensity of activities in nodes, the internal demand per time unit is

HP, and the delivery per time unit is F. There exist lead times between the activity cells in the
matrix Ht,r) which could be perturbed and controlled, and such events could be better studied

after the transformation of this presentation of flows in frequency domain. Let us denote the
perturbed matrix with H (z*) . The results of F&V supply chain management (F&V SCM) are

finally expressed and evaluated as the net present value (NPV) of the final delivery reduced by
the costs of production, distribution, additional cooling and deterioration of goods. How more
precise measurement and feedback control increases the NPV of all activities of a supply chain
can be expressed through the following formalization:

The F&V in a supply chain is transported altogether through n stages (k = 1; 2; ... ; n), where
the set of stages includes all activity cells (warehouses, loading and unloading points including
packaging activities and others) and also all artificial nodes, one at each branch between two
nodes where sensors are located. The artificial node is located between a parent node and a
child node in a random distance from the parent node. It presents the location where the
perishability dynamics is changed, detected and reported through the smart device. Having in

mind this artificial supply chain points of unknown time delay 7, , the results of F&V supply
chain management (F&V SCM) are finally expressed and valuated as the NPV of the final
delivery reduced by the costs of production, distribution, additional cooling and deterioration
of goods. How more precise measurement and feedback control increase the Net Present Value
of all activities of a supply chain can be expressed through the following formalization, where
at any of n stages (k= 1; 2; ... ; n), the development of the unperturbed state of the system is
described by a set of first-order linear differential-delay equations (DDE):

dx. ()

' “AXM+B X (t-7) > Kk=12..n (2)

with the initial condition: % (0)=3(0), -7, <6<0 (3)
Here we haveg, t)ew® , where gz, (t), is the quantity of good products at time t at stage k and
X, presents the deteriorated quantity of products. The matrix A = A +AA € LR describes
the intensity of deterioration of goods at stage k of the warehousing, packaging or distribution
part of the supply chain, where AA is assumed to be detected by Au nano-biosensors. Here
L(R?,%?%) denotes the real Banach space of all continuous linear maps: A: %" —®"™. The matrix

B’ =B _+AB cL(%’,%?) presents the conservation effect which is activated with delay 7, , which

could be perturbed and therefore written asz, and depends on the state of the items in the

system and the quality of sensors as well as the total feedback procedure which can have an
additional time delay. Combining the basic input—output Eq. (1), developed for dynamic
consideration of MRP in Grubbstrom (1998), and Bogataj, Grubbstrom (2012), with Eq. (2),
the following procedures as explained in Bogataj et al. (2005) can be written, where the initial
value at stagek is assumed to be equal to the final value at stagek -1: %,,(8) =%, (0) > -7, <O <0
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0] [0 0 .. o [x,®] [1-HE") 0 offP® [F®] [0 0 .. © 0 .
o [0 A x| 0 0 . o|| o o | [0 B 0 || %(t=7))
%, (t) %, (t) 0 0 X (t-7))
) +
[ %®] [0 0 % ()] 0 .. oflo] o] oo B, || %,-c")
4)

At any stage the total quantity of items is the sum of deteriorated or higher exposed to
deterioration quantity (depending on the criteria defined in advance) and the good quantity of

(-1 0 0 - - 0i1 1 00 - O]X,(®]

items 0 -1 0 - - 001 10 - 0[%@® (5)
00 —1 - 0001 1 - 0(%0|_
0 0 0 - - 50 0 0 01 1| %]

DDE (4) has the following compact presentation (4a, 5a) and conditions (5b,c):
X®=AXO+(1-HE))PO+B OX (7,7t~ F (1) (4a)
GX(t)=0;te[0,t, ] (5a)
initial : X, (0) =®(0);  max{z,}<0<0 (5b)
sequential : X, (6) =X, (0); -7, <0<0

(5¢)

Let us write the dynamics (4.a) as §(t)=)z (t) and control as explained in (4):

U(t)=(B+ AB”‘))% (t,7"). When we consider the net present value of revenues achieved when the

good part of products is sold, reduced by the costs of cooling and other costs in the supply
chain, distributed on the time horizon, when the interest rate of costs and revenues is
substantial, the approach in the Laplace transformed space gives more straightforward
solutions than the solutions in time domain. From the basic knowledge about the Laplace
transformed expressions:

£(X () = X(s) = [Te X @yt £{% X (t)} — $X(s)— X (0)

~ (6)

S®)
S

£{J;§(a)da} =S()/s; E{X(t.D)) :z:'(s)-£{j;§(a)da} —7(s)

Similar as explained in Bogataj et al. (2005), also for the case of floating each second node
Laplace transformed Eq. (4) in this space has the similar expression, while in case some
floating nodes coincide with the child node on the branches of the graph the lead time there is

{I—A+é;*][)2(0)+(l—H(s,r*))ls(s)—lé(s)J )

zero. We can write S (s)=
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Using the Laplace transform of extended Eq. (6) in the same way as the transform of the basic
Eq. (4), the perturbations can be studied in frequency space, where the influence of delays can
be presented explicitly. The appropriate criterion function could be the net present value of
the system described by (7):

J=NPV=["e" {(_éA(m)_cB (B+28))S()-C,M (S -Det, A ) +C:DC, /3)} dt (8)

éA in (8) 1s the vector of deterioration costs evaluated by smart devices, CB is the vector of

cooling costs, also evaluated by smart devices, é; is delivery revenue, CF is the cost of

shortage, and M is the matrix having 1 in the rows 3k —1 and column 3k —1 and 0 otherwise,
where k are the stages where demand appears or cargo is deteriorated so that it should not be
transported further if we follow the optimal policy. In the case where demand appears only at

the end of the supply chain, 1 is placed only at (3n—-1,3n-1). [3(t, ) is the demand which
will not be satisfied by probability g . For Eq. (7) above we can write:

10 00 0 =« 000 0 0
0o 1 - i . . T .
Lo 0 00 0 0 0
0 n 0110 0 = 000 0 0
0 oie*" 0 0 0
25)= i 0 e 0 :
Lo 0 e :
0 | g 0

| 9)
i 0 0 Y 0
i 0 e 0

0 0 000 0 « 0 0 0 e[

and A7 is the diagonal matrix, having values e **"

-s7;

instead of e* on the diag. The control

U has to be determined and registered in cloud which appears with a delay, so that the
deterioration process will stay stable. It follows:

U =(§TAT3)?§®:s:(s)—(m)@—)Z(Oﬁ(l —H(r*)) P(s)— F(s) (10)
S S

The optimization problem max(NPV) of (8) under constraints (10) and (5a—5c) can be solved,
using one of the known mathematical programming approaches. In case of the constant
Is(t) =P and If(t) =F , the parametric linear programming approach gives us the proper

evaluation of perturbations and the control needed.
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S CONCLUSION

Finally, we can conclude that F&V SC is thus a science, a technology and a process. It is a
science since it requires the understanding of the chemical and biological processes linked to
perishability and the systems theory which allows for developing a theoretical framework for
control of systems with perturbed time-lags. Secondly, it is a technology developed in
engineering since it relies on the physical means to assure appropriate temperature conditions
along the F&V SC and, thirdly, it is also a process since a series of tasks must be performed to
prepare, store, transport, monitor temperature and humidity sensitive cargo as well as to give a
proper feedback control. Therefore, we have to break the silos of separated knowledge to build
an interdisciplinary and multidisciplinary science of postharvest loss prevention. Considering
the sensors as floating activity cells as nodes in a graph of such a system, an extended MRP
theory can be applied to determine the optimal feedback control.
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Abstract: A cash flow is generated by discrete payments along a continuous time axis. Each payment
has a stochastic amplitude and two consecutive payments are separated in time by a stochastic interval.
The amplitudes are assumed to be stochastically independent and taken from the same given
distribution, and similarly, the intervals are stochastically independent and taken from a second
distribution.

This paper analyses properties of the distribution of the Net Present Value (NPV) of the cash flow,
given a continuous interest rate used for discounting. Whereas the moments of the NPV distribution are
easily obtained from the properties of the amplitude and interval distributions, the NPV distribution is
not easily found even in the simplest cases. Accepting the axioms of standard risk-preference theory,
alternative cash flows belonging to the class treated may be compared coherently by determining their
certainty equivalent NPV value.

Keywords: Renewal process, stochastic cash flow, net present value, NPV, risk preference function.
1 INTRODUCTION

Although the closed form formula for the Net Present Value (NPV) of a deterministic sequence
of constant payments has been known for more than 200 years,
n 4 1-(1+r)"
NPV:Za(1+r)':a-(—), )
i1 r
where a is the amount of each discrete payment, n the number of payments, and r the simple
interest rate corresponding to the length of the intervals between consecutive payments, its
stochastic extension has only been touched upon in the literature for about 70 years. The
corresponding NPV of a constant continuous payment flow of b monetary units per time unit
follows the similar formula

T _ —pT
NPV:Ibe’”tdt:b-1 ¢ , )
0 P

where T is the duration of the stream and p the continuous interest rate. The simple interest
rate and the continuous interest rate are related by

r:epf_l’p:M’ 3
T

where 7 is the time interval on which r is based.
In this paper we study properties of the distribution of the NPV of a sequence of n discrete
stochastic payments A ,A_,,...,A, separated by stochastic time intervals t ,t, ,,...,T,. The

reverse numbering is chosen for algebraic purposes in the next section. The first payment in
time A, thus takes place at time 7, the second A, , at T,+ T, ,, and so on, and the last nth

n
payment A, at Zq . The payments are assumed to be stochastically independent and taken
i=1
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from the same distribution F, (A) and similarly for the time intervals having the common

distribution F_(7), These two sets of distributions are assumed to be stochastically

independent. Although n is given, we may view the sequence of payments as a compound
renewal process. We thus attempt to study properties of the distribution of a stochastic NPV:
NPV=>Ae = =>Ae 7 . (4)
i=n i=1
We make use of the Laplace transform as a moment-generating function for non-negative
probability density functions (pdfs)

i = (1m0 (5)

s—>0 (s

where u_ is the mth moment (about zero), f (s) is the Laplace transform

f(s)=£{f(x)}= J' f(x)edx of a probability density f(x) and s the compex Laplace
x=0

frequency. The moments and central moments (moments about the mean) written

., m=0,1,... are related by

78 ZZ(r.nJ(—u)m" 1yt ZZ[r.n]um"u} , 6)
=0\ J =0\ J
where =y is the mean and g the variance (o®). We always have z/ =, =1 and
u=0.
Among the selected references below are listed papers related to the problem treated here
and to methodology applied. In this current paper, space is not offered for discussing and
comparing with the various contributions.

2 THE MOMENTS OF THE DISTRIBUTION OF THE NPV

Let Y, be the NPV with n payments according to (4), then

n 2T
Y, =2 Ae 7 =e" (A +Y,L)=X, (A +Y,,), (7)
i=1
where X =e ™ is the discount factor. The three expressions in the right-hand member are
obviously independent. Therefore the mth moment of Y, may be written

ty, o =E[ (Y,)" | = EL(Xn (A, +Yn_1))”‘J _
€0 Je| 3 Ja 0 |3 i 9

=0 j=0
Since all X, and all A, have the same respective distribution, we have dropped the

subscripts of X and A in the right-hand member. Eq.(8) may thus be written in matrix-vector
form as

Ry = (DX\PAHYH ' 9)
or,
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Hy o Ly o (1 j (1} Hy .o
' H M
Hy 1 Hyq 0)" " 1)7h0 Hy 1|1 (10)
Hy o | = Hx 2 2 Hy 2
. .. 2 Hap .

Hy m Hxm : : : " Hy  m

(5 (o (o - (3]

where p, and p, are (m+1)-dimensional column vectors with elements being the moments

ty ;» J=01..m (similarly for p, ), @, adiagonal matrix with x, ; as its (j+1)st diagonal
element, and ¥, a triangular matrix with non-zero elements only on and below its main

m
diagonal and with [ . J,uA m_j as its element in row (m —j + 1) and column (j + 1). Forn=1
i :

(only one payment), we have Y,=X,. Since &, and ¥, are constant matrices (independent
of n), (9) may be written
n-1
Ry, =(D ) By (11)

Egs (8)—(11) therefore provide a relatively simple formula for obtaining all moments of the
NPV distribution for every n > 0, when the moments of the payments A and the moments of

the individual discount factor X =e ™" are known (where the subscript of T has been omitted).
For the very special case of all A,=1, ¥, becomes Pascal's triangle.

In the stationary limit of n — oo, we would have p, =p, -, so the moments then form an
Eigen-vector of the matrix |1-®,%¥,, where | is the identity matrix. Solving (10) for the
stationary ., ;, i.e. an infinite sequence of payments, the first few elements are the following:

Hy o =1
7
Hy1= X “Has
1-py
U
Hy :L'(Zﬂi A +/le,2},
1-py, 1- py
Hy U Hy U
Hys = X2 3IUA,2,UA' % +3p, = '(Zﬂi % +/uA,2j+/uA,3 . (12)
1-pys 1-py 1- 1y, 1-py

A closed-form general expression is probably relatively easily developed.
Using (6), the variance of the infinite sequence in terms of the means and variances of the
payments and discount factor will be:

o5+ 1l o4+ 11l 1+ u 7 ’
Giza‘z\ﬁw’i 1 o7 ;2] ) ) | (13)
“Ox T Hx “Ox T Hx —Hx — Fx

This expression is more complex than one would expect.
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3 THE DISTRIBUTION OF THE DISCOUNT FACTOR

The distribution of the individual discount factor X =e" is a consequence straight from the
distribution of the time interval t.

The probability that X is on or below x, x>0, i.e. Pr{X<x}= Pr{e"” < x}: Fe(x),
which is the distribution function of X. So if the pdf of =, f_(7), is continuous, we have
1-F ((-Inx)/ p), x<1, f ((—Inx)/ p)/(pX), x<1,
o Rl ) o
1, X>1, 0, x>1. (14)

Three examples of distributions of T are listed in Table 1 together with the corresponding
f, (x) and moments.

Table 1: Three examples of time interval distributions and consequences for the pdf of the discount factor and
its moments. The symbol ¢ refers to Dirac’s delta function.

Exponential (Poisson) Rectangular Deterministic
fo(7) e, 720 (2,-%)", 0<8 <7<4, 5(z—17), £20
f.(s) Al(A+s) (e’S’2 —e’“l)/(s(rz—rl)) e £>0
fy (X) (ﬂ/p)xwp)_l, x<1 (p(fz—f-l)x)fl, e <x<e”h 5(X—e_pf)
L Al(A+mp) (e’m"fl —e ™R )/(m,o(f2 -%)) i

H = fys A1 (2+p) (e —e%)I(p(£,-1)) e’

. G0 | (o ota-2 2o :
2 ((a1p)+2)((21 p)+1) 20 (£,- %)

Alternatively, one may find all moments directly from the transform fT (s) :
e[(e )] -Ele™]- | t.()e o= T, (mp). (5

4 THE DISTRIBUTION OF THE NPV

Knowing all moments of a distribution is close to knowing the distribution itself. A Maclaurin
expansion of the Laplace transform of the pdf f, (y ) yields

£ (5)= ]t evey=3 ] 1, (1) ) gy
=i(—f I Y ‘”isi (16)

T
o

So the ith Maclaurin coefficient of fYn( ) is the ith moment ., ; multiplied by (—1)i /!

proving Eq.(5), and for a wide class of distributions the moments will define the distribution
uniquely [3, p.230]. Here (and below), we have limited our treatment to cases when Y, is non-

negative, although generally the A. might be of either sign. Generalisations in this respect are
left to future research.
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From (7), knowing that Y, = A X, we have

n i
Y, =S A ], )
j=1 i=1

so the general form of the distribution of Y_ would be given by

y)=Pr{jZn1:Aj1:[XiSy} ”j Hf Hda.l_[dxk- (18)
Zall—l

j=

5 RISK PREFERENCE CONSIDERATIONS

In risk preference theory (decision theory), one considers a basic lottery ticket with one major
positive and one major negative outcome, say Z and Z . The probability for receiving Z is «
and for receiving Z therefore (1—7:). A rational person prefers to own a ticket with a higher
value of 7 and has the ability to find a value of # making the ticket equally preferable to any
given other certain outcome Z, with Z <Z <Z . So equating the preference of a ticket 7 with
any relevant value of Z, a continuous and monotonically increasing risk preference (utility)
function 7(Z) is defined. If z(Z) is strictly concave in a certain region of Z, this defines risk
aversion, in a strictly convex region the person is a risk taker, and in a linear region the person
is risk neutral. A typical assumption is that 7z(Z) is concave for lower values of Z and convex

for higher.
We assume a risky project with several stochastic outcomes z,,z,,...,z, , the probabilities

of which are known to be p, p,,..., py - Owning this project would be equally preferred to

receiving lottery tickets 7(z,),7(z,),...,(z, ) with the same probabilities, in which case the

overall probability for receiving Z would be > pz(z) and for receiving Z would be
i=1

1- z piz(z;). But this corresponds to a certainty equivalent outcome 72'_1(2 P, ,)J

i=1

where 7" is the inverse of the risk preference function. The Arrow-Pratt measure of absolute

2
risk aversion [1, 14] is defined as y(z)=— d ;gz)/dzgz) . A person with constant absolute

risk aversion will thus have the risk preference function 72'(2) =p—-e“7"|y,where ¢ and
are constants of integration and the inverse risk preference  function
7 (p)=(a-Iny(B-p))/y, forany 0< p<1.

Applying this reasoning to the NPV of a sequence of stochastic payments the certainty
equivalent of Y, as defined above will be:

vacertainty equivalent L J- f dyJ (19)

Comparing certainty equivalents for different stochastic payment sequences will thus provide
a coherent procedure for their evaluation.
By way of example, assuming a simple risk preference function with constant absolute risk

aversion 72'(2) =1-e7",i.e. a=Iny and =1, and that y in (19) is non-negative, we have
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o0

7zt (p)=(-In(1-p))/y and I

o, (V)7 (y)dy = jyio f, (y)(1-e7)dy=1-f, (»).
Thus

In( fYn (}/))
e
In (16) the transform f~Yn (s)is given by its moments, so the right-hand member of (20) is

evaluated exchanging s for » in (16) and taking the moments from (8)—(11). Eq. (20) is easily
shown to hold for any risk preference function with constant absolute risk aversion.

NPV,

certainty equivalent —

(20)
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Abstract: We model a periodic review inventory system with a stationary stochastic demand,
in which a manufacturer is procuring a component from two available supply sources. The
faster supply source is assumed to be stochastic capacitated with immediate delivery, while the
slower supply source is modelled as uncapacitated with a longer fixed lead time. The objective
of a manufacturer is to choose how the order should be split between the two supply sources
in each period, where the slower supply source is used to compensate for the supply capac-
ity unavailability of the faster supply source. We derive the optimal dynamic programming
formulation that minimizes the total expected inventory holding and backorder costs over a
finite planning horizon. We show that the optimal policy is relatively complex, therefore we
study the myopic policy, which can be characterized as the two-level base-stock policy. We
derive some additional properties of the myopic policy and show that it provides a near-perfect
estimate of the optimal costs. More specifically, we shows that the accuracy is lower when both
the demand uncertainty and the supply capacity uncertainty are high, as expected.

Keywords: inventory, dual sourcing, stochastic models, myopic policy, uncertain capacity.

1. INTRODUCTION

In the age of agile supply chains the two main determinants of the customer service level are the
speed of replenishment and its reliability. To guarantee the customer satisfaction the companies
are seeking for a supply base that would enable them to pursue these two goals. It is often the
case, that a supplier might offer fast delivery while its reliability will suffer occasionally. This
has forced the companies to search for alternative supply channels, through which they would
improve the supply process reliability, where often more reliable supply comes with the price,
either in higher purchasing costs per unit of a product or longer replenishment lead time.

A number of procurement options nowadays is growing, particularly due to increased pro-
duction outsourcing, but these may differ substantially in terms of flexibility, availability and
reliability. While the companies can now rely on a spot market for flexibility and possibly
favourable market price, the risk of insufficient product availability is too high and it needs
to be compensated through utilization of a more reliable supply channel. To hedge this risk
companies can rely to long term contractual agreements with their alternative suppliers, which
can guarantee a reliable delivery.

In this paper we address the problem of a manufacturer procuring a component used for
production of a finished product, where the two sourcing options are considered: a fast ca-
pacitated supplier and a reliable supplier with the longer lead time. When the manufacturer
anticipates the supply shortage at the faster supplier, the decision has to be made to what
extent the slower supplier should be utilized. In each period the manufacturer has to decide
about the quantities to procure from the two supply channels. Due to the production delay
both decisions are made before the demand for the finished product is realized, thus the de-
cision maker is faced with both, the uncertain replenishment from the faster supplier and the
uncertainty of demand.

We proceed with a review of the relevant literature. The supply process of the faster supplier
is modelled as in [2, 8, 5, 6] and [7], where the random supply/production capacity determines
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a random upper bound on the supply availability in each period. For a finite horizon stationary
inventory model it holds that the optimal policy is of base-stock type, where the optimal base-
stock level is increased to account for possible, albeit uncertain, capacity shortfalls in future
periods.

The search for the best dual-sourcing strategy in the literature revolves around the dilemma
of when to use a faster and necessarily more expensive supplier to compensate for a slow
response by a cheaper supplier. Several papers discuss the setting in which the lead times of
the two suppliers differ by a fixed number of periods [4, 1, 9]. More specifically, [4] shows
the optimality of the two-level base-stock policy for the case where the two suppliers’ lead
times differ by one period (so-called consecutive lead times). The policy instructs that first the
order with the fast supply source is placed so that the inventory position is raised to the first
base-stock level, and then the slow supply source is used to raise the inventory position to the
second base-stock level. For general, nonconsecutive, lead times, [9] found the optimal policy
to be quite complex and lacking structure.

The dual sourcing papers that assume either one or both suppliers are capacitated all limit
themselves to having fixed capacity limits on an individual order or on cumulative order with
the supplier [3, 12, 10, 11]. They generally show that the two-level base-stock policy is optimal
when leadtimes differ for one period. While the modeling perspective of the papers referred
to above is similar to ours, they all still primarily focus on exploring the trade-off between the
price difference and responsiveness. To our knowledge we are the first to study the trade-off
between stochastic supply capacity availability and responsiveness.

The remainder of the paper is organized as follows. We present the model formulation and
derive the optimal cost formulation in Section 2. In Section 3, the myopic dual sourcing policy
is introduced, the structure of the policy is given and the analysis of the differences between
the optimal and myopic policy is presented. We summarize our findings in Section 4.

2. MODEL FORMULATION

In this section, we give the notation and the model description. The faster, zero-lead-time,
supply source is stochastic capacitated where the supply capacity is exogenous to the manu-
facturer and the actual capacity realization is only revealed upon replenishment. The slower
supply source is modeled as uncapacitated with a fixed one period lead time. The demand and
supply capacity of the faster supply source are assumed to be stochastic non-stationary with
known distributions in each time period, although independent from period to period. In each
period, the customer places an order with either an unreliable, or a reliable supply mode, or
both.

Presuming that unmet demand is fully backordered, the goal is to find the optimal policy
that would minimize the inventory holding costs and backorder costs over finite planning hori-
zon T'. We intentionally do not consider any product unit price difference and fixed ordering
costs as we are chiefly interested in studying the trade-off between the capacity uncertainty
associated with ordering from a faster supply source and the delay in the replenishment from
a slower source. The notation used throughout the paper is summarized in Table 1 and some
is introduced when needed.

We assume the following sequence of events. (1) At the start of the period, the manager
reviews the inventory position before ordering x;, where x; = Iy + v;_1 is the sum of the on-
hand stock Z; and the order v;_1 to a slower supply source made in the previous period. (2)
Order z to a faster supply source and order v; to a slower supply source are placed. For the
purpose of the subsequent analysis, we define two inventory positions after the order placement.
First, after placing order z; the inventory position is raised to y:, y: = x+ + 2, and order v,
is placed to wy, wy = x¢ + 2 + v¢. Observe that it makes no difference in which sequence the
orders are actually placed as long as both are placed before the current period’s capacity of
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Table 1: Summary of the notation.

T :  number of periods in the finite planning horizon

ch :  inventory holding cost per unit per period

cp . backorder cost per unit per period

«Q : discount factor (0 < a <1)

Ty : on-hand inventory before ordering in period ¢

Tt . inventory position before ordering in period ¢

Yt : inventory position after ordering from a faster capacitated supply source in period ¢
Wy : inventory position after ordering from a slower uncapacitated supply source in period ¢
2 : order placed with the faster supply source in period ¢

Vg : order placed with the slower supply source in period ¢

d¢, Dy : actual realization and random variable denoting demand in period ¢

q:+,Q: : actual realization and random variable denoting the available supply capacity

of the faster capacitated supply source in period ¢

the fast supply source ¢ — ¢t and demand d; are revealed. (3) The order with the slower supply
source from the previous period v;—; and the current period’s order z; are replenished. The
inventory position can now be corrected according to the actual supply capacity realization
we — (2 — q)T = x + min(z, ) + v, where (z; — ¢)T = max(z; — ¢,0). (4) At the end
of the period, demand d; is observed and satisfied through on-hand inventory; otherwise, it is
backordered. Inventory holding and backorder costs are incurred based on the end-of-period
on-hand inventory, ;11 = y: — (2t — q)T — d;. Correspondingly, the expected single-period
cost function is defined as Cy(y;, 2t) = aEq, p,Ci(#141) = aEq, p,Ci(yr — (2 — Q)" — Dy),
where C’t(:it+1) = ¢cp(T411)t + cp(—=T411)t. The minimal discounted expected cost function
that optimizes the cost over a finite planning horizon 1" from period ¢t onward, starting in the
initial state xy, can be written as:

ft(a:t) = g;lg {Ct(yt, Zt) + aEQt’tht+1 (wt — (Zt — Qt)Jr — Dt)} N fOI' 1 S t S T (].)
TtIYtSWe

and the ending condition is defined as fr41(:) = 0.

3. NEAR-OPTIMAL MYOPIC POLICY

In this section, we review the characteristics of the optimal policy, where the order with the
faster supply source depends on the inventory position before ordering, while the order with
the slower supply source is placed up to a state-dependent base-stock level. We continue by
introducing the myopic policy where the optimal orders are the solutions to the extended single
period problem, and show the properties of the two myopic base-stock levels. We conduct the
numerical analysis to show that the costs of the myopic policy provide a very accurate estimate
of the optimal costs.

As single-period costs Cy in period t are not influenced by order v, we can rewrite (1) in
the following way:

fi(xy) = min {Ct(yt,zt) —i—yniin aEg, p, fiv1(we — (2 — Q) — Dt)} ,for 1<t<T, (2)
t S Wt

Tt <yt

which now enables us to introduce auxiliary cost functions J;(y;, z;) and Hy(wy, 2¢):

Je(ye, zt) = Cr(y, 2) + yﬁgg aEg, p frr1(we — (2 — Q)T — Dy), for 1<t <T (3)
t >Wt

Hy(we, 2t) = aEg, p, frs1(wr — (2t — Q)T — Dy), for 1<t <T (4)
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In the literature review, we refer to a series of papers studying the dual sourcing inven-
tory problem with consecutive lead times. The two-level base-stock policy characterizes the
structure of the optimal policy in all of them, both in the case of uncapacitated supply sources
and in the case where one or both supply source exhibit the fixed capacity limit. However, by
studying the convexity properties of the cost functions given in (2), (3) and (4), it can be shown
that these are not convex in general. The optimal inventory position after ordering with the
faster supplier is not independent of the inventory position before ordering x;, and therefore
cannot be characterized as the optimal base-stock level.

Next, we introduce the notion of the myopic policy, which optimizes the so-called extended
single period problem in every period. As the model under consideration assumes different
lead times for the faster and the slower supplier, the extended period covers the time interval
in which both ordering decisions are made that directly influence the single period costs Cy in
period t. It effectively starts by placing an order v, with the slower supplier in period t — 1,
followed by placing an order z; with the faster supplier in period t. The ability to cover the
demand D; at the end of period ¢ depends on the replenishment of the two orders and the
realization of the demand. Observe also that with the order v; we cannot influence the costs
in period t.

The myopic equivalent to the optimal cost function as given in (2) can therefore be written
in the following way:

M (24) = min Cy(ys, z) + min aFg, p, fir1(we — (2 — Q)™ — Dy), for 1<t <T, (5)
¢ <yt yr<we
where the search for the optimal y; resorts to minimizing the single period cost function Cy.
In the following proposition, we show that the myopic policy can be characterized as the
two-level base-stock policy, where the optimal order Z; is placed up to the first base-stock level
g™, and the optimal order ¢, is placed up to the second, state-dependent, base-stock level w(Z).
For clarity reasons we omit the subscript ¢ in parts of the following text.

Proposition 3.1 Under stationary stochastic demand and supply capacity, the following re-
sults hold for all t:

1. fM(xy) is conver in .

2. The optimal myopic policy is the two-level base-stock policy with the constant base-stock
levels g™ and WM (2), where:
3. M = g M is the solution to ming, <y, Cr(ys, 2¢): gM = G—1 ( b ), and

cptcp,

. A N~ Mya . . . .
4. wM(2) = wi 1M (3_1) is the solution to ming, <w, ; @EQ, | p,_, Ming,<y, Ce(ys, 2t)-

Proof. We prove Part 1 by regular inductive argument on ¢. It is clear that Part 1 holds for
T+1 due to fr+1(-) = 0. Suppose that Part 1 also holds for t+1. We need to show that it also
holds for t. We need to show that both parts of (5) are convex. Note that the single-period
cost function C(y, ;) is convex in y; and quasiconvex in z; for any ¢ as shown in [2]. Partially
differentiating Cy with respect to z; and setting it to zero proves Part 3. The second partial
derivative of C; with respect to v; evaluated at the optimal §* is nonnegative, which proves the
convexity. The second part of (5) holds due to the fact that taking expectations over ; and Dy
preserves the convexity of f;11, and evaluating the second partial derivative of Hy(wy, z¢) with
respect to wy and applying the first-order optimality condition for w;, shows that minimization
over w; also preserves convexity. Part 4 comes directly from the definition of the myopic dual
sourcing policy.

To prove Part 2, we need to show that the myopic policy behaves as a two-level base-stock
policy. By differentiating the first-order optimality condition for Hy(wy, z¢) with respect to y,
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we see that diwy(z;)/dy; = 0 satisfies the equation, which is a definition of the base-stock policy.
Similarly, differentiating the first-order optimality condition for J;(y;, z;) with respect to x;, we
see that dz;/dxy = —1 needs to hold, which proves Part 2. [J

For the capacitated single supplier model, [2] show that while " optimizes a single period
problem, it is far from optimal in a multiperiod setting. However, we show that in the dual
sourcing model under consideration the appropriate combination of the two myopic base-stock
levels provides a very good substitute for the optimal base-stock levels. In Table 2, we present
the optimal and the myopic inventory positions. Numbers in bold are used to denote cases,
where the myopic inventory positions and orders differ from the optimal ones. The results
for y(x) confirm that y is a function of x, therefore the optimal order Z is not placed in the
manner of a base-stock policy. We see that with increasing x, g(z) is increasing, approaching
the myopic §™. For lower z, the optimal policy suggests that it is not optimal to constantly
increase 2 by ordering up ™. This can be attributed to the increased uncertainty about the
replenishment of Z. To compensate for this, the decision maker should rely more on the order

to the slower supplier by increasing © above 9.

Table 2: The optimal and the myopic inventory positions and orders.

X 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
() 14 14 14 14 15 15 15 15 15 15 15 15 15 16 16 16 16
M 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16
3 14 13 12 11 11 10 9 8 7 6 5 4 3 3 2 1 0
M 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
w(2) 20 28 27 27 27 26 25 25 25 24 24 24 23 23 23 23 23 23 23 23 23 23 23 23
wM(zM) 31 30 29 28 27 27 26 25 25 25 24 24 24 23 23 23 23 23 23 23 23 23 23 23
0(2) 15 14 13 13 12 11 10 10 10 9 9 9 & 7 7 7 7 6 5 4 3 2 1 0

oMMy 15 14 13 12 11 11 10 9 9 9 8 8 8 7 7 7 7 6 5 4 3 2 1 0

Despite the fact that the myopic base-stock levels generally differ from the optimal inventory
positions, we now proceed to show that the costs of the myopic policy provide a nearly perfect
estimate of the optimal costs. In Figure 1, we provide the histogram of the relative differences
in costs of the optimal and myopic policy. The accuracy of the myopic policy is tested on
300 scenarios, where in almost 60% of the scenarios the costs of the myopic policy are equal
to the optimal costs. Only in 4 cases, myopic costs differed for around 0.3%, which is also
the highest cost difference observed. A careful study of suboptimal scenarios has not revealed
a clear pattern that would point out the characteristics of these scenarios. In general, the
accuracy is lower when both the demand uncertainty and the supply capacity uncertainty are
high, which is not unexpected.

4. CONCLUSIONS

In this paper, we analyze a sourcing situation in which both a faster stochastic capacitated
supply source and a reliable slower supply source may be used. Accordingly, we model a finite
horizon dual-sourcing inventory model with a stochastic capacitated, zero-lead-time supplier
and an uncapacitated supplier with the lead time of one period. We derive the dynamic
programming formulation for the optimal inventory holding and backorder costs, where we
show that the structure of the optimal inventory policy is relatively complex as the optimal
cost function is not convex in general. Thus, the optimal inventory position after ordering
with the faster supplier is a function of the inventory position before ordering and thus the
policy does not behave as a base-stock policy. We study the myopic policy, where the optimal
inventory position after ordering with the faster supplier corresponds to the solution to a single
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Figure 1: The relative difference in costs between the optimal and the myopic policy.

period uncapacitated inventory problem. We show that by carefully balancing the two base-
stock levels, the costs of the myopic policy provide a very good approximation for the optimal
costs.
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Abstract: This work proposes a multi-period deterministic and a dynamical predictive model as new
decision support tools for Inventory in process Routing and Control in the distribution of industrial
gases via truck deliveries. The first is a mixed integer linear model and describes the problem of the
optimal selection of the customer replenishment schedule giving priority to the minimization of the
fleet size, and backhauling of empty gas tanks. The dynamic version is a mixed integer model with an
exact linearization of the non-linear objective function terms, suitable for a predictive approach of the
inventory control problem.

Keywords: Inventory Routing, Industrial Gas Distribution, Mathematical Modelling, Inventory
Control, Mixed Integer Programming, Model Predictive Control

1 INTRODUCTION

The complete life cycle of a product includes scheduling, production planning, manufacturing,
inventory management and distribution planning. The latter two prove to be of particular
importance due to the economic benefits they offer to the overall process. The integration of
forward and reverse flows of products and materials offers additional profit. Reverse logistics
deal with the management of return flows of products and materials in commercial and
industrial processes and offer economic and environmental benefits. In Vendor managed
resupply the supplier manages the inventory replenishment of the customers. Using inventory
routing [3], vendors can offer attractive discounts by saving on distribution cost and are able
to better coordinate deliveries to different customers. Supply chain managers also wish to
balance profit maximization with risk minimization. One way to minimize risk is to hold some
buffer stock so that the supply chain can respond to rush orders or demand spikes. This work
first presents a multi-period deterministic model for the distribution of industrial gas with small
tanks that captures all attributes of reverse logistics and inventory routing. The single period
version of the deterministic model of has been presented in [4, 5] and it contained continuous
variables for the truck loads. In this work the problem is expanded to multiple periods
scheduling, where the truck loads are represented by integer variables. Also more effective
sub-tour elimination constraints replace the ones in the single period models [4, 5], by
demanding smooth flow of commodities between nodes and consistency with the vehicle
capacity. The system is modelled in Section 2 as a multi-period Inventory Routing problem
with Simultaneous Pick-up and Delivery (IRPSPD) to account for the reverse logistics of
empty gas tanks and multiple period scheduling. Section 3 describes the discrete time
dynamical version of the model, which is utilized by the MPC strategy proposed for solving
the inventory control problem, where future demands are considered as the disturbance to the
system. The dynamical model balances profit maximization versus risk minimization. Section
4 illustrates the methodology using an example of stabilizing an inventory routing system via
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the proposed predictive strategy. The paper concludes with a discussion of the results and
directions for future research.

2 DEFINITION OF THE MULTI-PERIOD IRPSPD

In the multi-period IRPSPD a homogeneous fleet V with Kay = V| available vehicles of equal
capacity Q must be serve a set N of n customers, N = {1, 2..., n}. The planning horizon
considers T periods, t=1, ..., T. There is a demand di for every customer i € N. Each customer
I maintains its own inventory up to capacity Ci and incurs inventory carrying cost of h;i per
period per unit. The complete directed graph induced by the customers is G = (N*, A), where
N* =N u {0, n+1} is the set of vertices. The depot is represented by vertex O and n + 1. A is
the set of arcs connecting any pair of vertices, while no arc terminates in vertex 0, and no arc
originates from vertex n+1. A travelling cost cij is assigned to each arc (i, j)eAand

Corox = max(ci’j ) Zero delivery demands and pickup demands are assigned to nodes {0, n+1},
that is, do = dn+1 = po = pn+1 = 0. The primary objective is the minimization of the required
number of vehicles. The secondary objective is to minimize the overall transportation and

inventory carrying cost incurred over a specific planning horizon. Each customer is serviced at
most once in each period t, (p;,d, <Q, vieN), no split delivery is permitted, capacity

constraints must be satisfied, and no backlogging is permitted.
2.1 Mixed Integer Programming formulation for the multi-period IRPSPD

The next four sets of variables are considered in the problem:

1 if vehicle k drives from i to jin period t -
Zk,i jt = . , (@()eAkeVandt=1,..T

0 otherwise
Ykijtand Py;jtare the vehicle loads of full and empty tanks on that trip respectively, and It and
Elit are the inventory of full and empty tanks at customer i, at the end of period t respectively.
The IRPSPD can then be formally described as the following multi-period commaodity network
flow model with capacity constraints:

Min i{loa*tz Z Cauxo,i,lzk,o,i,tJJrz Z ci’jzk’i’j]t+2hili't} 1)

t=1 keV (0,i)e A keV (i,j) e A ieN
s.t.
N
> 7,,,<1, VieN,keVandt=1.,T )
j=0
J#
N {0} NU{n+1}
> Zime— D Zai=0  VkeV, VieN, t=1..T 3)
m=0 1=0
mai 1#i
Yeiit 2 Q<0 VvkeV, Vi jeNiizj, t=1..T 4
N{0} NU{n+1}
> Neie— D Yeime 20 VkeV, VieN, t=1..,T (5)
1=0 m=0
1 m#i
Rt~ 2 Q<0  VkeV, Vi jeN,i=]j, t=1..T (6)
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NU{n+1} N {0}

D PRimi— Z P >0, vkeV, VieN, t=1..T @)
m=0
m=i |#I
v N N
Ii,t—l_li,t+z ZYk,I,i,t_zYk,i,m,t :di,t VieN, t=1..T 8
k=1| 1=0 m=0
I mzi
\ N N
B =EL =D D Pime— 2 Paie | +diy  VieN, t=1..T (9)
k=1| m=0 1=0
mzi 1#i
YeintPa S Q  VieN', vkeV, t=1..T (10)
I, +El, < C, VieN,t=1..T (11)
Yeije 201, =0,R,, >0 Vi,jeN, vkeV, t=1..T (12
Yeigne =0, VieN,vkeV, t=1...T  (13)
Peonic =0 VjeN, VkeV, t=1..,T (14)
Ziit e{O,l},Yk’i,j,t,F’k,i’j’t,Ii’t,EIi’t eZ, V(,]))eA VvVkeV, t=1,.,T (15)

The objective function (1) minimizes the number of vehicles, the inventory and the
transportation costs, giving priority to the attainment of the first goal, where:

a*=arg { min(loa'l), 10°? > Cmax}, aeZ"C =K, +N)Cra (16)

Constraints set (2) states that a vehicle will visit a location no more than once in a time period,
and constraints set (3) ensure route continuity. Constraints (4, 6) ensure that the amount
transported between two locations will always be zero whenever there is no vehicle moving
between these locations, and that the amount transported is less than or equal to the vehicle’s
capacity. Constraint sets (5, 7) along with the other elements of the model ensure that efficient
solutions will not contain sub-tours. Constraint sets (8, 9) are the balances of full and empty
tanks at customer i at the end of period t. According to the capacity constraint set (10), when a
vehicle leaves a customer, the total load must not exceed the capacity Q. Constraint set (11)
ensures that the amount of tanks (empty and full) at a customer cannot exceed its’ capacity to
hold inventory Ci.

3 PREDICTIVE INVENTORY CONTROL APPROACH

In this work, the MPC strategy described in [2] is adjusted to the inventory routing and control
problem. As shown in Figure 1 the future outputs for the prediction horizon Np, are predicted
at each instant t using the process model (2-15). The set of future control signals is calculated
by optimizing a balanced set-point tracking criterion (quadratic function) and the economic
cost criterion of equation (1). The control signal u(t|t) (deliveries) is sent to the process whilst
the future calculated deliveries are rejected, because at the next sampling instant y(t+1) is
already known and step 1 is repeated with this new value and all the sequences are brought up
to date. Thus the u(t+1|t+1) is calculated using the receding horizon concept. The basic
structure of the adopted strategy is shown in Figure 2. Model (2-15) is used to predict the future
inventories, based on past and current values and on the proposed optimal future delivery
actions. These actions are calculated by the optimizer taking into account the constraints and
the cost function (where the future tracking and the economic cost error are balanced). We use
a state space representation of the system:
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X" = Ax+Bu-B,d (17)

Present

Past Future .
Set Point

A
v

Current
output

Predicted Inventor
y() Y

levels (outputs)

y(t+k|t)
Current
deliveries (input)
ut) Deliveries (future input)
ut+kit)
I I I I I
t-1 t t+1 t+2 t+3 t+Nc t+Np

Control Horizon (Nc)

v

Prediction Horizon (Np)
Figure 1: The Model Predictive Control strategy

in which xeZ" is the system state i.e. the inventory at customers [1.1,... IN]'; (xi]t = Ii]t),

ueZ"is the manipulated input, i.e. the delivered quantities [uluz...uN]', where

V N N
U= D Y= 2 Yeim | and d eR" is the disturbance to the system i.e. the demand of

k=1| I=0 m=0
1#i m=i

customers [dldz...dN]'. The outputs are the states themselves y = x. For the nominal
disturbance (demand) ds, assuming stability of the system [1], we adopt the model of the online

terminal constraint MPC problem (18). With g°(z(t))=>_ > ¢,z + > hl,t we

keV (i,j)eA ieN
formalize the transportation and inventory cost, while the minimization of the number of
vehicles is not considered now as a primary objective, and g" (x(t)) = E(xt ~X,) P (xt — xj,s)

is the tracking cost, with matrix P for the cost of tracking the safety stock xs. Coefficients a and
(1 - a), where a € [0, 1], are relative weightings assigned to the economic and the tracking
costs respectively.

min i [agC (x(t))+@-a)g" (x(t))}

st. Xx(t+1)= Ax(t)+Bu(t)-B,d(t), te{0,...Np-1}
A, B and Bq derive from (8) and with respect to (2-15) for period t = 1,..., Np. The non-linear

. N
term %(xt—xm) P(Xt_xj,s)’ can be replaced by %;[diag(P)i( 2X|tX|jS+Xi,j,52):|

since P is diagonal. By substituting q,, =X @,, =X, it becomes

(18)

75



157
(%) =5 [ diag (P, ) (0~ 20 5%+ ;.7

i=L

also let Oy = Yoo +4Y,, +...+400Y,,, and
q2t:ylt+2y2t+"'+20y20,t (XtSZO)

Zykt 1 y.€ Ol}

(19)

Model (18) with the linearization constraints of (19) is a mixed integer linear model, which can
be solved to optimality within reasonable computational times for moderate instances.

output signals Predicted outputs
Process model

R Egns: (2-17)

. . Set
Previous input and point

A 4

) 4

Future input
signals Future errors
Optimization
Control | Model (18) and (19)
Rule <
Objective T T .
function Constraints

Figure 2: Structure of the Model Predictive strategy for the Inventory Control problem
4 AN ILLUSTRATIVE EXAMPLE

To illustrate the methodology a distribution system of 1 supplier, 3 customers, and 3 vehicles
is considered. The vehicles’ capacity is Q = 20. The nominal demand of the customers is ds =
[10 7 13]. The initial inventories of full and empty tanks are lp = [2 15 20] and Po = [11 5 2]
respectively and the unit inventory cost is h = 1. The scheduling horizon spans 12 time periods.
The unit transportation costs of node pairs are: o, 1 = 15, Co,2 = 18, Co,3 =22, C1,2 =32, C1,3 =
14, 2,3 = 34 and the cost table is symmetric.

The optimal schedule for the multi-period steady state case at the nominal demand is presented
in Table 1. Rows and columns correspond to customer nodes and periods respectively.

Table 1: Multi-period steady state schedule

Periods
Customers 1 2 3 4 5 6
1 (3,0,8,10) (-,-0,0) (3,0, 20, 10) (-,-0,0) (3,0,13,3) | (1,0,20,13)
2 (--0,8) (--0,1) (2,0, 20, 14) (--0,7) (-,-0,0) (2,0,14,7)
3 (--0,7) (2,0,19,13) (-,-0,0) (3,0,20,7) | (1,0,19,13) (-,-,0,0)
Periods
7 8 9 10 11 12
1 (1,0,7,10) (-,-0,0) (1,0,13,3) (1,3,7,0) (3,0,10,0) | (1,0,20,0)
2 (--0,0) (2,0,14,7) (-,-0,0) (2,0,8,1) |(2,0,20,14) (--0,7)
3 (1,1,13,0) | (3,0,19,6) (1,1,7,0) (1,0,13,0) | (1,0,19,6) | (2,0,20,13)
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The quadruplet entries of the table represent: (vehicle, previous node, delivery, and inventory
at the end of each period).The total cost is 967 units and it is consisted of 777 units for
transportation and 190 units for inventory. For the disturbance predictions of the dynamic
system, we make a demand forecast d. We assume that we have perfect demand information
for one period, thus we select Nc = 1, (Np = 12). For the remainder of the horizon, the demand
forecast is set to the nominal demand ds.

The Np-horizon dynamic case
The targeted safety stock is the solution of Xx(t+1)= Ax(t)+ Bu(t) —B,d(t) for one period

delivery delay: xs = [10 7 13]. The targeting cost of the safety stock is a diagonal matrix P,
where Pij = 2 for i = j. We assume that the customer demand is normally distributed around
the nominal demand. The variance of the demand is 0.5. Table 2 contains the actual demand.
Figure 3, presents the response of the inventories with o varying from 0 (i.e. strategy for
shortage risk aversion) to o = 1 (i.e. opt for economic criterion). Results show the safety stock
is reached and maintained promptly in the first case. For example, for a = 0.2, Figure 3 shows
that the response of the closed-loop system, quickly settles to the safety steady state. Table 3
reports the distribution of costs with varying a, which shows that balanced decisions can be
made based on the change of a single parameter (a) and the desired inventory tracking can be
matched with the best possible routing schedules.

Table 2: Actual demand for 12 periods

Periods

Cust | 7 | 21 3| 4| 56| 7] 8|9 |10|11]12
1 9 | 9 |10|11|10|10] 9| 9 |10]|11]|10]10
2 718 |6 | 7| 7|8 |78 |6 |7]|7]s
3 |14 |13 12| 13|12 |14 |14 |13 |12 | 13| 12| 14

Table 3: Cost distribution with varying a

a 0 0.2 0.3 0.4 0.5 0.8 0.9 095 |1
Total cost 1651 | 1606 | 1527 | 1451 | 1338 | 1246 | 1145 | 1053 | 1044
Transportation cost 1291 | 1248 | 1173 | 1099 | 992 | 917 |886 | 851 | 814
Inventory cost 360 | 358 |354 |352 |346 |329 |259 | 202 | 230
Tracking cost 0 6 26 86 210 | 577 | 1005 | 1560 | 1510

Conclusions

The paper presents a linear deterministic model for the multi-period IRPSPD and a dynamical
predictive inventory control strategy for the industrial gas distribution business. It is shown
that by using the proposed MPC strategy, the supply chain can be stabilized. The method offers
a useful tool for producing balanced decisions between costs and tracking of the safety
inventory. Future research may consider the presence of time windows for the customer
service, which is a realistic approach to the actual problem. Also the development of custom
algorithms for the solution of instances of higher cardinality will be required since the problem
is NP-hard.
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Abstract: When different demand classes must be served from the same inventory, stock is
allocated following a rationing policy. Under rationing, low priority demand is filled as long as
the inventory is above a critical level. When inventory decreases below the critical level, parts
are reserved for future high priority demand. In this paper, we develop a dynamic rationing
policy that changes the critical level as the next delivery is approaching.

Simulations have been run to compare the effect of dynamic versus static critical levels on
service level. Results show that the dynamic critical levels lead to a higher service level.

Keywords: inventory management, allocation strategies, rationing policies, dynamic critical
levels

1 INTRODUCTION

Inventory systems often face various classes of orders (for a given item) with different priorities.
For instance, in an automotive spare parts warehouse, the same item can be requested to repair
a vehicle out of road (VOR order) or as regular restocking order from the retailer. In such
a case, the company may want not to fill a demand with a low priority and reserve stock for
potential VOR future demand.

In the literature, this problem is known as inventory rationing problem. Inventory rationing
deals with finding a critical level such that, when inventory-on-hand falls below it, low prior-
ity orders are back-ordered and parts are reserved for future high priority demand. Critical
levels can be constant (static inventory rationing) or can change in time (dynamic inventory
rationing). The majority of the literature contributions analyses systems with static inventory
rationing. In particular, optimal critical levels are computed minimizing expected cost [2, 3, 1]
or fixing expected service level for each demand class [10, 9]. A comprehensive and accurate
review on static critical levels literature can be found in [11] and [7].

The literature about dynamic rationing is relatively scarce, although one of the first papers
dates back to 1968 [12]. Differently from static approaches, the main idea of the dynamic ones
is to link critical levels to time. For example, the lead time is divided in subintervals and
the critical levels are constant over each subinterval [6]. Instead, [8] introduces the concept of
rationing trigger times, i.e. critical times after which low priority demand is no longer satisfied.
Critical levels are computed on the basis of the residual lead time before the next shipment in
[11, 4], while [5] uses the stock-out probability of future high priority demand in the residual
lead time to set the levels.

This paper presents a heuristic rule to determine dynamic critical levels. The idea is that, as
the expected number of higher priority orders decrease as the next replenishment is approach-
ing, also the critical level must be reduced as well. This is the same idea pursued in [11] and
[4]. However, while [11] and [4] device an objective function whose minimization leads to the
critical levels, we determine their values as if they were the safety stock for the residual high
priority demand before the next replenishment. This is achieved by setting a constraint on the
service level for high priority demand. Our heuristic has been tested on a European automotive
spare parts inventory and compared with a static rationing policy. The results show that it is
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possible to achieve higher service level allocating stock by using the dynamic critical levels.
The remainder of the paper is structured as follows. Our model is discussed in section 2.
Section 3 presents the results of the case study and section 4 concludes the paper.

2 DYNAMIC INVENTORY RATIONING MODEL

2.1 System Description

We analyse a single-echelon single-warehouse system, characterized by periodic-review policy,
two demand classes and backlogging. Demand is stochastic and each demand class is an
independent random variable D;;,7 = H, L. At time ¢ the total demand is D; = Dy + Dr 4,
where Dy ; has higher priority than Dy ;. This assumption could model different service level
requirements or different penalty cost for the two classes. We assume the supplier’s lead time
(LT) is constant and deterministic.

We control inventory by using an order-up-to S policy, i.e., every 7 periods an order is placed
to bring the inventory position up to the value S. Hence, the order issued at time ¢ has to cover
demand up to the delivery of the next order, over the so-called out of control period (LT + ).
The value S is computed as:

S =Frrir + 2a0LT4r, (1)

where Frp, is the forecasted demand during the out of control period, z, the a-quantile of
the demand distribution and o7, a measure of the demand uncertainty. The term zo0r74+
represents the so-called safety stock. Some allocation strategy must be used to choose whether
(and in case, to which extent) low priority demand should be filled or backlogged. In this
situation, it might be appropriate not to fill some low priority orders and to reserve stock for
potential high priority future demand; hence, critical levels must be set to decide how much
stock to reserve for high priority demand.

2.2 A Dynamic critical level

As introduced in section 1, the purpose of this paper is to devise a heuristic procedure to
set dynamic critical levels. The logic behind the procedure is that, as the next replenishment
is approaching, the expected number of high priority orders that inventory currently in the
warehouse needs to meet decreases. Thus, also the amount of stock reserved for high priority
demand can be reduced (Figure 1).

Figure 1: Static vs Dynamic critical levels

Just after a replenishment, the dynamic critical level reserves more inventory to cover the
high priority demand over all the period until the next replenishment. However, this occurs at
a time when the amount of total available inventory is large, thus there is a negligible effect on
the fulfilment of low priority orders. On the other hand, just before the next replenishment,
the stock kept for high priority orders can decrease and this decrease frees part of inventory
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that can be used to satisfy low priority demand. The decrease of the critical level could result
in a small reduction of the service level for high priority orders meanwhile increasing that for
low priority ones, with a possible positive balance.

Following the idea presented above, any time the system faces a new replenishment, critical
levels are updated. Let T' denote the length of the period between two successive replenishments
and t the current day, then ¢t = 1,---,7T. Let CL; be the critical level at day ¢ and CLg the
initial critical level, calculated at the time the first replenishment enters the system (i.e., the
warehouse). The initial critical level C'Lg represents the amount of stock the system needs to
guarantee a target service level for high priority demand within period T'. For this reason, C'Lg
can be considered as a safety stock for high priority demand. According to our heuristic, C'Lg
is computed as follows:

CLy = z2H,a0HT, (2)

where « is the target service level for high priority demand satisfaction, zp . the a-quantile
of high priority demand distribution and oy 7 a measure of its uncertainty within period 7'
Assuming that demand fluctuations are independent within 7', the demand variability og
can be computed as oy = onVT.

At day t, the critical level C'L; must guarantee a target service level for high priority demand
within period T — t, thus it must be updated to a lower value CL; < C'Lg. Using the idea of
equation (2), C'L; must be updated as follows:

CL; = 2H o0 H Tt (3)

Assuming independent demand over time, it is easy to show that C'L; is proportional to C'Lg

and, in particular,
[T —t

As stated in equation (4), C'L; decreases as the next replenishment is approaching, in order to
free stock for low priority demand.

3 AN APPLICATION TO A REAL SYSTEM

The heuristic described in section 2 has been tested in a real context to improve the performance
of a European automotive spare parts central depot. In such a context, the same item can be
requested to repair a vehicle out of road (VOR order) or as regular restocking order from dealers.
The cost linked to a VOR backorder is higher than the one associated to regular orders. For
this reason, the company may decide to have different rules to allocate its inventory-on-hand
among orders with different priority, especially when the inventory level is down to a few units.
In this situation, it might be appropriate not to fill a demand with lower penalty costs and
reserve stock for potential VOR future demand.
The warehouse plans orders to suppliers according to the order-up-to S policy with monthly
frequency. For the sake of simplicity, suppliers are assumed to have deterministic lead time LT
(perfect reliability). Demand is represented by the orders arriving from dealers that must be
shipped within the end of the day. Unfulfilled demand is backlogged. The sequence of events
in each day is the following. First, the replenishment order placed LT days ago arrives and
dealers’ demand (for both high and low classes) is collected. Then, available stock is allocated
to orders. Initially, both high and low priority backorders (in case there is any) are fulfilled;
then, the inventory-on-hand is used to satisfy high priority demand. Finally, if the remaining
stock is above the critical level, low priority orders are served until the critical level is reached.
The company was interested in improving the performance of their warehouse in terms of
increasing orders fulfilment for both demand classes. Thus, the performance measure we used
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was the fill rate for each class 7, i.e.,

S = Fulfilled class 1 demand quantity i—H.L (5)

Total class © demand quantity

We compared the developed heuristic with the as is static inventory rationing policy of the
company.

3.1 As 1s static rationing policy

The critical levels CL$%%¢ used by the company are computed at the beginning of each month
m as a percentage U P,, of the monthly safety stock S.5,,:

CLstte — S, UP,,. (6)

The percentage UPF,, corresponds to the smoothed fraction of high priority demand D ;-1
over total demand D,,_1 in the previous month, i.e.,

Dy m—1
UPmZBD’im+(1—/8)UPm—17 (7)
m—1
where (8 is the smoothing coefficient of the high priority demand percentage and it is set to
B =0.2. 5SS, is the safety stock calculated in month m, i.e., the same used in equation (1):

SSm = Z2aO0LT+7- (8)

The main difference between this policy and the one represented by equations (2) - (4) is
that the dynamic critical level changes everyday, decreasing with the approaching of a new
replenishment, while the static one is monthly updated and stays constant within the month.

In the following, the dynamic critical level is indicated by C'L&".

3.2 Nwumerical study

We tested dynamic critical levels on 35 fast moving items over a time horizon of 3 years. Time-
bucket is a single day. The inventory planning process has monthly frequency, i.e., 30 days.
Suppliers deliver at the beginning of the month.

We adopted a 2-months moving average as demand forecasting technique and the Root Mean
Squared Error (RMSE) as measure of demand uncertainty, i.e.,

_ S (D= F)”

t ©)

Ot
The company inventory behaviour has been simulated under the two different allocation strate-
gies. The demand pattern for both systems is the one observed by the company from dealers
during the three years time horizon. Instead, the replenishment ordering pattern has been
generated using two different target service level. The low-SL pattern has been generated
using z, = 2 in equation (1), while the high-SL one with z, = 5.
A first experiment has been the comparison between the two policies. For each ordering pat-
tern, the same high priority service level SLy has been fixed for static and dynamic rationing
and low priority service level SL has been compared. The results are shown in Table 1.
It can be noticed that, with the low-SL pattern, the two policies guarantee the same perfor-
mance: giving SLy = 93%, low priority orders are fulfilled with SL;, = 86%. On the other
hand, when a high-SL ordering pattern is considered, the dynamic policy leads to higher per-
formance on low priority demand. Indeed, with equal SLy = 97%, SLy, can be increased by
6% in the dynamic case.

82



2a=2 | SLy SLp 2a=5 | SLy SLp
STATIC | 93% 86% STATIC | 97% 89%
DYNAMIC | 93% 86% DYNAMIC | 97% 95%

Table 1: High and low priority service level

As second experiment, we changed the high priority target service level for the dynamic
policy. In fact, setting different values to zp o in equations (2) - (3), managers can choose
different performance for high priority demand, which obviously impacts on SL;. On the
contrary, with the static rationing policy used by the company, there is no freedom to choose
the most appropriate trade-off between SLy and SL;j,.

Figure 2 presents the trade-off curve for high and low priority service levels achievable with the

(a) High and low priority Service Level (b) High and low priority Service Level
trade-off with low-SL ordering pattern trade-off with high-SL ordering pattern

Figure 2: High and low priority Service Level trade-off

dynamic critical levels for both the ordering patterns. Focusing on the low-SL pattern (Figure
2a), if for example the inventory managers choose SLpy = 92%, then low priority service level
turns out to be equal to SL; = 93%. Having seen in Table 1 (on the left) that SLy = 93%
implies SL;, = 86%, it means that, reducing SLy by 1%, SL, can be improved by 7%.
Considering the high-SL pattern (Figure 2b), we obtain a similar behaviour. For example,
for SLy = 96.5%, we get SL;, = 98%, i.e., comparing with results in Table 1 (on the right), a
decrease on SLy of 0.5% leads to an increase of 3% on SLj,.

Determining the best policy is, however, not a simple issue to deal with. The optimal
trade-off between SLy and SLj should take into account the costs, either direct or indirect,
the company faces for each class backorder.

4 CONCLUSION

In this paper, we devised a heuristic approach to dynamically set critical levels for the inventory
rationing problem. The critical levels set with the developed rule decrease while the next
replenishment is approaching, as the expected number of high priority orders to meet does.

We have tested our model in a real context to increase the performance of a European
automotive spare parts inventory. We have compared the proposed heuristic with the static
rationing rule used by the company. The results show that, with the dynamic policy it is
possible to control the trade-off between the performance for high and low priority orders by
setting the most appropriate high priority service level.

Future research will follow two directions. The first direction deals with the inclusion of
backorder costs in the computation of critical levels. In fact, different priority demands usually
lead to different backorder costs for the company and the critical levels must account for this
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difference. The second direction, instead, will have to link the critical level setting not only to
the next replenishment date but also to its size, as discussed in [13].
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Abstract: Stock management in an oil refinery is a complex operation, and it is necessary to consider
a large number of variables and factors. In this paper the researchers make approach to this data, and
we present he results obtained through a developed application, which is directly connected to the
operative system of the refinery, in order to plan the unloading operations when the arrival of a tanker,
an a better management of the stock in the storage tanks.
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1 INTRODUCTION

The main activity of a refinery is to meet the demand for refined products (mostly fuels) in
quantity, quality and time, according to market needs. To meet this goal, refineries will adapt
their production schemes for a set of processes; in order to get the process of refining crude oil
becomes more suitable to achieve this technical objective.

The supply of raw materials needed to develop the refining activity is performed by tankers,
in the case of refineries near the seaport, or by pipeline, in inland refineries. These are the two
basic means by which Spain get crude oil from producing countries.

Crude oil storage is done in specially designed tanks. The importance of this operation is
critical for refining, it must properly operate with the storage capacity of these facilities, in
order to enable supply of charge to distillation units, (in which will occur the first separation
of the components that constitute the petroleum products), to fulfill the safety stock (to avoid
unwanted refinery stops), and to optimize the storage capacity, ensuring the raw material
supply and a proper stock rotation, to avoid the freezing of oil for long periods time.

Therefore, the refinery tries to meet the market needs thorough a comprehensive planning
and a proper stock management. In this paper, we present he results obtained through the
developed application, in a spread sheet, which is directly connected to the operative system
of the refinery, will plan the unloading operations when the arrival of a tanker.

Now, the operator in charge of the system management does this process manually, with
possible errors associated to the human factor. With the new application, we aim to automate
this process, facilitating planning and minimizing further operator mistaken.

1.1 Overview of planning and scheduling in oil refineries

The short-term oil refinery-scheduling problem is one of the most challenging problems in
operational research due to the complexity of the refinery operations and the corresponding
process models (Pinto et al, 2000).

Traditionally, long-term and plant-wide planning problems in the Petrochemical Industry
have been mainly addressed by mathematical programming techniques (Bodington and Baker,
1990). Pure Linear Programming (LP) methods have been used for long-term planning, but are
not applicable to short-term scheduling and on-line optimisation.
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In fact, short-term refinery scheduling combines a set of problems that have been mainly
addressed in literature as cost/profit optimisation problems, such as the allocation of crude oil
to tanks, the problem of determining the flows from several input tanks, etc. Paolucci et al.
(2002) proposed a simulation based decision support system for allocating crude oil supply to
port and refinery tanks. Pinto et al. (2000) present the results of the application of a mixed
integer optimisation model in a similar real world problem. In their model, time is represented
by variable length time slots, which correspond to crude oil receiving operations (vessels
unloading) as well as to periods between two receiving tasks. Shah (1996) proposed a
mathematical programming approach, in which, tanks may store only one crude type and each
CDU runs exactly one crude type from one tank at a time.

In general, the availability of LP-based commercial software for refinery production
planning has allowed the development of general, long-term (Paolucci et al., 2002) production
plans of the whole refinery (Pinto et al., 2000). On the other hand, the refinery short-term
scheduling processes (requiring fast decisions) are affected by stochastic disturbances
(Paolucci et al., 2002).

In this complex scenario, commercial tools for short-term production scheduling are few
and these do not allow for a rigorous representation of plant particularities. The optimisation
based formulations for short term scheduling in literature are very few. They also show that
there are still a number of issues to address in order to be applicable (Simons, 1995; Pinto et
al., 2000; Paolucci et al., 2002; Chryssolouris et al., 2005):

(a) the difficulty of controlling the computational time frame,

(b) the difficulty of imposing directly the time structure in the model, and

(c) the optimisation criteria, which are usually expressed in cost or profit terms, while units

operation and the overall plant objectives may not always be directly represented with
cost/profit terms.

2 THE APPROACH

To model the crude oil stock management system of the refinery (see fig. 1), we should identify
all elements involved in this process, which includes the receipt of oil from production centres
and transported by tankers, and a its later storage in tanks for final refine operations.

2.1 Elements involved in the crude oil storage system operation

- Tanker (tankship): It allows the transport of raw materials from the wells to the
refinery, and domestic or international distribution of the finished products from
refineries to consumption centres.

- Storage Tanks (Ti): there are 20 floating roof tanks with a usable storage capacity of
92,477 m®/tank (total usable volume of 1,849,540 m?)

- Pipeline: allows pumping crude to facilities located within the country. It has a large
capacity (12,000-25,000 ton/day), the most safe and respectful environment for
transferring hydrocarbon mean. In this study it has been considered a variable
pumping stream S= [500 - 1000] m?/h.

- Distillation unit (CDU): where the first stage of refining crude oil occurs. In the
present work, the distillation unit loads crude from the storage tanks fed from the oil
terminal, which receives the discharge of the tanker. Usually it works with a variable
load stream S = [500-750] m3/h.

- Strategic storage - Ci- (CORES): Compulsory volume of crude oil, as strategic stock,
with the aim of ensuring supply to the whole country for a reasonable period of time
to deal with a potential supply crisis. The strategic quantity of oil, according to
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Spanish Law 34/1998 and European Directive 2009/119/EC, will be at least equal to
90 days of the country consumption. This situation forces the refinery having
immobilized 5 tanks from the set of 20 tanks, with a approximate capacity of 500,000
m3

STORAGERCORESETANKSE

L

cbua

STORAGEETANKSE

Figure 1: Air photography and diagram of the crude oil storage system in a Spanish refinery.
2.2 The system operation

The storage tank filling operations and their operative conditions are performed as follows:
Once the tanker ship docks in the port, it is inspected to verify that the load is in good condition,
operators proceed to connect the tanker to the unloading lines through which the crude oil will
be loaded to the storage tanks.

The unloading rate can range from 6,000 to 10,000 m3/h. (For calculations in this work it
has been considered an average stream S = 8,000 m3/h). The tanker usually ship unloads
continuously, filling one tank after another one, of those who are scheduled to receive the crude
oil volume.

After the unloading operative is finished, a new inspection rechecks the ship's tanks and
storage tanks to calculate the unloaded volume. Once the unloading process is closed, the
tanker is disconnected from the pipeline, and leaves to another production centre to be reloaded
and restart the cycle.

2.3 Modelling the system. Decision-making process.

Once the elements of the crude oil storage system have been defined (section 2.1), and the
operation mode of this system has been detailed (section 2.2), for modelling its operation it is
necessary to define the steps of the decision-making process, together with the set of rules,
constraints and boundary conditions that make possible the loading/unloading of the storage
tanks (Ti).

Then, we describe the steps facing the arrival of a tanker to the port for delivering their
crude oil volume. These steps are:

Step 1. Scheduled arrival of a tanker into port. Unloading planning.
Parameters to consider: date and time of arrival, volume to unload, stream and
estimated time of operation.

Step 2. Determine initial situation of the storage tanks. Determine inventory levels.
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Parameters to consider: used volume per tank, empty volume per tank.
- Only T; will be possible nominated tanks, because C; tanks have the immobilized stock.
- Tiwith operation in process (supplying to the distillation unit, the pipeline, or another
tank — Ti) will not be selected for the unloading process.
Step 3. Define unloading sequence for loading the storage tanks.
Selection criteria tanks: Total empty volume of selected tanks should be similar to the
volume of the tanker load. (Establish possible combinations and select those feasible).
Definition of loading sequence: from highest to lowest empty volume tanks.
Step 4. Estimate need to transfer from Ti tanks to crude distillation unit (CDU).
Parameters to consider: stream. Estimated time for unloading nominated tanks.
Step 5. Estimate need to transfer from Ti tanks to pipeline.
Parameters to consider: stream. Estimated time for unloading nominated tanks.

Relevant issues to consider:

- Safety Stock: Volume which keeps the distillation unit operative for almost 45 days.
(approx. 810.000m3), reaching a volume level near this amount, the refinery should
be planned future purchases of crude oil.

- Data necessary for the decision making process will be provided by the refinery
operation system.

- The refinery has established a group of crudes for purchase, so that there are no
problems regarding their possible blending, and in order to be suitable for further
processing.

- All T; tanks are eligible for loading and supplying to CDU and Pipeline, and the
movement of crude among them is allowed.

- Cj tanks are immobilized (strategic stock) and will not participate in the
loading/unloading operations. Only once a year, the movement of crude among Ci and
Ti is made for maintaining them and to avoid problems with raw material in C;.

3 SIMULATING THE STORAGE SYSTEM MODELLED. AN IMPROVEMENT
PROPOSAL.

The operator in charge of the storage system will start the decision-making process whenever
a tanker arrival is scheduled by the refinery, needed supply to the pipeline or CDU, or every
certain period of time (set by the refinery). Depending on the stock level in each T; tank of the
system, the operator will schedule the operations to be performed on Ti; tanks.

In the presented study case in the paper, it is scheduled a tanker unloading at this moment
(because it is right now docked at the port): Tanker GENMAR SPYRIDON, ready to download
94,000 m2 of crude oil type "Castilla".

Then, the initial conditions of the storage system is fixed as shown in Table 1. After that,
we have analyzed the evolution of the stock in the set of T; and C; tanks, results obtained from
the simulation of the modelled system. We have established appropriate time sequences, in this
case has set a time-window of 24h (that includes the full unloading of the tanker - approx.
12h). As shown in table 2 and figure 2.
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Table 1: input data necessary for the study of the storage Ti tanks levels. Data provided by the refinery

Tank | Used Volume Empty Volume Operation Pumping rate Loading /
(m3) (m3) S(m3/h) Unloading time
(hours)

Cl 92,206.34 254.86 No

C2 91,992.97 468.23 No

C3 92,396.00 65.20 No

C4 91,803.30 657.90 No

C5 92,449.35 11.85 No

T1 67,141.06 25,320.14 No

12 717.17 91,744.03 Loading crude oil 8320 11.03 h

T3 25,646.13 66,815.07 No

T4 91,868.50 529.70 No

T5 83,120.25 9,340.95 Nominated for

loading crude oil

T6 37,506.06 54,955.14 No

77 41,761.64 50,699.56 Pumping to CDU 450 92.80 h

T8 8,179.26 84,281.94 Pumping to CDU 250 32.72h

79 80,749.45 11,711.75 No

T10 31,910.97 6,550.23 Pumping to T15 650 49.09 h
T11 18,450.75 7,410.45 Pumping to pipeline 670 27.54 h
TI2 50,272.81 42,188.39 Nominated for

pumping to pipeline

TI3 2,032,96 90,428.24 Pumping to pipeline 230 8.84 h

Ti4 67,745.61 24,715.59 Nominated for
pumping to pipeline
T15 717.17 82,800.19 Pumping from T10 650 127.38 h

Table 2: Results obtained from the simulation of crude oil storage until the arrival of a new oil tanker

Total Used Used volume in | Total used volume | Total empty
Volume (m3) CORES tanks in normal storage volume
tanks

t 1,069,432.2 460,847.958 616,763.62 745,438.79
t+1 1,076,152.32 460,847.958 615,304.36 738,718.79
t+2 1,082,872.318 460,847.958 622,024.36 731,998.79
t+3 1,089,592.318 460,847.958 628,744.36 725,278.79
t+23 1,223,992.318 460,847.958 763,144.36 590,878.79
t+24 1,230,712.318 460,847.958 769,864.36 584,158.79

From the results shown in Figure 2, can be noted the following issues:

The total used volume increases as a result of the crude oil unloaded from the tanker, which
has increased the total stock of the refinery. Actually, it increases the used volume of Ti tanks,
because the used volume of Ci tanks remains constant, due to its definition as a strategic reserve
of crude oil in the country.

As a real improvement for the modelled system, and in the way of optimizing the loading/
unloading process of tanks, we propose a division of the set of 20 tanks into three groups:

- Group 1: CORES (Ci) tanks for the storage of strategic reserves.

- Group 2: storage tanks for pumping to pipeline, P1- P7 (seven tanks)

- Group 3: storage tanks for loading the distillation unit (CDU), T1-T8 (eight tanks).

Always keeping the operative conditions previously defined, that is, all storage tanks can
receive load from tankers, and crude oil movements are permitted among all storage tanks.
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This proposal seems to reduce the operational flexibility of the system (facilities), because each
tank will se assigned to exclusive uses, but the benefits, which will be achieved in the short-
medium term of the system operation, are:

Simplicity in facility circuits, with greater clarity in the system operation.
Reduction of set-up times, operation and maintenance.
-Higher control and safer facilities (system).
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Figure 2: Simulated evolution of crude oil stocks in the Spanish refinery.
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Abstract: Real-world problems usually consist of different subproblems which are noticed to be
highly dependent between each other. The aim of traveling thief problem introduction was to
combine two well studied interdependent problems in order to imitate real-world conditions. In
this paper we study the suitability of the MASA algorithm for solving traveling thief problem.
The emphasis was on studying the influence of the number of items on the quality performance
of the MASA.

Keywords: MASA, treveling thief problem, traveling salesman problem, knapsack problem

1 Introduction

The transportation scheduling, which includes vehicle routing and items pick-up plan, is an
important real-world optimization problem. In general, large amounts of goods have to be
transported from one place to another as quickly as possible, with the limited number of
available vehicles, limited vehicle capacitances, and variable item values. This VRP-based
combinatorial optimization problem has been already solved by many approaches; like genetic
algorithm (GA) [1, 2] and ant-colony optimization [3, 4].

Most ot the real-world problems posses the following characteristics:

e Combination - they are actually constructed of two or more combined sub-problems;

e Interdependence - the solutions of the sub-problems are interdependent, since the solution
of one sub-problem influences the quality of the solution of other sub-problem(s).

Due to the above-mentioned interdependence solving one sub-problem to optimality, wi-
thout considering the other sub-problem, is not optimal in general. To have in general more
optimal approach in solving the transportation scheduling/routing problem we should model it
with the travelling thief problem (TTP). The TTP is a novel optimization problem proposed
by Bonyadi et al. [5] consisting of two well-known interdependent subproblems. The first is the
traveling salesman problem (TSP) [8] of finding Hamiltonian cycle with the smallest cost and
the second is the knapsack problem (KP) [9], a problem of picking items with a weight and a
value to fill a fixed capacity knapsack while maximizing the overall value. The aim of the TTP
is to maximize the value of picked items and minimize the time needed to visit all the cities.

The TTP was proposed with the aim of making a problem more similar to the real-world
problems - these usually consist of several interconnected subproblems. Two main approaches
to tackle such problems are as follows. In the first approach (atomistic), the problem is divided
into more subproblems where each of them is solved separately, while in the second holistic
approach all subproblems are solved together as one complex problem. Mei et al. [6] found that
the combination of TSP and KP in TTP can lead to much higher computational complexity
of the search. To reduce the computational complexity, they proposed to divide the entire
search into two stages. In the first stage they perform TSP search in order to find the shortest
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Hamiltonian cycle (tour) while in the second stage they perform KP search in order to find the
best picking plan under the given tour. In this paper we study the efficiency and suitability of
multilevel ant stigmergy algorithm for holistic approach to TTP problem solving.

2 Formal Definition of Traveling Thief Problem

The formal definition of traveling thief problem is as follows. There are n cities for which a
distance d; ; between any pair of cities 4, j is known. In each city 7 there are m; items and each
item k has assigned weight w;, and value p;r . The idea of TTP is to visit all cities exactly
once, at each visited city decide which items to pick, and end the path in the first visited city.
In order to carry picked items, the thief has a rented knapsack with capacity W. The goal of
the problem is to maximize the value of picked items and minimize the time needed to travel.
The time needed to travel from city i to city j is defined as t;; = d” where v; is the speed of
travel at city i. Speed v; depends on the current weight of the knapsack Wi, i.e. the weight
of items picked in the tour up until the city 7 is visited. It is calculated as v; = Ve — Wi,
where the constant v is defined as W and Vpmqr, Umin are maximum, minimum possible
speeds, respectively. To enhance the interdependence of subproblems, rent R is defined as the
fee the thief must pay for each travel time unit. Let x = (z1,...,24,...,2y), ; € {1,...,n}
be a tour and let §;; = 1 if item k is picked in the city 7 and 0 otherwise. Then, the objective
function of TTP is defined as

n m; n—1 dx i
Z =7 pundix Ganr Z oLy
i=1 k=1 zi

and is interpreted as the sum of values of all picked items in all cities, minus the travel time
multiplied by rent.

3 MASA Algorithm

The Multilevel Ant Stigmergy Algorithm (MASA) is an algorithm for solving discrete multi-
parameter problems [10] on graphs, where a search space is a connected, directed, non-weighted,
acyclic, rooted and ordered graph. The MASA is based on an ant stigmergy - a form of indirect
communication between ants. The algorithm exploits the idea of ants making the pheromone
traces in nature, its deposition on paths and its evaporation with time. Ants prefer to choose
paths with more pheromones. On that way, they direct their search toward more promising
areas. At the beginning of the search, the same amount of pheromone is on all paths in the
graph, resulting in ants choosing paths more or less randomly. After each iteration the paths
richer with pheromones found are awarded with more pheromones than the rest of them.

The main idea of the MASA is in multilevel approach, which consist of two parts: coarsening
of the graph into multilevel graph by merging vertices together in multiple steps and refinement
of previously coarsened multilevel graph with optimization being done on every level. An i-th
level of coarsened multilevel graph consists of a set of merged vertices after i-th step and edges
between them.

In order to solve Traveling thief problem by the MASA algorithm, some basic modifications
of the MASA were needed. The characteristics of the modified MASA are as follows. The
first level of a coarsened multilevel graph is a graph with vertices as cities and edges as paths
between them. In each step the process of coarsening pairs vertices in such a way that it is
constructed a half smaller level, where each vertex is a group of two vertices from the previous
level. In the case of odd number of vertices in the level, one newly created vertex consist of
only one vertex from the previous level. The process is repeated until the level with just a
few vertices is reached. Furthermore, in each level [, 1 < [ < L, there is an edge between two
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vertices u and v if in level [ — 1 there exist at least one edge connecting a vertex from the set of
vertices, which are in the next step merged into u, and a vertex from the set of vertices, which
are in the next step merged into v.

Algorithm 1: Pseudocode of MASA algorithm
input : Graph G = (V, E) where V is a set of vertices representing cities and F is a set
of edges that represent connections among cities.
output: The (near) optimal tour on all vertices of graph G with optimized picking plan.
1 Initialization of multilevel graph M with L levels, where G is its first level;
2 Coarsening of multilevel graph M;
for each level I of M do
for each pair P of closest vertices in | do
combine P into a new vertex at level (I + 1);
remove nodes in P from consideration for new pairs;

end

end
3 Optimization;

for each level |l of M do
while there are still improvements in best path of level [ do
All ants search a path on level [;
Ants deposit normalized amount of pheromone on edges in such a way, that
better paths get more pheromones;
Additionally deposit extra pheromones on edges of best paths of level [ (Elitism);
Evaporation of pheromones;

if | == 0 then
‘ All ants search the (sub)optimal picking plan for their paths;
end
end

Refinement of level [;
end

After the multilevel graph is constructed, the optimization phase is started. The optimi-
zation starts at the coarsest level L. At each level [, 1 < [ < L, the ant colony optimization
is used to find the best path and then the graph is refined by transferring pheromones from
the current level [ to the level [ — 1. At each level | with n; vertices, 4; iterations are allowed
and N; ants are created. Each ant is appointed a starting vertex and the next visited vertex
is chosen based on the probability rule. In the MASA algorithm, the probability of choosing
vertex k after visited vertex j in a given level [ is:

P(],k) = T J ]76 ,
Z;(Fﬁéz ’ dj,z)

where 0 < o < 00, 8 < 00, and F} i, d;  are the amount of pheromone on edge between vertices
j and k and a distance between vertices j and k, respectively.

After 4; iterations, ant colony returns the best path found on the level [. Refinement phase
is then started by putting pheromone on level [ — 1 in the following manner. Let by jk denote
an edge from vertex k to j. Further, let us assume jk in an edge on the shortest path in level [.
In the coarsening part of the algorithm vertices k1 and ks from level [ — 1 are merged into the
vertex k in level [, and similarly, vertices j; and jo from level [ — 1 are merged in vertex j in
level I. When putting amount of pheromone in level [ — 1, each edge of this path is processed
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by putting some amount of pheromone on all edges between the sub-vertices of vertex. After
the optimization and refinement are completed on all levels, the best path on the first level is
our solution.

The picking plan, i.e. the set of items we picked, is being constructed and constantly
evaluated by the ants. In the beginning of each level, a table T" with m rows and n columns is
constructed. Here, m represents the number of all items. The value of i-th row, j-th column
denotes how good, in percents, is the objective function if the item ¢ is picked j-th in order
(this means that the city that contains item 4 is visited j-th). Every time an ant chooses next
city, it also chooses which items to pick in that city. At the start, ants choose more or less
randomly, untill table 7" has been revised a few times. Then, they choose items according to
the table.

4 Performance Evaluation

4.1 Experimental Environment

The computer platform used to perform the experiments is based on an AMD Opteron ™
2.2-GHz processor, 16 GB of RAM, and the Microsoft® Windows® 8.1 operating system. The
algorithms are implemented in Sun Java 1.7.

4.2 Benchmark Set

The algorithms were tested on 5 instances of the benchmark set for TTP (see Table 1). The
benchmark instances were chosen such that the balance between subproblems TSP and KP is
kept, and that the influence of the number of items is tested.

Tabela 1: Description of the benchmark.

cities items

TB1 10 18
TB2 10 36
TB3 10 72
TB4 10 144
TBb5 20 18

4.3 Parameter Settings

The parameter settings were selected by conducting experimental runs and observing the be-
haviour of the algorithm. The following control parameters were used:

e the number of ants at level [, N; is n;/2, where n; is the number of nodes at level [

e the number of allowed iterations without improvement i; = n?/2. Absolute maximum of
allowed iterations without improvement is 100, even if 7; exceeds it.

e parameters weighting the influence of pheromone trails «, and distance on ant’s choice
of the next node S equals o =1, and =0

e the evaporation of pheromone trails evap = 0.99
e the minimum pheromone amount on edges p,,in, = 1 and the maximum pheromone amo-

unt on edges ppgr = 20
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e the number of best solutions kept at every iteration and every level ny,, = 3

4.4 Results

The authors of comprehensive benchmark set for the TTP [7] created two heuristics, which
solve each TTP subproblem separately. A simple heuristic (SH) which construct a solution
by processing and picking the items that maximize the objective value according to a given
tour and a simple (1 4 1) evolutionary algorithm (EA), where in contrast to SH no domain
knowledge is used. The results of MASA are compared with the results of EA.

Tabela 2: The optimization results for MASA and EA.

MASA EA
best mean worst, std best mean  worst std

TB1 39.57 16.83 6.04 12.06 28.30 28.30 28.30 0.00
TB2 90.58 65.11 4846 14.49 80.68 80.68 80.68 0.00
TB3 108.71 101.08 84.05 10.22 130.52 130.52 130.52  0.00
TB4 158.25 118.09 107.64 19.55 15197 151.08 151.86 0.88
TB5 -47.52 -71.62 -95.15 17.78 -178.50 -178.50 -178.50 0.00

The best, mean and the worst objective values for the MASA and the EA algorithms are
compared in Table 2. The results show that the MASA is capable of solving these small
instances of the TTP. In all five cases the MASA outperforms the EA. However, it is also
obvious that with the growing number of items the difference between the MASA and EA is
decreasing.

5 Conclusion and Future Work

In this paper we studied suitability of the MASA algorithm for Traveling thief problem. We
compared the MASA with the EA on several small instances of the problem. It was shown
that the increasing number of items decreases the performance of the MASA.

Besides improving the performance of the MASA for larger instances of the problem, we
should also consider the computational improvements in the sense of parallelizing the MASA.

In the future, we also want to tackle the problem in the way it was proposed, i.e. with
holistic approach for solving TTP, where interdependencies of TSP and KP are taken into
account.
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Abstract: The paper presents a multiobjective optimization approach to process parameter
optimization in continuous casting of steel, which is the most widely used steel production
process. The optimization task is to find parameter values such that the target values of the
empirical metallurgical optimization criteria are approached as closely as possible, since this in
turn results in high quality of the cast steel. The problem is being solved with a multiobjective
evolutionary algorithm coupled with a numerical simulator of the casting process. The resulting
trade-off solutions are visualized to support decision-making about the preferred solutions.

Keywords: continuous casting of steel, process parameters, product quality, multiobjective
optimization, Pareto dominance, DEMO algorithm

1 INTRODUCTION

Contemporary material production strongly depends on numerical methods and computer sup-
port. Numerical simulators are a prerequisite for performing computer experiments and enable
insight into process evolution. Moreover, coupled with efficient optimization algorithms, they
make it possible to automate process parameter optimization, improve material properties,
increase productivity and reduce production costs.

An example of a material production process to which modern computational approaches
are being intensively applied is continuous casting of steel. Here molten steel is cooled and
shaped into various semifinished products. To produce high-quality steel, it is crucial to prop-
erly control the metal flow and heat extraction during the process execution. They depend
on several process parameters, such as the casting speed and coolant flows. However, finding
the optimal values of process parameters is hard because of several obstacles. Above all, the
number of possible parameter settings grows exponentially with the number of considered pa-
rameters, the criteria are conflicting, and on-site parameter tuning is infeasible as it may be
expensive and even dangerous. The simulator-optimizer coupling is a reasonable alternative to
deal with the problem.

In the past, a common way of solving optimization problems with multiple objectives was
to aggregate the objectives into a single cost function and solve the simplified problem with a
suitable single-objective optimization method. Nowadays it is becoming an increasingly popular
practice to address such problems in their original multiobjective form. For this purpose,
population-based metaheuristics capable of finding sets of trade-off solutions in a single run,
such as evolutionary algorithms and particle swarm optimizers, are typically used.

In this paper we report on multiobjective optimization of process parameters on a steel
casting machine where the task is to find parameter settings that maximize the quality of
the cast steel given the empirically defined quality indicators. An optimization environment
consisting of a numerical process simulator and an evolutionary-algorithm-based optimizer,
equipped with result visualization capability, was developed and installed at a steel plant
where it was evaluated in continuous casting of a selected steel grade. The paper introduces
the related work, presents the optimization problem, reports on the experimental setup and
the obtained results, and, in the conclusion, summarizes the study and suggests future work.
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2 RELATED WORK

Evolutionary multiobjective optimization algorithms (EMOAs) are widely used in industry to
optimize various devices and processes. A comprehensive literature survey on the applications
of EMOAs in materials science and engineering is presented in [1]. Here we focus on the
optimization problems related to continuous steel casting process. The purpose of optimization
is to find parameter settings (controls) that result in improved steel quality, reduced defects,
minimized bulgings, or optimize specific parameters, such as the lubrication index and peak
friction. If the constraints describing the technological requirements result in an empty set of
feasible controls, the optimization problem is usually reformulated into finding a control that
violates the constraints as little as possible.

To obtain high-quality cast steel, various algorithms and approaches are applied to different
(sub)sets of process parameters. In [5], the authors used multiobjective ant-colony system to
optimize the billet surface temperatures and the length of the liquid core. Both objectives
were calculated as a difference between the actual and the target values. Additional examples
of optimizing the casting process performance are presented in [9] and [10] where a genetic
algorithm employing a knowledge base of operational parameters is used.

In [3], two variants of an evolutionary algorithm (generational and steady state) and the
downhill-simplex method were applied to significantly improve the manual settings of coolant
flows. The work continued in [4] where the core length and temperature deviations in the casting
process were optimized with an EMOA called DEMO [8]. On a similar problem exhaustive
search and DEMO were evaluated with various discretization steps for parameter settings [6].
The results, analyzed in view of effectiveness and efficiency, showed that the most suitable way
to solve such optimization problems is to apply a stochastic optimization approach on the finest
reasonable discretization.

3 OPTIMIZATION PROBLEM

Continuous casting of steel is a complex metallurgical process that starts with molten steel
being transported from an electric furnace and poured into the ladle and further led through
the tundish which serves as a buffer for the liquid steel. The material flow continues into the
mold. Cooling water flowing through the channels in the walls of the mold extracts heat from
steel and initiates its solidification. Liquid steel with a thin solid shell, called the strand, exits
the base of the mold and enters the cooling chamber where it is supported by water-cooled
rollers and sprayed with water from the wreath and spray cooling systems. Heat extraction
and solidification continue, and at the exit from the casting machine solidified steel is cut into
billets of the desired length.

The quality of the cast steel depends on appropriate process control, specifically, on proper
tuning of the process parameters. According to the empirical knowledge from steel produc-
tion, the crucial process parameters include the casting speed, the change of the mold coolant
temperature, and the coolant flows in the wreath and spray systems. On the other hand, the
three key indicators of the process suitability and, consequently, the expected steel quality, are
the length of the liquid core in the strand, known as the metallurgical length, the thickness of
the solid shell at the mold exit, and the strand surface temperature at the unbending point.

Based on these observations, we formulated a multiobjective optimization problem, involv-
ing input variables (process parameters), output variables (quality indicators), and the desired
output values. Both input and output variables are also provided with their boundary con-
straints. The task is to find the input variable settings resulting in the values of output variables
as close as possible to the desired values.

Formally, given N input variables and M output variables, feasible solutions are the ones

that satisfy the boundary constraints for each input variable x;, x?ﬁn <z <z"™i=1,...,N,
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Table 1: Input variables, their boundary constraints and discretization steps.

Variable Lower bound | Upper bound | Discretization
Casting speed [m/min] 1.0 1.2 0.01
Change of the mold coolant temperature [°C| 5 9 1
Wreath system coolant flow [1/min] 20 40 5
Spray system coolant flow [I/min] 40 70 5

Table 2: Output variables, their bounds and desired values.

Variable Lower bound | Upper bound | Desired value
Metallurgical length [m] 10 12 10.5
Shell thickness [mm] 11 17 14
Surface temperature [°C] 1100 1140 1120

max

and each output variable y;, y?n“ <y <y, j=1,...,M. Provided that an output variable

is feasible, the corresponding optimization criterion (objective) f; € [0, 1] is defined as

ly; — ;|
f] = max __ ,,min’ (1)
j Yj

where y7 is the desired vaue of y;. The goal of otimization is to find the values of input variables
that minimize the objectives.

4 EXPERIMENTAL SETUP

The above problem formulation was applied to the continuous casting process conducted at a
specific steel plant where the considered steel grade was 70MnVS4. The optimization problem
was approached using an integrated simulator-optimizer software environment named VizEMO-
Steel [11]. As a simulator a numerical model of the steel casting process [12] was used, and
the optimization procedure was the Differential Evolution for Multiobjective Optimization
(DEMO) algorithm [8].

Given the values of input variables together with their boundary constraints and discretiza-
tion steps (as listed in Table 1), the simulator numerically evaluates the casting process and
returns the values of output variables. They are shown in Table 2 together with their lower
and upper bounds and desired values as provided by engineers at the plant. Each output value
is checked for satisfying the boundary constraints and, if feasible, mapped into a corresponding
objective value according to Eq. 1.

DEMO is a population-based algorithm designed for numerical multiobjective optimization.
It assumes candidate solutions are encoded as real-valued vectors and creates new solutions
from the existing ones using vector addition and scalar multiplication. After creation of a
candidate, the candidate and its parent are compared using the Pareto dominance relation. If
the candidate dominates the parent, it replaces the parent in the current population. If the
parent dominates the candidate, the candidate is discarded. Otherwise, when the candidate
and its parent are incomparable, the candidate is added to the population. After constructing
candidates for each parent individual in the population, the population size possibly exceeds
the predefined value. In this case, the population is truncated to the original size using the
nondominated sorting procedure and the crowding distance metric known from NSGA-IT [2].

The algorithm parameter values in this study were as follows: population size 50, number
of solution evaluations 3000, scaling factor 0.5, and crossover probability 0.3.
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5 RESULTS

This section presents and discusses the results of the performed optimization experiment. Fig-
ure 1(a) shows the value of the hypervolume indicator over 60 generations of the algorithm
execution. We can see that the algorithm is able to converge rather quickly to a hypervolume
value that is close to the best value achieved. After generation 30 only minor improvements
in the hypervolume indicator can be observed. This implies that in order to save some time
without significantly deteriorating the results, we could have stopped the algorithm earlier.
Note that the entire run (3000 sequential solution evaluations) took approximately 6.5 days on
a 1.9-GHz Intel Xeon server with 32 GB RAM.

6.4 T T T T T
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6.3 surface temperature [°C] Nondominated solutions
%
6.2 20 i
£ 61 15
=2
2 10
g
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:'>:‘ 5.9
5.8 0
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(a) algorithm performance (b) nondominated solutions

Figure 1: Final results: (a) algorithm performance in terms of the hypervolume indicator and (b)
resulting nondominated solutions in the objective space.

Of the 3000 explored solutions, 2090 were feasible and 282 mutually nondominated. The
latter are presented in Figure 1(b). The nondominated solutions form three distinct ’strips’
in the objective space, which is caused by the discretization of input variables. Figure 2(a)
reveals that the shorter strip is actually longer, but only its small part consists of nondominated
solutions. Intrigued by the fact that these strips of solutions cross each other in the objective
space, we visualized all solutions also in the output variable space. The resulting plot can
be seen in Figure 2(b). The solutions are again positioned in strips, but they appear more
parallel, which better fits the physics behind the steel casting process. Clearly, the shape of
the nondominated front depends on the calculation of objectives from the output variables.

Finally, Figure 3 presents all nondominated solutions in the parallel coordinates plot, which
connects the values of the input and output variables for each solution. By interacting with
this plot, it is easy to see that the three strips containing nondominated solutions correspond
to three different values of the input variable 'Change of the water temperature in the mold’.
The parallel coordinates plot is of great help to the decision maker when (s)he needs to select
the preferred solutions out of all nondominated ones.

6 CONCLUSION

Quality standards in the steel industry are becoming increasingly stringent, and in continuous
casting of steel optimization of process parameters is crucial for achieving high product quality.
At contemporary steel plants this optimization is carried out through virtual experimentation
involving numerical simulators of the production process and advanced optimization techniques.
In this study, the traditional single-objective treatment of the problem that involves multiple
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Figure 2: All explored, feasible and nondominated solutions in the (a) objective and (b) output variable
space.

Figure 3: Screenshot of the parallel coordinates plot from VizEMO-Steel showing the connection
between input and output variables for the nondominated solutions. Emphasized (blue) solutions cor-
respond to value 8.0 of the input variable ’Change of the water temperature in the mold’.

criteria was replaced with multiobjective optimization as performed by an iterative population-
based technique. Specifically, the DEMO algorithm coupled with a numerical process simulator
was deployed in tuning critical process parameters with respect to three indicators of the prod-
uct quality. The study assumes steady-state process conditions, where the optimization results
are mainly intended to analyze the process and evaluate the casting machine performance, and
not control the process itself.

The simulator-optimizer environment was equipped with a visualization tool and experi-
mentally installed at a steel plant. As illustrated in this paper for a specific steel grade, the
resulting approximation sets of Pareto optimal fronts offer an informative insight into process
properties and, when appropriately visualized, support decision making about the final param-
eter setting to be applied. The decision depends on the user preferences that may change from
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one order to another.

As a key direction for future work, the presented optimization environment will be extended

by involving a surrogate model to reliably approximate the process at a significantly lower com-
putational cost than the currently used numerical simulator. This will increase the efficiency
of the optimization procedure, which is an imperative for its regular deployment in practice.
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Abstract: This contribution describes the novel algorithm developed within a factory floor layout
optimisation project. The goal of optimisation was the reduction of costs of product transport between
machines by reducing the product travel distance and consequently the utilization of human and
transport resources. Limiting factors are the costs of relocating the machines to the optimal positions.
We have analysed the current state of the manufacturing system by developing a detailed discrete event
simulation (DES) model. The DES model was then used to verify and compare optimisation methods
and algorithms. We have developed a novel heuristic algorithm, based on force-directed graph drawing
algorithms which has produced significantly improved floor layouts.

Keywords: Layout optimisation, heuristics, discrete event simulation, force-directed graphs
1 INTRODUCION

This contribution describes the novel algorithm developed within an internal logistics
optimisation project in a special furniture manufacturing company. The algorithm was
developed and tested using a discrete event simulation (DES) model of the factory. Our goal
was to investigate how the layout of machines on the factory floor affects the efficiency and
costs of manufacturing processes. In this paper we investigate the problem by minimising two
dependant criteria. The considered criteria are the total costs of one-time machine relocation
and the labour costs in transport of products between the machines as a result of changes in
machine relocation. To be able to solve the optimisation, we have developed a novel heuristic
method that is based on force-directed graph drawing algorithms. The optimisation method
significantly reduces total transport costs on a longer time period.

The structure of the paper is as follows: In this section we highlight the optimisation
problem and our developed optimisation method, and give a review of literature that
investigates related problems. In Section 2 we describe the optimisation problem and the
resulting novel layout optimisation method. Section 3 contains results of the optimisation
project and discussion of the project results.

1.1 Problem presentation

The client company has been manufacturing furniture for more than half a century. During that
time, customer demands changed while size of orders and quality requirements grew. New
machines were added to the factory as needed and placed within available floor space. Machine
placements were determined by experience of foremen and typically never changed. No
systematic analysis and optimisation of factory floor machine layout has been done by the
company.

Our task in the project was to develop a better factory floor machine layout that would fit
the current production needs and order projections for the next time period. Approximately 120

105



relevant machines are located in the factory. The company catalogue contains more than 30,000
different products. Every product is manufactured according to the prescribed bill of materials.
The technical procedure data include lists of suitable machines for each operation, machine
setup and machine operation duration times.

The costs of manufacturing can be reduced by decreasing the need for labour in the transport
of products between machines through better machine placement, i.e. factory layout. However,
relocation of a machine is a difficult and costly measure and disrupts the manufacturing
process. Therefore it makes economic sense to move a machine only if the relocation will
considerably reduce product travel distance and consequently the need for labour. Namely,
relocating the machines is associated with additional expenses: moving the machine m; costs
gi amount of currency. Presumably, good candidates for relocation are machines with high
product flows.

Let ﬁj be flow of products between a pair of machines m;, m;, i = 1,2, ..., N. Flow fij
represents the total amount of volume of products that was directly transported between these
two machines (the data are obtained from discrete simulation model). From the product flow
fi ; We straightforwardly compute cost flow f;;, i.e., cost to move all products between the two
machines for distance of 1 m. The distances between the machines are yet not known and are
obtained from the optimisation of the factory floor layout. To reduce the overall costs we need
to solve the following optimisation problem

min <21i\,]j=1fij ~d(xy, x;) +21iv=1gi>.

X1,X2,..0X T
{x1.x2,...xN} i

where x; represents position of machine m; and d is a distance functional.

We developed a novel method that is based on force-directed graph drawing algorithms.
These algorithms, also referred to as 'spring embedders', are methods for visual representation
of graphs (networks) [1]. The basic idea of these methods is to apply attractive and repulsive
forces between the nodes of the graph. As forces are applied to the graph, the nodes start to
move toward a configuration that has a local minimum of overall energy.

The developed method allows arbitrary granularity of locations, arbitrary facility sizes,
custom criteria optimisation function. In our method, nodes of the graph represent facilities
and edges represent overall costs of products for the corresponding machines. By adding
attractive forces to edges and repulsive forces between the nearby nodes, the overall system
tends to minimise energy similar to the sought functional Zli\,]j=1fij -d(x;,x) + XL, 95

1.2 Previous research (review of literature)

Simulation is commonly used for the evaluation of scenarios [8][4][12]. Several papers deal
with factory layout optimisation, with paper [2] stating that multi-product enterprises requires
anew generation of factory layouts that are flexible, modular, and easy to reconfigure. Debevec
et al. [3] describe a new method (POVEIR) aimed at optimisation of manufacturing processes
in SMEs that is based on a DES simulation model. Layout optimisation problem is identified
as a hard Combinatorial Optimization Problem, prompting the use of heuristic methods such
as evolutionary optimisation and simulated annealing [11]. A novel particle swarm
optimization method is proposed by [6] for intelligent design of an unconstrained layout in
flexible manufacturing systems.

Factory layout design optimisation is further discussed in [9][10][5]. Authors [9] propose a
new facility layout design model to optimise material handling costs. Sources [10] and [5]
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propose genetic algorithm based solutions to respond to the changes in product design, mix
and volume in a continuously evolving work environment.

Class of force-directed methods are one of the most commonly used methods for graph
drawing (see [1][7] and references therein).

2 OPTIMISATION PROBLEM

Factory floor is described as a region € in the plane R%. We simplify the problem by restricting
() to the rectangular shape. Let us enumerate the machines by m;, i = 1,2, ..., N. Position of
machine m; is described by point x;: = (x;,y;) € R2.

Each machine takes certain amount of space on the floor. This can be conveniently described
by a metric rectangular-like ball B,., (x;) with radius r; and centre x; in c-norm L,

By, (x):= {(XJ’) € R [[(x,¥), xilloo := max{|x — x;|, |y — ¥} <7 } )

For every pair of machines m; and m;, i,j = 1,2, ..., N, we obtain a flow of volume of products
fij = 0 as aresult of the simulation of the manufacturing processes.
Manhattan distance d(x;, x;) between the pair of machines m; and m; is defined as

d(x;, %) == ||x; — xj”1 = |x; — x| + |lyi — y;l- (2

Relocation costs for machine m; from original position x; to x; is defined as a value g; > 0
if d(x;, x;) # 0 and zero cost otherwise. Costs g; were obtained from company planners who
consider several criteria such as switching on and off the machine, construction work,
resupplying costs, cleaning, etc.

The optimisation problem of minimising the total distance is described as

N N
mian} Z fij . d(xi,xj) + z gi(xi, x7) |, (3)

{xll X2, L. L. e
1,j=1, i#j i=1

where positions x; must satisfy the non-intersecting conditions

for every i # j and machines must stay within prescribed region Q:
B, (x;) € Q (5)

foreveryi =1,2,...,N.
2.1 The algorithm

In this section we present a heuristic optimisation algorithm for solving (3) by assigning
positions x; to machines m; that is based on force-directed graph drawing methods. Graph G,
representing a new machine layout, is constructed gradually during simulation. The machines
are placed randomly and then move according to the applied forces in the system and converge
to configuration with a local minimum of the overall energy. After the systems converges or
the maximum number of iterations is reached, the simulation ends.

Graph G = (V, E) consists of sets of nodes V = {v;}; and edges E = {eif}ij' Every machine

m, is presented as a node v;. Edges e;; represent direct mutual transactions of products between
m; and m]
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To every node v; we prescribe the corresponding repelling force F;; to all other nodes v,

Xi — X;

=y (I =, ) o
] o

(6)

where H;; is a positive monotonically decreasing function. Repulsive forces keep the nodes
away from each other since we want sufficient space between the machines. For our model we
chose

oy _fe (=1 r<mn

Hy) = | T TS ™)
and c,, r; are distance influence parameters.

For every pair of neighbouring nodes v;, v; we define a weighted edge e;; with weight w(e;;) =
fij- Attractive force between the nodes is defined as

Gljz—ﬁ](x]—xl) (8)
Attractive forces move the nodes with large edge weights closer to each other so that the
expression f;; - ||x; — x; ||1 which represents a part of the overall product distance, has a small
value.

Relocation costs have a discontinuous jump from O to g;. Forces I; representing relocation
costs need to be modeled in a continuous way,

[ = {gi dist(x;, x;)/dy, dist(x;,x;) <d,
' gi dist(xi,x'i) = dO’

©9)

otherwise the simulation would start to tremble. In our case, the threshold parameter d, is set
to 5 m.

To keep the nodes inside the prescribed location Q, we also need to define forces that pull
the nodes back to the interior if they are outside the prescribed region Q,

] L { 0, Xi € )
L dist(xl-,Q), Xi ¢ Q)
and dist is a functional measuring the distance between the objects.

The simulation starts with region Q empty. Nodes and edges are added to the graph G
gradually during simulation. New position of nodes are computed every iteration as

(10)

xi=xi+6- ZFU-I_ Z Gij+1i+]i , (11)
‘UjEBi UjENG(‘Ui)
i=1,2,..,|V|, where § is constant parameter, B; is as a set of vertices in the neighbourhood of
v; and Ng (v;) is a set of nodes adjacent to v;.

In the final stage of the optimisation, forces I; are set to zero if dist(x;, Q) = d, (the
machine should be moved and it is better to be closer to other machines, defined by forces G;;).

If dist(x;, Q) < d, the machine m; is returned to original position x; and fixed there.
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3 RESULTS

For our furniture factory floor layout we tested the algorithm for three observed time intervals:
one year, three years and ten years. The distances between the machines were optimised by the
algorithm to obtain the lowest overall costs. The results of optimisation are presented in Table
1. As expected, for longer time periods it is better to move more machines and relative cost
savings are larger (1 %, 5% and 27 %, respectively).

Table 1: Overall costs and number of moved machines for different factory floor layouts.

Time Number of
interval Layout Cost moved machines
1 year current 49,580 € 0
1 year optimal 49,000 € 9
3 years current 137,800 € 0
3 years optimal 131,500 € 28
10 years current 459,500 € 0
10 years optimal | 336,400 € 54

Comparison of original and optimised factory floor can be observed on Fig. 1 and Fig. 2,
respectively.

Figure 1: Original machine layout.

Figure 2: Machine layout after optimisation for 10 years period optimisation.
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4 CONCLUSIONS

The described force-directed graph drawing optimisation heuristic method has been used to
generate several new factory layouts which have been validated by the factory planners. The
optimisation method allows the company to significantly reduce the product transport costs by
decreasing the number of workers performing in-factory transport of products. The reduction
considers the costs of machine relocation, i.e. only the most relevant machines are moved.
Considerable cost reduction can be reached on a larger time scale (e.g. ten years). The factory
layouts will be further refined and implemented in the course of ongoing micro-logistic
optimisation project.
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MOBILE TEAMS PROBLEM
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Abstract: Recently a paper about the Travelling Thief Problem has sparked some interest in
combining already considered problems; it combines Travelling Salesman Problem and Knap-
sack Problem. This paper introduces the Mobile Teams Problem, which is a combination of
Vehicle Routing Problem and Job Scheduling Problem. The Mobile Teams Problem describes
real-life routing and scheduling optimization problems that many companies face on a daily
basis.

Keywords: Vehicle Routing Problem, Job Scheduling Problem, Travelling Thief Problem,
Mobile Teams Problem

1 Motivation

One of the reasons to introduce Travelling Thief Problem (TTP) [2] was the need to define
optimization problems that are closer to reality. In many industries, e.g. logistics, we encounter
optimization problems, which are much more complex than usual problems in textbooks. For
example: when vehicle routes are constructed loading constraints (dimensions of various items,
some items may be crushed when stacked, etc.) have to be taken into account.

One of the ways to describe real-life problems is by compositing various already defined
problems. The TTP was defined as composition of two very well known problems: the Travel-
ling Salesman Problem and the Knapsack Problem. The TTP has two variants which differ in
the way how they are composed: TT P; defines a rent which has to be paid for the use of the
knapsack, while TT' P, takes decreasing value of the picked items into account. It is interesting
to examine the properties of various compositions — how the types of composed problems and
the way they are composed influences the resulting problem. Both subproblems of TTP are
NP-hard. All such problems are difficult to solve (no algorithm of polynomial complexity for
finding optimal solutions is known), and are also related to each other (there exists a polynomial
transformation between each pair of them). However, some problems are more closely related
than others — the transformation can be more or less ‘natural’. TTP is composed of two quite
different problems — what about composing two that are more similar? The Vehicle Routing
Problem (VRP) and the Job Shop (Scheduling) Problem (JSP) can (almost) be translated into
each other in a rather natural way — vehicles translate into machines, locations into jobs [1].
Each solution proposes the sets and sequence of locations (jobs) for the vehicles (machines).

We are about to define the Mobile Teams Problem (MTP) which is about routing and
scheduling vehicles (and workers) so that requested jobs in specific locations are executed.
There are many real-life problems, which can be described as MTP - dispatching and schedul-
ing of construction (building sites, repairing) and installation (cable TV and internet) teams.
For instance, in the case of construction business, a company may have several construction
sites and several vehicles with different functionalities (digging, concrete mixers, transport of
material). Sequences of jobs have to be performed at construction sites (e.g. a hole has to
be dug, then concrete has to be poured in the hole for the foundation, then the bricks have
to be delivered, walls have to be built and finally the roof has to be tiled). In the cable TV
installation case, the tasks that need to be done are: drilling holes, inserting cables, connecting
cables to set-top boxes and finalizing the installation.

2 Definitions

Let us refresh the definitions of the subproblems.

111



JSP [6]

e M = M, -+ M,, is a set of machines;

e J=Jy, --J, is a set of jobs;

e O =01, -0y is a set of operations, belonging to jobs;

We will also use the following notation: Jo, is the job to which operation O; belongs, Mo,
is the machine on which operation O; is to be processed, tp, is the start time for operation
O; and po, is the processing time for operation O;. Ciyee is the makespan (the time from the
beginning to completion of all operations). On O a binary relation — is defined that represents
precedence constraints between operations of the same job. If O; — Oy, then Jo, = Jo, and
there is no Oy, satisfying O; — Oy, or Oy, — Oj (operation O; is the predecessor of operation
O;). Thus, if O; — O;, then M; # M; by the JSP specifications.

The problem of optimal job shop scheduling is to find a starting time ¢p, for each operation
O; € O such that

g}gg(tOi 'H?Oi) = Cma:r;

is minimised subject to:

YO, € O : to, >0 (1)
Y0;,0; € 0,0; — O; : to, > to, + po, (2)
V0O;,0; € O,0; # Oj, Mo, = Moj : (tO]- > to, + po,) V (to, > lo, —I—poj) (3)

The conditions 2 express precedence constraints which represent technological link-up of
operations within the same task. The conditions 3 express machine capacity constraints, i.e.
each machine can process at most one operation at a time.

VRP [3]
There is a set of n ‘station points’ P;j(i = 1,2,---,n) to which deliveries are made from
point P, , called the ‘terminal point’. A ‘Distance Matrix’ [D] = [d;;] is given which specifies

the distance d;; = dj; between every pair of points (7,7 = 0,1,---,n). A ‘Delivery Vector’
(Q) = (g;) is given which specifies the amount g; to be delivered to every point P;(i = 1,2...n).
The truck capacity is C', where C' > max¢;. If z;; = z;; = 1 is interpreted to mean that points
P; and P; are paired (i,j = 0,1,---,n) and if 2;; = ;; = 0 means that the points are not
paired, one obtains the condition

n
Y owi=1(i=12--n)
=0

since every point P; is either connected with P, or at most one other point P;. Furthermore,
by definition, z;; = 0 for every ¢ = 0,1,---,n. The problem is to find those values of z;; which
make the total distance .
D= Z dijl‘ij

1,J=0

a minimum under the conditions specified above.

2.1 Mobile Teams Problem (MTP)
Let us define MTP as composition of VRP and JSP. We have:

e n locations L = {ly,---,l,},

° ijbS J = {jl)' "7jm}a
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e my operation O = {Oy,- -, Op, }, which are parts of jobs,
e k vehicles V = {vy, -+, vg},
o [skills S = {s1, -, 5}

We need to visit all locations, where we need to do some jobs. Each location has at least one
operation (part of a job, so mga > n) which also requires a specific skill to be executed. Each
driver / vehicle has some skills, which are required for certain operations.

The VRP part is:

e a matrix T = [t;;] shows the travelling time between all pairs of locations.
The JSP part is:
e cach operation O; has specific duration d;;

e precedence relations — to be fulfilled (O; — O; means that O; has to be finished before
O; starts).

Additional data, connecting both parts together, are:
e cach operation has to be performed at specific locations (O; at [});
e cach vehicle (driver) has some of the skills vy = {s,,- -, s, };
e each operation O; requires certain skill (ss) to be finished;

Let us also use notation Oj meaning this operation has to be performed on location I
and requires skill s. j = {O; — .-+ — O;} means that job j consists of sequence of several
operations.

The solution to our problem is a schedule, consisting of two types of tasks: travelling
between locations (#(l1,l2)) and performing an operation at a location (O(O1,l1)). Just the
sequence of locations/performed operations is not enough, since we need to make sure the
precedence relations are respected - therefore time component needs to be included. We will
assume that each task is finished as soon as possible, but there may be some waiting time
between tasks. Also, the schedule should tell us the departure and arrival time back to the
original location (depot).

Optimization goal of VRP is usually the travelled distance (or overall costs), while the JSP
usually optimizes makespan - all jobs should be completed as fast as possible. We are interested
in a goal which would be suitable for the composed problem. The goal of the optimization may
be minimization of a scalar value (makespan, total working time, etc.) or many Pareto-non-
comparable solutions, based on several objectives (number of used vehicles, time, distance,
overall costs, etc.). Very often it is really difficult to specify a single criterion for the quality of
the solution, so multi-objective optimization can be very useful.

3 Approaches for solving

The VRP and the JSP are NP-hard problems. The MTP problem is composition of both of
them. We can reduce MTP to one of its subproblems by specifying some trivial values for
the other subproblem; therefore the MTP is (at least) NP-hard, so we need to use heuristic
approaches for solving it.

These kind of optimization problems are usually encountered in large companies (e.g. Tel-
cos) which have fleets of several hundreds of vehicles. On the other hand, chains of operations
that need to be performed, are typically short. This is why real-life problems are usually solved
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Figure 1: Graph representation of the network, used in the example

with VRP solvers, using additional constraints. However, if jobs have long chains of operations,
it is much more difficult to find a good solution. Industry often solves this by breaking jobs into
shorter operation chains, and assigning larger crew of workers (with many skills) to a vehicle,
thus decreasing the need to schedule the workers. However, there is often a lot of redundant
resources (workers) in such cases.

The article [1] discusses the effectiveness of different solvers for different types of problems:
if the problem is more similar to pure JSP, then scheduling solvers are more effective, and
if it is closer to VRP, then routing solvers are more effective. The ‘prevailing’ component of
the problem probably influences which heuristic will be most effective. The main ‘difference’
between JSP and VRP is the precedence relation. So - if there are many precedence relations
between the jobs, we expect the scheduling approach to be more efficient; if not, routing solvers
will probably do the job. However, this still has to be experimentally tested and investigated
further.

4 Example

A practical example (Figure 1) of the MTP is presented: we have 8 locations [ to lg where
some operations need to be executed and a starting location ly; we have a vehicle and driver
v1 with skill s; and vy with skill so; there are several jobs: j; = O% — 052,, Jo = O% — 0(25,
J3 = O% — O% and j4 = O — Oé. Let d; = 1 for all operations, and T1o = To3 = T34 = Ty1 =
Tse = To7 = Trs = Tgs = 2 and T5 = Tog = T37 = Tug = Tor = Tos = 1.

An optimal solution in this example is represented with a schedule:

vt (lo, O)’ (t(l07 ll)v O)’ (O(O%)v 1)’ (t(llv lz), 2)’ (O(O%)v 4)’ (t(l2a l7)’ 5)7 (O(O%)v 10)5

(t(l77 l8)7 11)7 (O(Oé), 13)7 (t(l& lO)v 14)? (l07 17)

v2: (lOv 0)’ (t(l07 15)7 0)’ (O(Og)v 2)’ (t(lfn 14)7 3)7 (O(OZ)v 6)7 (t(l4a l3)’ 7)7 (O(O%), 9)7

(t(l37 l6)7 10)7 (O(Og)> 13)7 (t(lﬁa lO)v 14)a (l07 17)'

If we take makespan as our optimization goal, we have reached value 17 with this solution.

If we would optimize just a subproblem, a solution for JSP may be

i 01,0101, 0}

vy: 03,0%,02, 02

or solution for VRP

V1 lo, ll, l2, lg, l4, ll, l()

V9. lo, l5, 16, l7, lg, l5, l().

However, both these (sub)solutions would construct a solution which is worse that the one
presented above. This example shows that optimal solutions for the subproblems don’t form
an optimal solution for the composed problem, similar as in the TTP.
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5 Conclusions and further work

A new problem, MTP, which composes VRP and JSP, is introduced. This problem has many
practical applications - routing and scheduling teams in construction, maintenance, installation
business. Some approaches for solving the problem have been suggested, but empirical tests
still need to be performed. Additional constraints can be added to the simple formulation
presented above in order to introduce time windows for specific jobs, different starting points
for different vehicles, and other constraints, originating from real-life problems.

It would be interesting to determine what kind of composition of subproblems ensures or
forbids optimality of composed problem solutions obtained from optimal solutions of subprob-
lems.

Another important question is: what can we say about the complexity of composed prob-
lems? It seems obvious that a composed problem is at least as difficult as any of its subproblems
— we can reduce the composed problem to the subproblem. However, the composed problem
may become much more difficult. An example is Constrained Shortest Path Problem. If we are
looking for a shortest path, or a path with cost under a predefined budget, we know effective
algorithms which can find the solution in polynomial time. However, when we combine these
two problems, we get Constrained Shortest Path Problem, which is NP-complete. Can we
determine what kind of composition will result in specific properties of the resulting problem?
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Abstract: This study presents a hybrid genetic and simulated annealing algorithm (HGSA) to solve
scheduling problem in hybrid manufacturing environment. The hybrid manufacturing scheduling
problem (HMSP) is a strongly NP-hard combinatorial optimization problem. Nature of this problem is
appropriate to handle via evolutionary algorithms (EAs). Genetic algorithm (GA) is mostly known
effective population based metaheuristic (P-metaheuristic) of this category and has a powerful
diversification property. On the other hand, simulated annealing (SA) is one of the most using single
solution based metaheuristic (S-metaheuristic) and has a powerful convergence property. Taking all
above mentioned point into consideration, hybrid GA&SA algorithm is developed to handle HMSP
problem in this research. A comparison was made between GA and HGSA in terms of solving same
problem. Simulation results show that the HGSA has more rapid convergence speed and better
searching ability to find an appropriate solution in a reasonable amount of time.

Keywords: Hybrid Manufacturing Systems, Metaheuristic Algorithms, Genetic algorithm, Simulated
Annealing Algorithm, Scheduling

1 INTRODUCTION

Hybrid manufacturing systems (HMS) which show typical properties of real manufacturing
environment, are consist of manufacturing or assembly cells and functional layout
(generally job-shop type). Because of the similarity with real manufacturing environments,
scheduling applications of HMS should be handled by practitioners and academicians. The
HMSP is not one of the most well-known production planning problem but a typical NP-hard
combinatorial optimization problem with strong engineering background [6]. There are some
problems which can be seen as other version of this problem such as flexible job-shop
scheduling problem (FJSP). The FJSP has been studied in terms of different objectives in
literature. Makespan, average flow time and weighted flow time are just some of these
objectives. The most common objective of FISP is makespan. A lot of real-world scheduling
problems should be handled as multi-objective because of their nature. Metaheuristic
especially evolutionary metaheuristics such as genetic algorithm are very well to obtain good
result for multi-objective flow-shop scheduling problems. There are two important terms for
multi-objective problems. One of them is diversity preservation and the other one
convergence to optimal solution. Genetic algorithm can be combined with local search
algorithm to assure these two important property. Especially non-dominated sorting genetic
algorithm 1l (NSGA-II) is very effective with local search to obtain good results in terms of
convergence and diversity propoerties (Interested readers may refer to Deb [3].

Like in the multi-objective problems, genetic algorithm is a very efficient metaheuristic
for single objective scheduling problems. Genetic algorithm has some strengths and
weakness like simulated annealing, but these two metaheuristic algorithms complement each
other. GA has strong diversification property due to population and SA has strong
neighbourhood search property. Taking all above mentioned point into consideration, hybrid
GA&SA algorithm is developed to handle HMSP problem in this research.

The paper develops as follows: The next section describes the basic problem background.
Section 3 gives basic structure of GA, SA and proposed GA&SA hybrid algorithm. Section 4
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proposes the algorithm. Section 5 describes the experiment performance evaluation of
classification algorithm and section 6 shows conclusion of the paper.

2 PROBLEM DESCRIPTION

A novel approach is handled in this study for scheduling problem in hybrid manufacturing
environment. There is not any relationship to other studies in terms of novelty, but there can
be some similarities in terms of scheduling structure of other type manufacturing systems
such as job-shop, flow-shop etc.

The HMSP consists of scheduling N jobs on K machines. For this problem, the following
assumptions are made: (1) Each job i is processed at most on one cell/machine at any time,
(2) Every cell/machine k can process only one job i at a time, (3) No pre-emption is allowed,
i.e. the processing of a job i on a machine k cannot be interrupted, (4) All jobs are available
for processing at time zero, (5) The set-up times of the jobs are sequence dependent (6) The
machines are available.

In this study, main purpose is to find a sequence o that minimizes the average flow time
[1]. There is set of i,j (i,j=1,...,N) job to be processed in a set of k,1 (k,I=1,...,K) cell/machine
in the same or different order. The processing time of the jobs on cells/machines are not fixed
and dependent on cycle time. The objective is to find a sequence for the jobs to minimize
average flow time.

Parameters:

lastix = If last operation of job i is assigned to cell/machine k then 1, otherwise 0

diix = If operation of job i is assigned cell/machine | just before cell/machine k then 1,
otherwise 0;

cycminix = Minimum cycle time of job i on cell/machine k

cycmaxik = Maximum cycle time of job i on cell/machine k

gi = Batch size of job i

Variables:

pik : Processing time of job i on cell/machine k

Cik : Completion time of job i on cell/machine k

setupstart; k : Starting time of setup of job i on cell/machine k
setupfinishik : Completion time of setup of job i on cell/machine k

Decision Variables:
cyCik : Cycle time of job i on cell/machine k
bijk : If job i isassigned just before job j on cell/machine k then 1, otherwise O;

Mathematical model can be expressed as follow:

N K
Yo last, *c,
Minimize f (x) = =< N @
N
Cix— pi,kZZbi,j,k*SetUpf inish;, Vik @)

=
K

Ci,k_pi,kzzci,l*d ik Vi k (3)

1=1
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setupf inish ,, =setupstart ;, + Y b, *s, i,k 4)

i

N
setupstart ; | > Ybokc Vi, k ®)
’ =L
cycmin  <cyc,, <cycmax;,  Vik (6)
Pik =CYCix*q;  Vik (7)
N K
Y pu =T vik ®)

Equation 1 shows average flow time of jobs and equations 2-8 are structural constraints for
this problem type.

Interested readers may refer to Baker [2] for sequencing and scheduling problems for
other type manufacturing systems.

3 PROPOSED HYBRID GENETIC AND SIMULATED ANNEALING ALGORITHM

In this section, we describe the proposed hybrid genetic simulated annealing algorithm for the
HMSP. Firstly, we describe basic structure of GA and SA algorithm.

3.1 Genetic Algorithm

GA was developed by Holland [4]. This is an evolutionary P-metaheuristic algorithm which
generates solutions using by natural evolution such as selection, crossover, and mutation.
Selection mechanism is executed to generate a population using one of the selection method
such as tournament selection, roulette wheel etc.. In each population, all solutions are
evaluated according to a fitness function and are ranked. Then selected individual of this
population are used for crossover to form new off-spring population. In order to allow
diversity of search, mutation is used on some individual of population and the GA cycle is
repeated [8]. The GA operators are shown in figure 1 as a black text.

3.2 Simulated Annealing Algorithm

SA was developed by Kirkpatrick [5]. This is a probabilistic metaheuristic algorithm for
finding a convergence to the global optimum of a given function in a large search space. It
was inspired from annealing in metallurgy where temperature controlled cooling of materials
is carried out to form crystals with minimum defects and consequently with minimum energy
state. Accepting worse solutions allows for a more extensive search for the optimal solution
[7]. The newly generated solution is accepted or rejected based on an equation. The SA
operators are shown in figure 1 as a red text.

3.3 Hybrid GA&SA

The algorithm uses GA and SA operators, which makes the search-for-optimal-solution
process much more effective and efficient. The proposed hybrid GA&SA algorithm is
described as follow.

Step 1 Initial population is randomly generated and temperature is initialized

Step 2 After the fitness function evaluations, roulette wheel selection, two point crossover,
and polynomial mutation operators are applied to obtain an offspring population

Step 3 Neighbourhood strategies: to conduct a better localized search, mutation and
crossover are employed to generate a new offspring population. If new individual is better
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than old one then accept the new individual and is put in the place of old one. If new
individual is not better than the old one then calculate accepting probability of new
individual, If this probability is greater than random number than accept new individual for
old offspring population

Step 4 Temperature is decreased and if ending temperature or maximum iteration number is
reached then algorithm is ended

The algorithm is applied to an example and compared with GA and SA using same example

for HMSP.

‘ Initial population generation; initialize the temperature ‘

L

| Initialize generation counter (t=1) |

Evaluate fitness

‘ Crossover for sub-chromosome 1 ‘

|

‘ Polynomial mutation for sub-chromosome 2 |
Generate neighborhoods (new population) with using polynomial sTOR
mutation for sub-chromosome 2 and crossover operator for sub-

chromosome 1

Check termination

criteria (iteration

number or ending
temperature)

Is the produced obj. fun. value
of chromosomes of new
population better than old one

YES

Calculate accepting probability of new chromosomes

R.n < Accepting Prob.

YFS

| Accept new chromosomes for old mid_popu. ‘{—

%‘ Decrease temperature |

Figure 1: Flow of hybrid of genetic and simulated annealing algorithm

3.4 Solution Encoding

In this study, each solution is defined by a chromosome containing two sub chromosomes in
real mode with (number of cells + number of machines)*2 genes (Figure 2). Each sub-
chromosome consists of 6 (number of cells + number of machines) sections: for the sub-
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chromosome 1, the first 3 sections represent the sequence of products in cells, and the last 3
sections represent the sequence of products in functional layout’s machines. For the sub-
chromosome 2, the first 3 sections represent the cycle times for cells, and the last 3 sections
represent cycle times functional layout’s machines. Same chromosomes representation are
used for both GA and SA algorithms.

Figure 2: Chromosome representation
4 HYBRID GA&SA and GA APPLICATIONS

8 jobs are to be processed in 6 cells/machines. The operation sequence of products are given
in table 1. The cycle times cycix of each job i at each cell/machine k are given in table 2.
There are lower and upper limit for cycle time in cells. Cycle times are decision variables for
cells. Sequence dependent setup times of products on machines/cells are given table 3.
Sequence dependent setup times are symmetric. Each product is not processed in each
cell/machine. Because of that reason, some values are not shown in table 3. As an example,
the setup time of b1 3k is 20 minutes for both all cells and machines which product assigned.
Because of the symmetric assumption of setup times, the setup time of bs ik is also 20
minutes. Time units of the values in table 2 and 3 are in minutes. The batch sizes of products
are given in table 4. This problem has been solved using GA and hybrid GA&SA algorithm
and results have been compared each other just for 10 runs to show obvious difference
between algorithms in Table 5. The parameters which are shown in hybrid GA&SA and GA
are indicated in table 6.

Table 1: Operation sequence of products in HMS

Operations
Products 1 2 3 4

1 Cell 1 Machine 1 -
2 Cell 1 Machine 1 - -
3 Cell 2 Machine 1 Machine 2

Cell and Machine 4 Cell 3 Machine 3 - -

Order 5 Cell 3 Machine 1 Machine 2 Machine 3

6 Machine 1 Machine 2 Machine 3 Cell 3
7 Machine 1 Machine 2 Machine 3 Cell 1
8 Machine 1 Machine 2 Machine 3 Cell 2
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Table 2 : Cycle times for jobs on cells and machines

Cells Machines
1 2 3 4 5 6
1 7/10 - - 2 -
2 7.1/12 - - 15 - -
3 - 8/15 - 4 3.8
Products 4 - - 10/12 - - 3
5 - - 9.1/145 3.2 3.3 3.4
6 - - 9.2/10.2 3.1 3 2.9
7 8/9.6 - - 1.8 1.9 1.8
8 - 7.5/14 - 4.2 4 4.2
Table 3: Sequence dependent setup times
1 2 3 4 5 6 7 8
1 - 5 20 - 20 5 20 15
2 5 - 20 - 20 5 20 10
3 | 20 20 - - 20 20 10 10
4 - - - - 10 10 20 10
5 | 20 20 20 10 - 10 20 10
6 5 5 20 10 10 - 10 15
71 20 20 10 20 20 10 - 20
8 15 10 10 10 10 15 20 -
Table 4: Batch size of products
1 2 3 4 5 6 7 8
Batch Sizes 100 50 75 100 50 100 75 50
Table 5: Statistical values comparison for algorithms
Genetic Algorithm Simulated Annealing Hybrid Genetic and
Results Algorithm Results Simulated Annealing
Algorithm Results
Max. 2999,4 3204 2479
Min. 2964,6 3170 2444 8
Std. Dev. 114 9,6 10,7
Mean 2983,1 3186 24589
Ave. CPU
Time 126,8 88,6 189

The hybrid GA&SA algorithm is used diversification ability GA and local search ability of
SA algorithm and has a fast convergence speed to an acceptable point. The results in table 5
show maximum values, minimum values, means, standard deviations and average CPU times
(second) of algorithm. Because of each algorithm has an iteration number constraint, these
differences can be shown just for ten iteration. Figure 3 shows visualized comparison among

them.
Table 6: Parameter for GA and GA&SA algorithms
GA GA&SA

Population Size 150 200
Crossover Probability 0.9 0.9
Mutation Probability 0.15 0.2
Neighbourhood Rate - 0.75

Initial Temperature - 5000

Cool Rate - 0.75
Ending Temperature - 10
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The parameters combination which are used in GA&SA and GA are shown in table 6. The
results of algorithms are shown in figure 3. The results show average of ten run for each
algorithm. It can be seen that GA&SA algorithm is the best algorithm among the other
algorithms in terms of average flow time. Since the GA&SA algorithm reaches the steady
state, both algorithms are terminated at 350 iterations.

4300

£ 3800 LN

g 3300 %

= N ——GA&SA

8 2800

g —8-SA

(]

z 2300 GA
1800 . .

50 100 150 200 250 300 350
iterations

Figure 3: Average flow time for GA, SA and GA&SA algorithm

It can be observed from figure 3 that it is not easy for the single GA to obtain the good
results, while the hybrid approach performs better.

5 CONCLUSIONS

In HMSP, with the big number of jobs and machines, the problem’s complexity increases. In
this paper, the HMSP has been modelled and a hybrid genetic simulated annealing algorithm
has been proposed to reach good results. This genetic simulated annealing algorithm has
better optimization performance and robustness than single GA and single SA.

Further improvement will be achieved by introducing hybrid GA&SA algorithm to the
parameter optimization.
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Abstract: The public investment projects are essential to improve the state economy and life of
people. Since the resources are limited, developing automated project performance evaluation
systems are required. In this work, we propose a metaheuristic algorithm based approach for
automated project evaluation. Project evaluation involves selecting the attributes effective for
evaluation, determining the weights of the selected attributes and determining cut-off values
for project evaluation. In the attribute selection part of this model, the effect of supervised
learning based models are elaborated. For determining attribute weights and cutoff values,
we build a Genetic Algorithm (GA) based solution. The proposed system is tested on the
evaluation process of 493 World Bank projects. The results are compared with the classical
project evaluation technique using the Analytical Hierarchy Process (AHP) and classification
based models. Experimental results show that the proposed approach provides considerable
improvement for project evaluation accuracy.

Keywords: project evaluation system, metaheuristic computation, supervised learning

1 INTRODUCTION

Public investment is capital expenditure from government resources on physical infrastructure
and soft infrastructure with a productive use that extends beyond a year [8]. In spite of high
need for public investment projects, resources are limited. Therefore, there has been increased
requirement to support the accountability and efficiency of the projects. In general, to be able
to provide efficiency and effective use of the resources, project performance evaluation systems
are needed [9, 6].

Project evaluation system basically involves three phases: selecting performance evaluation
indexes, finding the weight of evaluation indexes, and building complete evaluation model. The
first phase involves deciding as to which attributes are used to evaluate a project. After that,
weights of these indexes are determined and assessment methods are applied to carry out eval-
uation result. Conventionally, these steps are either manually conducted or performed through
Analytical Hierarchy Process (AHP) based methods, which involve manual intervention of
domain experts.

In this study, we propose an automated project evaluation approach that is based on a
metaheuristic algorithm. Metaheuristic algorithms are proven to provide successful results in
several optimization and decision problems [2, 13]. Within this work, in order to determine
performance evaluation indexes, data mining based feature selection techniques are elaborated.
Afterwards, weights of these indexes are determined by utilizing a Genetic Algorithms (GA)
based solution.

The basic contributions of this work can be summarized as follows: Although there are
several metaheuristic based automated solutions for other domains such as student perfor-
mance evaluation or inventory evaluation, for public investment project evaluation problem,
automated solutions have not been proposed. In this work, we propose a novel metaheuris-
tic algorithm based solution for this problem. Although we use classification based solution
as a baseline, since classification based models for project evaluation has not been used and
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evaluated before, it is a novel solution developed within this work, as well. We have con-
ducted experimental evaluations to analyze the performance of the proposed approach on the
constructed data set in comparison to AHP-based and classification based solutions.

The paper is organized as follows. Section 2 includes a review on the related studies in the
literature. In Section 3, the proposed work is described. In Section 4, experiment results are
given. In Section 5, conclusion is presented.

2 RELATED WORK

In this section, we summarize related studies on metaheuristic computation and data mining
based approaches used in project evaluation problem.

Ai-ling et al. [1] conducted a research on evaluation of engineering projects in the bid
system. According to their design, the problem is encoded using GA structure. AHP is used in
construction and calculation of fitness function. According to AHP assessment, weight values
of bidders are obtained.

Landa-Torres et al. [7] presented a hybrid algorithm for evaluating the internationalization
success of a company, based on past data. The algorithm they proposed is composed of Har-
mony Search (HS) and Extreme Learning Machine (ELM) algorithms. While HS is responsible
for forming feature groups, ELM is used for obtaining the objective function for each of such
groups. We are inspired by this methodology in feature selection part of our study, however,
we use a different encoding procedure and a different algorithm.

Shana and Venkatachalam [11] built a prediction model to estimate the course grade of
students by analyzing key performance indicators. In the first part, feature selection techniques
are applied to identify the key performance indicators that affect the success of a student in
the course. Then, to construct a model, various decision tree classification algorithms are used.

Huping and Chunhua [3] studied to mine a set of general local government performance
evaluation indicators out of a massive set of data. In their study, data mining is used for
designing evaluation indicators and finding the weights of these indicators. Firstly, Radial Basis
Function (RBF) neural network is used as soft clustering technique. Then, hard clustering is
done by Balanced Iterative Reducing and Clustering using Hierarchies (BIRCH) algorithm to
mine the local government performance indicators.

3 GENETIC ALGORITHMS BASED PROJECT EVALUATION METHOD

In this section, the general architecture of the proposed project evaluation method is presented
and the developed technique is described in detail. The main phases of our system are data
gathering, attribute selection, finding the weights of the selected attributes and evaluation. The
contribution of this work basically lies in the attribute selection and determining the weights
of the attributes by metaheuristic algorithms. In the rest of this section, we describe these
phases.

We construct our data set from World Bank projects [10]. In total, 493 projects’ data
are collected. From the project completion reports, project outcome information, performance
ratings, and various attributes are collected manually. Project outcome information has four
class labels, which are High Satisfactory (HighS), Satisfactory (S), Unsatisfactory (U), Highly
Unsatisfactory (HighU). The collected data includes performance ratings for 25 attributes.
Most of the attributes of the project data are ordinal values as in the class label values (HighS,
S, U, HighU). As the first step, we converted these ratings into numeric values in [0,1] interval.
For example, HighS, S, U, HighU values are mapped to 1.00,0.70,0.30,0.00, respectively. As
the next preprocessing step, project IDs are removed from the data. Afterwards, we handled
the missing values in the data.
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For the attribute selection phase, we used attribute selection feature of WEKA data mining
tool. ! After checking the performance of several attribute selection algorithms, out of 25
attributes, we have selected 7 attributes, which were common in all selections.

In order to model the problem of finding weights of selected attributes and cut-off values,
we devised a chromosome structure that is composed of k attribute weights (where k=7 for
selected 7 attributes) and 3 cut-off values. Since project outcome information in our dataset
has four class labels, chromosome structure has 3 cut-off values to separate the classes. Note
that total weight of the attributes is equal to 1, and cut-off values cp1, cp2, cp3 should be set
such that cp; < cpa < cps.

While using GA for our problem domain, the employed fitness function, crossover and
mutation operations are as described below.

Fitness Function: How well the chromosome evaluates the training data set is used as the
fitness value of the chromosome. In fitness calculation, we consider the similarity between the
predicted class label to the real class label under linear ordering. The fitness of chromosome ¢
is calculated as given in Equation 1.

fitness(c Z ap (1)
Here, n; is the number of instances in the training set and a,, is defined as given in Equation
2.
1, if evaluation(c, p) = realValue(p)
0.4, if | evaluation(c, p) - realValue(p) | =
ap = . . i (2)
0.1, if | evaluation(c, p) - realValue(p) | =
0, otherwise

In Equation 2, realValue(p) is the actual outcome of project p and evaluation(c,p) is the
evaluated outcome of project p for a given chromosome c¢. In addition to exact match, the
similarity between the predicted class label and real label is considered, as well. As an example
of this condition, if realValue(p) is HighS and evaluation(c,p) is S, then a, is 0.4. Similarly,
if realValue(p) is S and evaluation(c,p) is HighU, then a, is 0.1. The evaluation of a project
p for given chromosome c is performed as given in Equation 3.

HighS, if eps < ws(e, p)

S, if cpa < ws(e,p) < eps 3)
U, if ecp1 < ws(e,p) < cpo

HighU, otherwise

evaluation(c,p) =

where ws(c, p) is weighted sum of project p for a given chromosome ¢. The equation for weighted
sum is as shown in Equation 4.

Z S L — min; )
max; — min;
In this equation, p; is the rating value of project p for attribute <. max; and min; stand
for the maximum and minimum rating values of attribute ¢ among all projects in the data set.
Crossover: Uniform crossover is applied on the randomly selected pairs of chromosomes
with probability p.. In order to fulfill problem specifications, crossover operation is applied
under control. This operation satisfies the problem constraint so that sum of attribute weights
in one chromosome is 1 and value order of cut-off points in one chromosome is maintained.

"http:/ /www.cs.waikato.ac.nz/ml/weka/. ITn WEKA, ReliefFAttributeEval attribute evaluator and Ranker
search method; CfsSubsetEval attribute evaluator and GreedyStepwise search method; CfsSubsetEval attribute
evaluator and BestFirst search method are used.
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Table 1: GA based Algorithm Accuracy Results

for DS, | for DS,
Average 90.83% | 89.05%
St. Dev. 0.93 0.89

’ Overall Average ‘ 89.94% \ ‘

Table 2: GA Algorithm Accuracy Results without Attribute Selection (on data Set D.S;)
for DS,
Average (without Attribute Selection) | 90.30%
St. Dev. (without Attribute Selection) 1.16
Average (with Attribute Selection) 90.83%
St. Dev. (with Attribute Selection) 1.93

Mutation: In the mutation operator, attribute values in genes are set to 0 or 1 with equal
probability. This operator is applied on the chromosomes with probability p,,. After mutation
operator is applied, chromosome is normalized in order to preserve the specification that the
sum of attributes’ weights in a single chromosome is 1.

Elitism, which refers to the mechanism that the fittest chromosome always survive to the
next generation, is employed in the method.

4 EXPERIMENTAL EVALUATION

Projects are evaluated by using the selected attributes, attribute weights and cut-off values
learned by the algorithms explained in the previous section. Firstly, weighted sum value for
a given project p is calculated according to Equation 4. The best chromosome is used in the
calculation of weighted sum value for a given project p. After weighted sum value for given
project p is calculated, it is evaluated according to Equation 5. In this equation, used cut-off
values are as in the best chromosome.

HighS,  if ep3 < wsevar(p)
. | s, if cpo < wSepar(p) < cp3
evaluationeyal (p) = U, if ep1 < WSepar(p) < cp2 5)
HighU, otherwise

Experiments are conducted on the project data set collected from World Bank projects that
contains 493 samples. For the experiments, 66% of the data set is used for training, and the
remaining 34% of the data set is used as the test data. Training data set contains 325 projects,
whereas test data set includes 168 project. We applied this partitioning randomly two times,
constructing two data sets, D.S7 and D.S,.

As given in Figure 1, GA based solution has about 90% accuracy on average for both
DS and DS;. We repeat the experiment for DSy without attribute filtering (i.e., under all
attributes obtained from the projects). The results given in Figure 2 reveal that the attribute
selection has positive effect for accuracy.

Currently, AHP is the most commonly used method in project evaluation. Therefore, we
compare accuracy performance of the proposed meta-heuristic based approaches with that of
AHP. As AHP requires expert opinion, we consulted two project evaluation experts for attribute
weights. According to expert opinion, weights of selected 7 attributes are determined. Total of
493 projects are evaluated according to these weights and weighted sum method. 254 projects
are estimated correctly and true estimate percentage of this technique is 51.5%.
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Table 3: Classification based Project Evaluation Accuracy Results

Classifier DSy 10-fold cross wvalid. | Average
SMO 86.9048% | 89.4523% 88.1786%
NaiveBayes 88.6905% | 89.0467% 88.8686%
NaiveBayesSimple 88.6905% | 89.0467% 88.8686%
RBFNetwork 77.3810% | 81.7444% 79.5627%
SimpleLogistic 88.0952% | 89.2495% 88.6724%
MultilayerPerceptron | 82.1429% | 86.6126% 84.3778%
lazy-1B1 85.1190% | 84.7870% 84.9530%
MultiClassClassifier 82.7381% | 88.4381% 85.5881%
DecisionTable 82.1429% | 88.6410% 85.3920%
BFTree 84.5238% | 86.6126% 85.5682%
ZeroR 75.5952% | 78.9047% 77.2500%
OneR 89.2857% | 88.4381% 88.8619%
Ibk 83.3333% | 87.6268% 85.4801%
RandomForest 88.0952% | 89.4523% 88.7738%
REPTree 89.2857% | 88.4381% 88.8619%
SimpleCart 89.2857% | 88.0325% 88.6591%

As the second baseline comparison, we used classification algorithms for constructing a
model. We used WEKA [12] data mining tool for this purpose and performed experiments
with different classifiers, SMO, NaiveBayes, NaiveBayesSimple, RBFNetwork, SimpleLogistic,
MultilayerPerceptron, lazy-IB1, MultiClassClassifier, DecisionTable, BFTree, ZeroR, OneR,
Ibk, RandomForest, REPTree and SimpleCart, which are commonly used in the literature. In
this experiment, we used the same set of 7 features that were used in the previous experiments.
The experiments are conducted on data set DS; and on the original data set under 10-fold
cross validation. The results are presented in Table 3. As shown in the table, all the accuracy
results by the classification models are below 90%, whereas GA achieved 90.83% on the same
data set.

5 CONCLUSION

In this study we focus on the problem of determining weights of the attributes and the cut-off
points automatically for project evaluation, which is currently done in non-automated way by
domain experts. We proposed a metaheuristic based algorithms for the problem. In addition,
we modeled the problem as a classification problem and analyzed the accuracy performance.

The experimental analysis shows that using metaheuristic algorithms and data mining
methods for evaluation of projects is feasible and brings improvement in comparison to the
project evaluation by conventional AHP-based approach considerably.

We also elaborated on using a classification model for the problem, and used this as one
of the baselines. However, classification based approach for project evaluation problem is also
new and is a contribution of this work.

References

[1] Ai-ling,D., Zhao-hui, X. (2009). Research of engineering project evaluation based on ge-
netic algorithm, International Conference on Information Engineering and Computer Sci-
ence (ICIECS), 1 - 4.

[2] Guan, X., Wang, Y., Tao, L. (2009). Machining scheme selection of digital manufacturing
based on genetic algorithm and AHP. Journal of Intelligent Manufacturing: 661-669.

127



3]

[10]

[11]

[12]

[13]

Huping, S., Chunhua, H. (2012). Designing china’s local government performance evalu-
ation indicators based on data mining: An exploratory study in four municipal govern-
ments in Jiangsu. Fifth International Conference on Business Intelligence and Financial
Engineering, 486-494.

Imoto, S., Yabuuchi, Y., Watada, J. (2008). Fuzzy regression model of R & D project
evaluation. Applied Soft Computing, 8(3):1266 - 1273.

Iniestra, J. G., Gutierrez, J. G. (2009). Multicriteria decisions on interdependent infras-
tructure transportation projects using an evolutionary-based framework. Applied Soft
Computing, 9(2): 512 - 526.

Khalili-Damghani, K., Sadi-Nezhad, S.(2013). A hybrid fuzzy multiple criteria group de-
cision making approach for sustainable project selection. Applied Soft Computing, 13(1):
339 - 352.

Landa-Torres, 1.,0rtiz-Garcia, E. G.,Salcedo-Sanz, S., Segovia-Vargas, M. J., Gil-Lopez,
S., Miranda, M., Leiva-Murillo, J. M., Ser, J. D. (2012). Evaluating the internationalization
success of companies through a hybrid grouping harmony search-extreme learning machine
approach. IEEE Journal of Selected Topics in Signal Processing, 388 - 398.

OECD, Draft OECD principles on effective public investment - a shared responsibility
across levels of government (2013).

Taylan, O., Bafail, A. O., Abdulaal, R. M., Kabli, M. R. (2014). Construction projects
selection and risk assessment by fuzzy AHP and fuzzy TOPSIS methodologies. Applied
Soft Computing, 1(0):105 - 116.

The World Bank open knowledge repository, https://openknowledge.worldbank.org/, Ac-
cessed: 2014-05-15.

Shana, J., Venkatachalam, T. (2011). Identifying key performance indicators and predict-
ing the result from student data. International Journal of Computer Applications,45—48.

Weka 3: Data mining software in Java, http://www.cs.waikato.ac.nz/ml/weka/, Accessed:
2015-05-16.

Yu, J., Sun, B. (2010). Research of education evaluation information mining technology
based on analytical hierarchy process (AHP) and genetic algorithm (GA). (2010). 3rd
International Conference on Advanced Computer Theory and Engineering (ICACTE),
289 -292.

128



A HYBRID METAHEURISTIC FOR JOB-SHOP SCHEDULING
WITH MACHINE AND SEQUENCE-DEPENDENT SETUP TIMES

Hugo Zupan
University of Ljubljana, Faculty of Mechanical Engineering
Askerceva 4, 1000 Ljubljana, Slovenia
E-mail: hugo.zupan@fs.uni-lj.si

Niko Herakovié¢
University of Ljubljana, Faculty of Mechanical Engineering
Askerceva 4, 1000 Ljubljana, Slovenia
E-mail: niko.herakovic@fs.uni-lj.si

Janez Zerovnik
University of Ljubljana, Faculty of Mechanical Engineering
Askerceva 4, 1000 Ljubljana, Slovenia
E-mail: janez.zerovnik@fs.uni-lj.si
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1 INTRODUCTION

Over the past few decades, a great number of studies have been made on job-shop scheduling
problem (JSSP). JSSP can be regarded as a scheduling problem and it is one of the most
challenging combinatorial optimization problems [Pin]. It is of both theoretical and practical
interest, c.f. it is highly popular in production industry [HaoLin]. For conventional JSSP, it is
usually assumed that all time parameters are known exactly and in deterministic values. An
instance of JSSP can be described as follows: we have a set of # jobs that need to be operated
on a set of m machines [Sul]. Each job has its own processing route; that is, jobs visit
machines in different orders. Each job may need to be performed only on a fraction of m
machines, not all of them. The task is to determine a processing order of all jobs on each
machine that minimizes the total flow time.

Another usual assumption is that each job can be processed by at most one machine at a
time and each machine can process at most one job at a time. When the process of an
operation starts, it cannot be interrupted before the completion; that is, the jobs are non-
preemptive. The jobs are independent; that is, there are no precedence constraints among the
jobs and they can be operated in any sequence. The jobs are available for their process at time
0. There is unlimited buffer between machines for semi-finished jobs; meaning that if a job
needs a machine that is occupied, it waits indefinitely until it becomes available. There is no
machine breakdown (i.e. machines are continuously available) [NadFat].

Setup times of machines are typically sequence dependent (or SDST), that is, the
magnitude of setup strongly depends on both current and immediately processed jobs on a
given machine. For example, this may occur in a painting operation, where different initial
paint colours require different levels of cleaning when being followed by other paint colours.
We also assume that setup is non-anticipatory, meaning that the setup can only begin as soon
as the job and the machine are both available [NadFat].

The JSSP is known to be an NP-hard optimization problem [OmbVen]. Therefore,
application of metaheuristics for the JSSP is justified when looking for optimal or near
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optimal solutions in reasonable amount of time. This paper proposes such an algorithm,
based on Remove and Reinsert algorithm (or RaR) [BreZer, PesSch].

It is well known [EksRah] that using discrete event simulation or virtual factory is very
effective tool for “what-if” scenarios, for every type of production system. In our case we
have transformed real production system with all the features and limitations into virtual
factory. The idea is that the metaheuristic proposes an initial and iteratively improved
schedules of orders while the discrete event simulation performs “what-if” scenario for each
proposed schedule thus providing the quality measure of the schedule. This process is
repeated until the metaheuristic can no longer provide better schedule.

The rest of this short contribution is organized as follows. In the next section, the
metaheuristics RaR is outlined and its operation is illustrated with an example in Section 3.
Results of the first experiments are given in Section 4. Concluding remarks are in Section 5.

2 THE METAHEURISTIC RaR

The proposed metaheuristic is called RaR algorithm. The idea (algorithms were given various
names) was successfully applied to the probabilistic traveling salesman problem (PTSP)
[Zer95], the asymmetric traveling salesman problem (ATSP) [BreZer] and to the classical
resource-constrained project scheduling problem (RCPSP) [PesSch]. The basic idea of the
heuristics is very simple, and this may be a reason for good results. It may be rather
surprising that a simple heuristics outperforms much more complicated metaheuristics such
as are for example the genetic algorithms, but we believe that this phenomena is not that
unexpected, see [Zer14] and the references there.

RaR can be regarded as a hybrid metaheuristic that consists of two phases: generating an
initial solution, and iterative improvement. In the first phase, a solution is usually constructed
by first solving a subproblem optimally and then inserting the remaining jobs, not unlike the
well known heuristics arbitrary insertion for TSP does [RosSte]. The iterative improvement
phase, rougly speaking, removes some of the jobs from the current schedule, and reinserts
them in back into the schedule in arbitrary order. While the the job-shop scheduling with
sequence-dependent setup times on one machine is known to be equivalent to the traveling
salesman problem (TSP), the complexity of general JSSP-SDST, in particular the influence
of each order to the overall load of the machines, motivates several modifications.
Adaptations and modifications used for successful application to the problem studied here are
explained in some detail below.

Here, we assume that the initial solution is given (or it is just a random sequence or
orders) and focus on the iterative improvement phase.

In the inner repeat loop, a subset of m orders is selected, and an optimal permutation of
these m orders is found by exhaustive search. It should be noted that, contrary to RaR applied
to some other problems, the orders which are not selected are not removed, only their relative
position is frozen. After the optimal permutation of the selected m orders is found, these
orders are, one by one, removed and reinserted into the solution into the best position,
keeping all other relative positions of orders fixed. The loop is repeated until there is no
improvement, and then the position of selected m orders is changed. First, the m orders at
positions /...m are chosen, then the positions 2...m+1, and finally the positions n-m+1...n are
regarded.

Algorithm RaR
S « initial Schedule (N;, N, .., Ny)

repeat
S rr P S
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w = 1 (position from which the permutation starts)
x =0
repeat
repeat
S' « S
1.Choose (w .. wtm-1) orders from S and start with
permutation on initial state w
2.Check every solution for every combination from
permutation table
3.Choose the best solution and place it in the S
4.If permutation found better solution than S’ then x = 0
begin (if x = 0)
P « Optimum of first step (S)

Y = m + w (m - number of orders processed with
permutation)
while Y < n (number of all orders) do
p' =P
g=1
repeat
P''" « Insert the order form place Y on place g
g=qg+1
untilg = Y

Find the best solution (P''")
P « Choose (P'")
Y=Y+ 1
endwhile
end
S « Choose (P)
until ' /= S
w=w + 1
x =1
untilw > n — m
untils'' /= S

3 PROBLEM INSTANCE

The heuristics has been tested on a realistic example. To the best of our knowledge, there are
no benchmark instances in the literature, we plan to generate a dataset of several instances for
a more extensive experiment, results to be reported in the full paper.

We have a production process with 9 work places where operations are carried out. The
plan is to produce 10 orders. For each order, the technology procedure and the sequence of
operations are known (see Table 1). Raw material goes from material storage and the finished
products are stored in the products storage. The order is always moving from machine one
towards the machine nine. Orders can be transported between machines only one at a time. If
there are several orders at the same operation, then the orders are awaiting a free operation in
the buffer of needs located in front of the operation. For each operation there is information
about setup time for the machine and operational time for the order. The setup time is
sequence dependent on both current and immediately processed order.

We briefly outline the operation of the algorithm on the instance. The first step is using the
permutation table. The idea is that from the whole instance, which has n orders, we take m
orders (m < 7; we use 5) and optimize them (by finding the best schedule of where the chosen
m orders are permuted and the other n-m orders’ relative positions do not change) using all
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possible combinations, which are enshrined in the permutation table. We continue by
considering the orders that were fixed in the first step. One by one, these orders are removed
from the schedule and reinserted, this time without changing relative positions of all other
orders.

Table I: The matrix of the type and sequence of operations.

Machine (i)

Order (j) | Mach.1 | Mach.2 | Mach.3 | Mach. 4 | Mach.5 | Mach. 6 | Mach.7 | Mach. 8 | Mach. 9
N1 X X X X X X
N2 X X X X X X
N3 X X X X X X
N4 X X X X X X
N5 X X X X X X
N6 X X X
N7 X X X
N8 X X X X X X
N9 X X X
N10 X X X X X X X X X

From the layout of production the weighted directed graph was made (see Fig. 1), nodes
represents machines and weight (k=a,b, ...,[) represents transport time between machines.

Figure 1: Weighted directed graph of production process.

In our case we have initial schedule of 10 orders (N1, N2, N3, N4, N5, N6, N7, N§, N9,
N10). Then we choose the first m (5 in our case) orders and find their permutation with
minimal cost. (If there are more than one best permutation, the first is taken. In our case, the
optimum after first step is: (N4, N1, N3, N5, N2, N6, N7, N8, N9, N10).

In the second step we start with inserting the other orders into the optimum solution so far.
(In particular, here we choose the order N6 and insert it before order N4, before order N/, ...,
before order N2. Thus we have 6 candidate solutions — the one before inserting and for all 5
inserted possibilities. We choose the combination; that gives us the best solution, in this case
(N4, N1, N3, N6, N5, N2, N7, N8, N9, N10) and continue by reinserting the next element —
order N7. We insert order N7 into 6 possible positions, before orders N4, N1, ..., N2 and take
the best solution which becomes the initial state before reinserting order N§. We do this until
we reach the last insertion of the last order (in our case order N/0). The best solution of this
second step 1s (N4, N1, N7, N3, N8, N6, N10, N5, N2, N9).

When we finish the step 2 we repeat the algorithm by using the best solution we got so far.

The algorithm repeats these two steps until it can no longer find an improvement.

After finding a schedule for which no improvement was found by selection the first m
orders, the procedure repeats by selecting the orders on positions 2, ...,m+1, until no
improvement is possible. Then the selection shifts to 3, ...,m+2, and so on, until the last
selection of orders on positions n-m+1, ...,n.
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4 COMPUTATIONAL RESULTS

The algorithm was tested on two realistic instances. For the JSSP we had 10 orders and 100
orders. In both cases we compared the algorithm with the genetic algorithm, which is already
installed in the Siemens programming environment Plant Simulation ([Siemens]). The results
are as follows:

Characteristics of the genetic algorithm (GA):
¢ Instance with 10 orders: 50 generations: size of generation: 100.

e Instance with 100 orders: 500 generations; size of generation: 100.

Table 2: The results of GA and RaR algorithm.

Algorithm Total time | ... for finding best solution | Quality of the best solution
Instance with 10 orders

GA 1 min 33 sec 1 day 17h and 8 min

RaR 20 sec 8 sec 1 day 17h and 8 min
Instance with 100 orders

GA 4h 5 min 22 sec 4h 5 min 22 sec 9 days 23h 45 min

RaR 29 min 30 sec 22 min 41 sec 9 days 13h 28 min

From the results we see that RaR algorithm finds a very good solution in a relatively short
time compared to GA. The great advantage of RaR algorithm is that it is not necessary to
store large amounts of data, since the algorithm works sequentially, and in almost every step
takes only best solution and discards the others.

According to the tests that have been carried out (even those that are not described in
here), we can say that RaR algorithm works very well and in quick time gives good solutions.

S CONCLUSION

This paper proposes Remove and Reinsert heuristics for the job-shop scheduling problem
with the sequence dependent setup time of machines. It minimizes the expected average flow
time within a reasonable amount of calculation time.

For executions of “what-1f”” scenarios of the initial schedules, the discrete event simulation
(DES) software — Technomatix Plant Simulation was used. A comparison of RaR algorithm
with Genetic Algorithm which is built-in module in Technomatix Plant Simulation software.
showed that RaR algorithm finds better optimal solution in shorter time compared to Genetic
Algorithm.

Motivated by the promising results outlined here, we have also executed “what-if”
scenarios for different priority rules inside the production processes. The results showed that
by changing priority rules of processing the orders on the machines, we get even shorter flow
time of all orders. Details will be given in the full paper.

In our future work, further experiments will be conducted to shorten the calculation time
of getting the optimal solutions from the RaR algorithm. Next step would also be to find the
optimal sequence of priority rules, or to find the best priority rule with the help of some
algorithm.

Finally, as the RaR heuristics performs remarkably well on the JSSP with setup times it
may be worth considering the same idea on the other versions of the JSSP problem. In
particular because there is a library of benchmark instances [AdaBal, FisTho, Law] which
enables a more reliable evaluation of the algorithms.
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ON APPLYING MATHEMATICAL MODELS OF
FREQUENCY ASSIGNMENT TO WI-FI THROUGHPUT
OPTIMIZATION

Tanja Gologranc!* Janja Jerebic!, Jaka Kranjc?, Borut Luzar?, Luka Mali?,
Janez Povh?, Drago Bokal'*

Abstract: Frequency assignment has been the motivation behind a large corpus of mathe-
matical research, but the technological progress in telecommunications introduced complex-
ity that makes unclear how to apply existing abstract mathematical models. New insight of
the technology is required to close the gap between mathematical optimization and relevant
telecommunications problems.

In this contribution, we present a taxonomy of realistic problem instances related to con-
figuring Wi-Fi routers and demonstrate the need for understanding technological details of the
problem when developing mathematical models for realistic use cases. We point out that sev-
eral minor things like the unit in which interference between Wi-Fi routers is measured (dBm
or mW) have influence on the optimal configurations of network.

At the end of the paper we provide an instance with a large sample of real Wi-Fi routers
and demonstrate that even the simplest, one access point optimization yields significant im-
provements.

Keywords: frequency assignment, maximum cut, Wi-Fi network, throughput, interference.

1 INTRODUCTION

There will be more than 30 billion connected computers, devices and their parts by 2020, giving
rise to the paradigm of Internet of Things, IoT [2]. The demand for throughput is rising and
Wi-Fi became de facto technology for data offload from 3G and is standardized as part of the
EPC (Evolved Packet Core) in 4G cellular networks. In 2017 alone, over 2.4 billion new Wi-Fi
enabled devices will ship, for an installed base of close to almost 20 billions that same year [9].
This means that every human being in 2017 will on average own three Wi-Fi enabled devices,
and there will be one Wi-Fi hotspot for every 20 people by 2018 [5].

While cellular radio networks were the key source of frequency assignment technological
problems in the past, and their configuration was optimized in several aspects (installing a
GSM antenna was a year-long project, while installing a LTE antenna still takes a week),
parameterization optimization was completely ignored at Wi-Fi, the low-cost end of the wireless
communication. Wi-Fi IEEE 802.11 as a technology was not designed for the scale at which
it is now deployed, and the limitations on the number of devices that can simultaneously
communicate in a given Wi-Fi cell render optimization of the use of Wi-Fi technology crucial.

There exist two areas that address frequency assignment problem: discrete mathematics
and telecommunications. Unfortunately the interrelations among them are scarce. This seems
to be a long-standing issue, as similar observations were posed already by the pioneering 1980
work on frequency assignment by Hale [4], see also [10, 7, 1]. A possible reason may be that
mathematics thrives in well-defined, structured problems, whereas in telecommunications bibli-
ography, the detailed use cases abound. We propose to circumvent this problem by an attempt
to claim the best of both worlds: by classifying the landscape of problems, models, and methods
for solving these optimization use cases independently of their underlying mathematical model,
our contribution allows the telecommunications researchers and practitioners to position their
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specific use case into a mathematically relevant context. The mathematicians would thus be
able to study a well-defined problem in a technologically relevant context, and the telecom-
munications researchers would be able to optimize the settings of their Wi-Fi network using
state-of-the-art mathematically based methodology. While the details of this project extend
beyond the limited space of this paper, we describe the flavour of the approach and illustrate
its potential.

2 TWO DOMAINS, TWO MAIN MODELS AND TASKS

A central parameter of wireless networks is throughput, i.e. the amount of information the net-
work can transfer to and from connected devices. We focus on optimization of this parameter,
which we study using two essentially different models of the wireless network.

The first model is vozel-access point graph that structures detailed information on signals
of access points in relevant volumes of the studied space (voxels, discussed in Section 2.1). The
second model is the interference graph, which aggregates the signal information into interference
weights of edges between access points - graph vertices. It is discussed in Section 2.2.

2.1 Telecommunications: maximizing throughput in voxel-access point graph

A natural model for throughput maximization is an (enriched) bipartite graph. Its vertices are
(i) access points in network (the A-set of the partition) and (ii) voxels, i.e. equal volumes of the
space covered by the Wi-Fi network (the V-set of the partition). Edges of the graph connect
access points with voxels that receive their signal, the weight of the edge being the strength of
the signal. This detailed model is usually used in telecommunications bibliography [8, 6], as it
allows to include the information about the problem at the greatest level of detail.

In this model, frequencies are assigned to the access points (A-vertices) maximizing the
average throughput in over all the voxels (V-vertices). The Wi-Fi technology postulates that
a device connects to the unique access point that has the strongest signal at that point, and
other access points using the same or nearby frequency channel are contributing to the noise
in the communication. The ratio of the (strongest) signal to the sum of all the noise signals
determines the throughput through a piecewise constant function, presented in Table 1.

SINR lower bound (dB) | 6.4 | 8.5 | 9.4 | 11.2 | 16.4 | 18.2 | 22.7 | 24.4
Throughput (Mbps) 6 |9 |12 |18 |24 |36 |48 |54

Table 1: A sample conversion of SINR to TP for a specific router. Note the (almost) linear
dependence of throughput on the lower bound of intervals.

The detailed model of voxel-access point graph allows for optimization of throughput
through integer programming and other global optimization techniques, and as such presents
a relevant problem in the domain of combinatorial optimization. However, the structure of the
model allows for plethora of constraints and augmentations that vary between use cases, and in
the absence of their characterization, the mathematicians tend to study frequency assignment
from a different, more classical point of view, as proposed in the next section.

2.2 Mathematics: minimizing interference in access point sinr graph

Early models of frequency assignment [4, 3] have adopted a less detailed approach using inter-
ference graph. Its vertices are access points, two of them connected with an edge if and only if
the areas of the corresponding access points overlap. The edges of a graph are weighted and
the weight of the edge between two access points is exactly the amount of interference between
these two access points.
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Assignment of frequencies to access points corresponds to colouring the vertices of the in-
terference graph. A common assumption is that access points at different frequencies do not
interfere, implying that a proper colouring of the graph is equivalent to assignment of frequen-
cies with zero interference and therefore maximum throughput. Obviously, the interference
graph presents a model of optimization with information organized in a setting that is much
more compact than the setting of voxel-access point graph.

There are three issues inhibiting Wi-Fi frequency assignment using the interference graph.
First, the general questions that colouring problems solve discuss the number of colours required
to properly colour the graph, but Wi-Fi has a fixed number of 20 MHz channels from 11 to 13
in the 2.4 GHz ISM band. This corresponds to constructing a maximum-weight k-cut in the
interference graph, as the edges not in the cut are the edges with remaining interference. Thus
applicable frequency assignment problems are related more to maximum (weighted) k-cut, i.e.
minimum deficiency k-colouring, than to proper (generalized) colouring of interference graph.

Second, any two Wi-Fi channels at integer distance four or less interfere, and there are at
most three different channels that do not interfere pairwise (e.g. 1, 6, and 11). The strength of
interference depends on the integer distance between the channels. While proper generalized
colouring models allow for finding minimum number of channels with zero interference, the
direct weighted max-k-cut problems do not directly solve the Wi-Fi frequency assignment, as
the weight of an edge (i.e. strength of the interference) depends on the colours assigned to the
end-vertices (i.e. frequencies assigned to access points).

Third, while throughput may have been continuously dependent on interference in analogue
stages of telecommunications, the relation between throughput and interference in modern
routers is piece-wise constant (cf. Table 1). For this reason, the average throughput may
increase at the expense of interference of distant APs, as long as the increasing interference
stays within the same constant throughput interval.

In the next paragraph we will define a graph that models frequency assignment problem of
fixed wireless network in which max k-cut problem will yield the same solution as the problem
of maximizing throughput does in the voxel-access point graph.

Sinr graph Gg is a graph in which vertices are access points and two of them are connected
with an edge if and only if there exists a voxel, in which the signal from either of the access
points is the strongest signal and the signal from the other access point is more than the
background noise. The weights of edges in this graph are set in such way that the problem of
maximization of throughput in voxel-access point graph is equivalent to max k-cut problem of
Ggs.

3 Taxonomy

We propose facilitating the knowledge exchange between Wi-Fi network optimization and com-
binatorial optimization using a taxonomy of use cases. This taxonomy is under development,
and we present the current stage in Table 2.

We distinguish eight main dimensions in which the application cases differ. First two
describe the use case: (U) in which context was the use case’s data acquired (from single AP
(U:P) to country(U:L)). There is a modifier I that distinguishes the cases when a new instance
is added into the existing context. Second dimension (P) describing the use case specifies which
access points are parameterizable (all (P:A), selected access points while keeping others as fixed
noise (P:AP), or all access points with others ignored (P:PI)).

Next two dimensions describe the data analysed within the use case. Following above
discussion, the key entity (E) can be either voxel-access point graph (E:V) or interference
graph with access points as the key entity (E:A). The data (D) could come from a variety of
processes, for instance access points locations could be taken from a blueprint and used in a
simulated propagation model, (D:BS).
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Dimension Dimension values
Description Designation Description Designation
Single access point
Building
Street segment
Use case City quarter
area addressed City
Region
State / legislative unit
All parametrizable
Parametrizable APs P All of given provider
Provider’s parametrizable, other ignored
Voxels
Access points
Measuring
Triangulation of measurements
D Simulating propagation
Acquired from blueprint
Artificially generated
Throughput
Latency /real time guarantees
Q Jitter
Packet loss
User satisfaction
Throughput [Mbps]
Interference power [dBm]
Interference power [mW]
Measuring points
2D area pixels
3D space voxels
Graph
Global optimization
Approximation
Local optimization
Hybrid approach

Detailed entity E

=l <| 3| || o = qlo| v = v

—
*|

Data acquisition
process

w2
*

o8]
*

QoS/QoE parameter
addressed

Optimization
.. C
criterion

Optimization space S

Optimization method M

| | | Q[ Q| eo| o] | = O K| o | | | 1| %

* symbols can be combined with

Table 2: Taxonomy of Wi-Fi channel assignment use cases.
others from their group.

Fifth dimension (Q) specifies the QoS/QoE parameter that is addressed by the use case.
The most fundamental is throughput (Q:T), sometimes there are latency or even real-time
requirements that need to be guaranteed (Q:L), and the most vague parameter that may be
studied by, for instance, setting minimum voxel TP, is User Satisfaction (Q:U).

While above dimensions describe telecommunications details of the use case, of which math-
ematicians may be unaware, the final three address mathematical properties of the model used
in parameterization. Optimization criterion (C) is either throughput (C:T), interference in
dBm (C:D) or in mW (C:W), (cf. cases discussed in Section 4). The second mathematical
dimension is the space over which the criterion is optimized (S). Most relevant case is the set of
measuring points (S:P), presumably related to the actual locations of devices, but it can also
be the complete 2- or 3-dimensional space (S:2), (S:3), respectively, or the aggregated conflict
graph (S:G). The dimension most relevant in comparison of optimization approaches is method
used in optimization (M). We distinguish families of global optimization (M:G), approximation
(M:A) or heuristic local optimization (M:L), as well as hybrid combinations of these (M:H).
Later, this dimension will be detailed to allow for comparison of efficiency of specific methods.
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4 SPECIFIC INSTANCE: INDIVIDUAL AP (U:P,P:A,E:V,D:M,Q:T,C:*,
S:P,M:G)

In this section we present a real life case of Wi-Fi network optimization, in which individual
access points are (ceteris paribus) optimized one at a time. This very basic case is therefore
classified as (U:P,P:A), but even very simple optimization technique yields significant improve-
ments. The experiment is based on real data, measured (D:M) in the centre of the city of
Ljubljana. We optimize using the measurements directly (E:V) and are interested in largest
average throughput of the access point (Q:T). We use three different optimization criteria,
throughput (C:T), interference in dBm (C:D) and interference in mW (C:W), and we average
the criterion over the space of measured locations (S:P). We seek global optima (M:G).

Data sample included 28,398 access points whose signal was acquired in the 2.4 GHz ISM
band. Only 14,937 were close enough to the publically accessible measuring spots to have
positive throughput, and we computed their settings that would maximize average throughput
or minimize interference in the points at which we measured their signal. We used the other
stations data for computing interference only. For each of optimal channels, we computed the
average throughput of the optimized access point. We averaged these results over all the 14,937
access points, and they are summarized in Table 3.

Parameter Before Interference Interference
. .. Throughput . .
averaged Unit | optimi- (C:T) in dBm in mW
over APs zation ) (C:D) (C:W)
Abs % Abs % Abs %
Throughput 1, 0.96 | 100% 0.83 | 86% 0.74 | 7%
Improvement
Throughput | Mbps 5.61 6.57 | 117% 6.44 | 115% 6.35 | 113%
Interference dBm -94.50 -95.92 | 102% -96.07 | 102% -95.98 | 102%
Interference mW 1.04E-08 | 5.83E-09 | 56% | 3.70E-09 | 36% | 4.21E-10 4%

Table 3: Summary of the results of optimizing individual access points in the context of a city
quarter.

The table shows effect of the three optimizations on the three relevant parameters. Row
“Throughput Improvement” shows improvement of average throughput of a voxel in the three
cases. As expected, the largest improvement of 0.96 Mbps results from optimizing average
throughput. Optimizing interference in dBm results in second best improvement of 0.83 Mbps,
which is only 86% of the former. Worst results are obtained by optimizing interference in mW,
0.74 Mbps or 77% of the maximum improvement. All these improvements are statistically
pairwise significantly different at statistical significance av = 0,05 The second row shows ab-
solute values of average throughput before and after each optimization, showing that setting
an optimum channel on average improves the throughput by 17%. Third and fourth row show
values of interference before and after optimization, measured in dBm or mW respectively.

We have also computed the number of equal channels for each subset of optimization cases.
At 79% of the APs, the optimum channel is the same for all three optimization cases; at 81%
APs, the same channel is assigned in the cases (C:T) and (C:I); at 88% APs, the same channel
is assigned in the cases (C:T); and (C:D), and, finally, the same channel is assigned to 89% of
APs in the cases (C:D) and (C:W). In each case, there are only few APs whose channel is not
affected by the optimization: 13% in the case (C:T), and 10% in the other two cases.
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5 DISCUSSION AND CONCLUSIONS

In the paper, we have presented three obstacles preventing wider applications of mathematical
frequency assignment models to Wi-Fi parametrization, as the Wi-Fi use cases violate the
corresponding assumptions of mathematical models. However, analysis of real measurements
shows that even in the simplest case of optimizing a single access point by accounting for
interference of neighbouring ones, average improvement of 17% increase in throughput can be
obtained. This motivates further research into the mathematics of Wi-Fi parametrization use
cases, which needs structure that is provided by a proposed taxonomy, allowing for focus on
the specifics of the use cases analysed.
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Abstract: One of the most challenging parts of the traffic modeling is how to model traffic
behavior during traffic incidents. One of the possible approaches to this problem is to use
historical data to identify typical incidents and use this knowledge to classify future time
series. This classification can be utilized in traffic incident length prediction and analysis. This
procedure requires solution to several problems. These problems are how to cluster historic
time series, how to parametrize these clusters and how to classify new series. Main aim of this
article is to propose solution to the second and the third problem. These methods are called
Markov chains and Bayesian classification. Data utilized in this article comes from the RODOS
project from Czech Republic highways.

Keywords: Time series classifications, Traffic incidents, Bayesian classifier, Markov chains

1 INTRODUCTION

Todays volume of traffic is increasing steadily and is producing various challenges for the field
of traffic modeling. One of the products of this increase is growing number of traffic incidents.
While it is not that difficult to model free flow traffic (thanks to its periodicity and physical
behavior), it is vastly different problem to model traffic during the incident. There are many
kinds of incidents from the traffic jam caused by road repairs to chain traffic accident. They
are also influenced not only by cause but also by place and time. Therefore it is difficult to use
standard micro and macro models. Therefore some other approach is required.

These approaches usually utilize historical data about traffic incidents and exploit their
statistical properties. The most useful type of data are FCD (floating car data), because the
better represent dynamism of the traffic, than stationary sensors. There are some works, that
have already been done in this field. Akira Kinoshita et. al. [2], for example, use probabilistic
topic model. Ruimin Li et. al. [4] on the other hand use mixture models to compute traffic
incident duration. Yangbeibei Ji et. al. [7] present slightly different approach to traffic incident
length predictions in form of cell transmission model.

Like most of the existing work, our method uses historical data to learn the types of the
incidents. These data come from Czech Republic highways and are available thanks to the
RODOS project '. Traffic incidents are represented by speed time series from certain part of
the road (called TMC segment). Our approach can be divided into two parts. In the first
part, traffic incidents are identified in the historical data and these incidents are clustered by
hierarchical clustering with dynamic time warping. This clustering is not the main aim of this
article and is described here [3]. In the second part we tried to parametrize these clusters
of incidents and propose algorithm to classify future incidents. We have found that Markov
chains can be used for parameterization of the clustered time series. The later step is realized
by Naive Bayes classification.

"http://www.rodos-it4i.cz/defaultEN.aspx

143



2 THEORETICAL BACKGROUND

2.1 Markov Chains

A Markov chain model can be described as a set of states denoted S = si,89,...,8,. The
process starts in one of these states and at every time step it moves successively from one state
to another. If the model is currently in state s;, then it moves to another state s; at the next
time step with a probability of p;;. This probability does not depend upon previous states of
the model before the current state. This is called Markov property. The probabilities p;; are
called transition probabilities and are usually stored in n X n matrix called transition matrix. It
is also possible for the process to remain in the state it is in with probability p;;. Starting state
is specified by an initial probability distribution. This can be done by specifying a particular
state as the starting state.

Markov chains can be described by a sequence of directed graphs. The edges of n'* graph
are labeled by the probabilities of moving from the state at time n to the other states at
time n + 1. This can be denoted as Pr(X, 11 = = | X,, = z,,). This information can also be
represented by the transition matrix from time n to time n 4+ 1. However, Markov chains are
usually assumed to be time-homogeneous.

The type of the Markov chain that we shall use in this article is called an absorbing Markov
chain. A state s; of a Markov chain is called absorbing if it is impossible to leave it ( p; = 1).
A Markov chain is absorbing if it has at least one absorbing state, and if from every state it is
possible to go to an absorbing state (not necessarily in one step). More information on Markov
chains can be found here [1].

2.2 Naive Bayes Classifier

Naive Bayes classifiers are a simple probabilistic classifiers based on application of Bayes’
theorem with independence assumptions between the features (more thorough description can
be found in [6]). Naive Bayes is a simple concept: models are assign to problem instances,
represented as vectors of feature values, where the model labels are drawn from some finite
set of models. Basic principle connecting all naive Bayes classifiers states that the value of a
particular feature is independent of the value of any other feature, given the model. Despite
their naive design and apparently oversimplified assumptions, naive Bayes classifiers are proven
to work quite well in many complex problems.

From strictly statistical perspective, naive Bayes is a conditional probability model. We are
given a problem instance to be classified, represented by a vector of n features x = (x1,...,x,).
Classifier assigns to this instance probabilities

p(ck’xlv cee 73377/)7

for each of k possible models.

However, this calculation may become unfeasible if the number of features n is large or if
a feature can take on a large number of values. Therefore some reformulation of the model is
needed. The conditional probability can be decomposed by Bayes’ rule as

p(Ck) p(x|Ck)
p(x)
Because the denominator does not depend on C and the values of the x are given, the
denominator is effectively scaling constant. By application of assumption of conditional inde-
pendence between features we can rewrite equation for model probabilities as:

p(Cylx) =

p(Cklz1, ... xn) = Clgp(Ck) Hp(a:i\Ck),

=1
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where ) = p(x) is a scaling factor. The naive Bayes classifier combines this model with
some decision rule. The most common rule is to pick the hypothesis that is most probable.
This rule is known as the maximum a posteriori decision rule (MAP). The corresponding Bayes
clagsifier assigns a model label z = Cifor some k by following equation:

n

2= argmax p(Cy) [ [ p(ailCh). (1)
kef{l,...K} ie1

3 ALGORITHM DESCRIPTION

Now let us present you how our algorithm works. As it has been mentioned in Introduction,
our algorithm is based on analysis of historical traffic data. These data are represented by
speed time series for segments of the road. Progress of our general classification algorithm for
traffic time series can be summarized into following steps:

1. Find traffic incidents in historical time series and perform a clustering on these incidents.
2. Find Markov chains for parametrization of these clusters.
3. Detect traffic incident in current traffic speed time series.

4. Classify these incidents by Bayesian classification.

The main aim of this paper is to present a solution to the third and fifth step of the
algorithm. Other steps are currently under development or were already presented here [3].

Cluster parameterization is done by Markov chains. Their main advantage is their simplicity
and their low computational complexity. As Markov chains are finite state models, we have to
transforms speed values from the time series to a number of states. Based on our experiments,
we have decided to use one state for a span of ten km per hour ( i.e. one state for speeds 0-9
km/h and so on). Starting state is the state that represents the value of speed just after the
speed dropped under the critical level for incident detection. Absorbing state (i.e. state that
we consider the end of speed time series for traffic incidents) is one state above the critical
speed value. Transition probabilities are simply calculated from number of transitions between
states in clustered time series.

Next part of our work is Bayesian classification of the new traffic incidents. We are using
the classifier in form presented in Equation 1. It is even simplified by the fact, that we have just
a single feature of the data (its time series) so we can drop the product from the equation. As a
decision rule, we are using standard maximum posteriori probability rule. A priory probability
of the model p(C}) is calculated from the size of appropriate cluster, models of large clusters
of historical time series are more probable than those of smaller clusters. More difficult part of
the computation is the likelihood p(z|C}). It represents probability, that the model generates
the data and in general is not exactly known. Therefore it must be simulated. We have used
the Monte Carlo approach [5] by drawing n time series from the model Cj and comparing
them to the data x. From a large number of these comparison, we can compute the likelihood
of the data. This comparison, however, creates another problem. These series will usually
be of different length, but it does not mean that they are not similar. They can have only
slightly different length but their shape is very similar. We can solve this problem problem by
application of dynamic time warping (DTW) for measuring time series similarity. Unlike some
other similarity measures (like Euclid,...), DTW can compare time series of different length. If
the similarity is greater than some threshold, we can consider that the data can be generated
by the model. This entire algorithm for computation of a posteriori probability of a model can
be described by following pseudo code:
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Algorithm 1 Algorithm for computing a posterior probability of model CY

1: procedure APOSTERIORPROBABILITY (Cy, p(Cyk), x, n, treshold)

2 fori=1:ndo

3 ts=simulate(C}); > Monte Carlo simulation
4: sim=dtwsimilarity(ts,x); > DTW similarity of data and simulated time series
5: if sim > treshold then

6 me+-+;

7 end if

8 end for

9 likelyhood=mc/n; > Likelihood computation
10: aposterior=likelihood - p(Cy); > A posterior probability computation

11: end procedure

4 EXPERIMENTAL RESULTS

Our algorithm was tested on time series of speed from Czech Republic highways. Historical data
used for training come from the April 2015 and testing traffic incidents come from May 2015.
We have identified traffic incidents in these time series and extracted them. Standard DTW
clustering performed on traffic incidents from April produced 25 clusters, which we numbered
from 1 to 25(small clusters with just one or two incidents were not taken into account). These
clusters have been transformed into 25 Markov chain models representing these clusters and
numbered accordingly to their originating cluster. Then we have taken time series from May
and clustered them by DTW to provide a benchmark (these clusters were again numbered for
their identification). We took series from the three largest clusters created by this clustering
and tried to classify them using our algorithm and Markov models obtained from April. It can
be expected, that all time series from each cluster should be classified to come from the same
model. Results can be seen in Table 1.

Number of model representing classified series | Number of originating cluster ‘

1 1
3 1
1 1
1 1
24 1
1 1
6 10
10 10
10 10
10 10
) )
7 )
) )

Table 1: Comparison of originating cluster and results of classification

As it is evident from the Table 1, our algorithm can successfully classify most of the time
series but not all of them. While the success rate suggests that algorithm is functioning, it is
also showing some flaws. Let us analyze the first six time series, which should all belong to
the same model, to see the reason behind the misclassified series. In Figure 1 you can see all
six time series. Correctly classified ones are black, the one from the second row is dashed gray
and the one from the fifth row is dashed black.
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Figure 1: Time series of speed from cluster 1

The dashed gray time series is noticeably shorter than the other ones. It may have been
on a border of the cluster and therefore it is possible that some other model describe it better.
The dashed black one is, however, very similar to the other ones. Problem here lies with its a
posterior probability which is shown in Figure 2 (axis x shows ID number of model and axis y
its a posterior probability).

1.4

A posterior probability
o o o -
» o ® - [

o
(M)

5 10

1
Number of model

Figure 2: A posterior probability distribution of time series from the fifth row of Table 1

Its MAP peaks at model 24, but it is only marginally higher that a posterior probability
at model 1. This time, it is clearly misclassification, as series from cluster 24 are shorter.
This problems are probably caused by nature of Monte Carlo simulation used for likelihood
computation. Due to Monte Carlo simulation computational complexity, our implementation
can run only limited number of simulations (it was parallelized only on two cores). As likelihood
values are very small, it is easily possible to misclassify the time series because likelihood tended
to be in favor of wrong model, but in long run it should be in favor of the right model. Causes
of this problem are discussed in the conclusion.
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5 CONCLUSION

In this paper, the algorithm for classification of traffic incidents was presented. This algorithm
is based on the clustering of historical traffic incidents, parametrization of these clusters by
Markov chains and classification of new traffic incidents by Naive Bayes classifier. While results
have proven that this approach is feasible, it is far from flawless. Especially borderline time
series are sometimes misclassified. This problem can be solved by greater level of parallelization,
and it will be done in a near future. Another possible cause of this problem may by the
simplicity of Markov chain. While it was proven to be good model for modeling the time
series, it cannot capture all complexities within time series. It is possible that time series
of traffic incident are simply too complex to be described by Markov chain, which may be
demonstrated by blurry borders of the models. Other, more complex Markov models will be
tested in a near future. We are also planning to compare current approach to the clustering
of the historical time series with clustering performed by traffic expert. It is possible that this
approach also improves the quality of Markov chain models.
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Abstract: Probabilistic Time-Dependent Vehicle Routing Problem is focused on logistic situ-
ations dealing with vehicle fleets with limited load capacity and a set of customer requirements
served by these fleets with the minimum overall time of delivery for the whole request. Partic-
ular demands may be restricted by a defined time window and may have a set of probabilities
of the delivery time fulfillment. The delivery time between customers or between a customer
and a depot depends on the traveling distance, time of arrival and probability of the arrival
time fulfillment for load delivery through each particular vehicle route.

The paper presents a solution to the mentioned Probabilistic Time-Dependent Vehicle Rout-
ing Problem with the focus being on the individual setting of particular customer requests. This
enables the specification of input parameters like a fixed guaranteed time for the selected re-
quests with higher or lower importance defined by the probability level of its arrival time. This
is a new variant of the Vehicle Routing Problem, which is time-dependent with time windows
and a probability of arrival in designated time.

Keywords: Vehicle Routing, Time-Dependent Vehicle Problem, Probability of Arrival

1 INTRODUCTION

Vehicle Routing Problem (VRP) was the first defined fifty years ago. The VRP is aimed at
minimizing transportation costs, transportation time, pollution emissions, and others. There
are many VRP variants and formulations. Recently, the formulation of the VRP has been
widened due to various problems arisen. The paper proposes a novel variant of VRP.

Among others, Tasa et al. [10] worked with the VRP with Time-Dependent and Stochastic
Travel Times. They achieved minimum arrival times and they counted the total transportation
costs and service costs. The authors of [13] proposed a transportation route so that a delivery
service time window can be in the middle of the normal probability distribution; it is medium-
probable that the vehicle visits the client in this solution. Dynamic Vehicle Routing Problem
with fuzzy time windows (DVRPFTW) was presented in [3] so that the overall size of depots, the
total arrival time and the waiting time can be minimized. In paper [5], the authors optimized
the departure time of every vehicle in order to minimize the duty time of each driver and fulfill
driving hours regulations. The authors of [7] minimized a customer waiting time, the total
driving distance, covered dynamic information both random demand and dynamic network, and
they maximized the number of customers they attend to serve. Time dependent vehicle routing
problem with hard time windows was used in [2] to minimize the overall time of transportation
and distance from a depot. The authors also maximized the number of customers served. In
paper [12], the authors introduced load-dependent VRP which considers simultaneous pick-ups
and deliveries. In paper [1], the Vehicle Routing Problems with Time Windows-Probabilistic
model has been developed taking an uncertainty of transportation time into account. However,
the model was time-independent.

All the literary resources presented above deal with a lot of VRP variants. However, none
of them allows to define a probability of arrival in designed time for each one customer request
combined with time-dependency of routes. This paper is focused on defining a new variant of
the VRP. The new variant of VRP is time-dependent VRP with time windows and probability
of arrival in designed time (PTDVRP). Shipping companies may need to ensure probability
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of arrival of shipping vehicles at customer locations in designed time. Some deliveries may
have a fixed guaranteed time (e.g. a delivery of production process critical inputs which, if
not delivered in time, may cause a production process suspension). Some deliveries may be
standard, but if they are not delivered in time, it causes negligible damages. This task can be
solved as PTDVRP. The problem inputs consist of a list of available vehicles; each vehicle has
a given capacity, and a list of customers’ requests. Each request has given capacity demand,
location, service time window and probability of arrival in designed time. Moreover, another
inputs are time-dependent and request probability-dependent driving times between locations.
The output then consists of routes of the vehicles minimizing total route times. The routes
respect requested time windows, probabilities of arrival in designed time and vehicle capacities.

2 PROBLEM FORMULATION

The following formulation of PTDVRP is based on the formulation of TDVRP published in
[6]. A weighted directed multigraph G(V, E, w) is given, where V is set of nodes, E is set of
arcs, and w is step function, which assigns weight (travel time) to each arc.

Node 1 represents the depot and the rest of nodes represent locations of customers. Weight
of each arc represents travel time from node i to node j in a concrete time interval and with a
concrete probability that travel time will be less or equal to the weight. Set of arcs is defined as
E={(i,j)y :i,j € V,p € P,m € M}, where M is set of distinct time intervals, and P is set of
available probabilities. Exactly |M| x |P| arcs exist from node ¢ to node j. It is not useful if P
contains lower probabilities than the minimum probability of given requested probabilities of
arrival in designed time of customers’ demands, because the arcs with such probabilities could
not be used in any feasible solution due to the constraints (11) and (12).

Step function w returns travel time from node ¢ to node j when a vehicle departures from
node 7 within a concrete time interval and with a given probability that the real travel time
will not exceed designed travel time. Travel time is vehicle independent.

Each customer is served exactly by one vehicle with a given probability of the vehicle arrival
in designed time. K is set of all vehicles. Each vehicle has a given capacity. Each customer
request (pickup or delivery) requires a part of vehicle capacity. Vehicle waiting at the customer
location is allowed. Each vehicle route starts and ends in the depot.

Graph G'(V',E',w’) is created from graph G as follows. Every inbound arc of node 1
(depot) is removed. Node 1 is the first node of each vehicle route. |K| new nodes are inserted.
Set of the newly inserted nodes is {n + 1,...,n + |K|}. Each newly inserted node is the last
node of the exactly one vehicle route. It means that each vehicle route starts in node 1 and
ends in one of the newly inserted nodes. Arcs from all nodes that represent customer locations
to the newly inserted nodes are inserted. Weights of the newly inserted arcs are as follows:

Vie {2, .. n} Vi€ {n+1,. .o+ K[} ()0 = w((@ 1)), (1)

Arcs from node 1 to the all newly inserted nodes are inserted (for each time interval and
probability). Weights of those arcs are 0. Vehicle routes with no customer location to visit are
allowed. In that case, routes of those vehicles go directly from node 1 to the end node.

Objective function (2) minimizes total route times, where t,, 1 is arrival time to the last
node of the route of each vehicle.

|K]|

min Z tntk (2)
k=1

subject to
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Vie{2,...,n+|K|}: ZZmep—l (3)

i=1 meM peP
i#]

n+| K|

Vie{2,...,n}: Y > N allf=1 (4)

j=2 meM peP
JFi

n+|K|

> DD A=K (5)

j=2 meM peP

m;/ariable x;'}p is binary, if arc (4, j)gl is traversed by any vehicle, then x?}p = 1, otherwise

z; ;7 = 0. Constraints (3) and (4) ensure that each customer is served exactly once (exactly

one inbound and one outbound traversed arc exist for each customer location). Constraint (5)
allows vehicles to go directly from the start node to the end node. Vehicles which go directly
to the end nodes are considered as not used.

t =t (6)
Variable t; represents departure time of any vehicle from node i, while ¢ is a given starting
time at the depot. Constraint (6) sets departure time from depot for the all vehicles.
Vie{l,...,n},Vje{2,...,n+ |K|},Ym e M,V¥pe P:
i#j = tj—ti— B}’ > w'((i,4))) + 5, — B (7)

Vie{l,...,n},Vj€{2,...,n+|K|},Ym € M,Vpe P:
z#]:>t+Bacmp<Tm—i—B/\t—Tm1mp>0 (8)

Constraint (7) computes the departure time at node j ([4] and [6]). s; is a given service
duration at node j. B is given a large number to ensure that constraint (7) is binding only
if nodes are incident with a traversed arc. Constraint (8) ensures that appropriate arc for
departure time ¢; is chosen, while T is upper bound for time interval m € M.

ViG{1,...,7”L+’K‘}ZLiSti—SiSUZ’ (9)

Constraint (9) ensures that arrival time ¢; — s; at node ¢ is between the earliest (L;) and
the latest (U;) given arrival time at node 4.

y1=1 (10)
Vie{2,...,n}:yy>a; AVie{n+1,....n+|K|}:y; > a1 (11)

WE{1,...,n},Vj€{2,...,n—|—|K\}:
iA) =y (XD m =B Y Y i =y, (12)
meM peP meM peP

y; is probability of arrival to node i in designed time. Constraint (10) sets an initial
probability at the depot. Constraint (11) ensures a probability of arrival in designed time for
customer locations and a probability of return in time to the depot. a; is a given probability
of arrival in designed time for the customer i or the depot. Constraint (12) ensures that the
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arc with high enough probability of arrival in designed time is chosen based on the probability
of arrival at the antecedent node.

=0 (13)

Variable [; represents vehicle load (in some unit, for example pieces or weight) at node i,
so l; > 0. Constraint (13) sets vehicle load at the depot.

Vie{l,...n}Vie{2... n+|Kl}:itj = L—1;—B> Y al'>d;—B (14)
meM peP

Vke{l,...,|K\}:ln+k§bk (15)

Constraints (14) and (15) ensure that capacity of each vehicle is not exceeded. d; is a given
customer demand at node j, by is a given capacity (or maximum load) of vehicle k € K, and
lntr is a load at the last node of the route of vehicle k.

3 EXPERIMENT

The following experiment compares travel times of the PTDVRP solutions to the TDVRP so-
lutions. Data sets described below were solved as the PTDVRP (respecting given probabilities
of arrival) and then as the TDVRP (ignoring given probabilities of arrival and using average
travel times between customer locations).

Three experimental data sets were created!. The data sets differ in the number of customers.
The first set has 10, the second set 50 and the third set 100 defined customers. Each customer
was described by random location, random capacity demand, random time window for vehicle
arrival and random probability of designed time arrival. Each customer has service time 300
seconds. All the sets have the same 25 vehicles available. Travel times between the nodes
were generated on the basis of random customer locations, time interval and the probability of
arrival in designed time.

Adaptive large neighborhood search algorithm (ALNS) based on [8] and [9] was imple-
mented. Base principle of the algorithm is ruining a part of current feasible solution and then
recreation of the solution. This happens in cycles until some condition is met. The solutions
of testing sets were searched with the algorithm in 9000 cycles in each run. Table 1 (for the
PTDVRP) and 2 (for the TDVRP) shows travel times of the found solutions of the experimental
data sets. Each set was run 20 times.

Number of Used Vehicles Travel Time [hours]

Customers | min max mean ¢ | min max mean 0
10 2 4 3.2 0.6 | 31.8 41.0 36.4 2.8
50 13 18 15.7 1.3 | 149.8 1873 167.0 9.9
100 23 25 245 0.7 ]281.6 3177 2971 10.1

Table 1: PTDVRP Travel Times of the Found Solutions for Testing Sets

Travel times of the TDVRP solutions are lower. This is the expected result caused by
higher travel times used by the PTDVRP. The PTDVRP uses travel times between customer
locations based on requested probabilities of arrival in designed time, while the TDVRP uses
average travel times between the customer locations. Figure 1 shows an example of travel times
between two customer locations for the PTDVRP. In the case of Figure 1, the PTDVRP would
count with proper travel time in range from 1865s to 2667s, while the TDVRP would always
count with 1925s (which is average of the travel time function on figure 1) in contrast.

L All sets are available at http://dataanalysis.vsb.cz/Collections/Ptdvrp
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Number of Used Vehicles Travel Time [hours]

Customers | min max mean p | min max mean g
10 1 1 1 0| 19.2 19.2 19.2 0
o0 3 3 3 0]356 408 370 1.7
100 6 6 6 0]69.9 823 744 29

Table 2: TDVRP Travel Times of the Found Solutions for Testing Sets

Figure 1: Travel Time Probability and Cumulative Probability between Two Customer Loca-
tions for the PTDVRP

4 CONCLUSION

In this paper, the Probabilistic Time-Dependent Vehicle Routing Problem (PTDVRP) has
been proposed as a new variant of the VRP. The ALNS algorithm has been used to solve
the experimental testing data sets in the experimental part of the paper. The experimental
sets were solved as the PTDVRP and the TDVRP to express the difference between the both
solutions. Although the PTDVRP feasible solution travel times of routes are higher than
travel times of routes of the TDVRP, the PTDVRP allows to ensure the probability of arrival
in designed time to the customer locations. Meeting these constraints is much more important
then only obtaining the fastest solutions in the real situations. In our future work we will
concentrate on the comparisons of the different algorithms for solving the PTDVRP. Data from
data sources which provide online traffic flow monitoring will be used as input for computation
of the probabilistic distribution of travel time between particular nodes [11]. This probabilistic
distribution of travel time on selected path is based on the simulation which utilizes traffic data
regarding incidents on roads.
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Abstract: Text detection in document images plays an important role in optical character
recognition systems and is a challenging task. The proposed text detection method uses self-
adjusting bottom-up segmentation algorithm to segment a document image into a set of con-
nected components. The segmented connected components are then described in terms of 27
features and a machine learning algorithm is used to classify these components as text or non-
text. We have collected a dataset (called ASTRoID), which contains 500 images of text blocks
and 500 images of non-text blocks in order to test the method. We empirically compare perfor-
mance of the proposed text detection method with seven different machine learning algorithms;
the best performance is obtained with the radial support vector machine.

Keywords: text detection, document segmentation, text/non-text classification, machine learn-
ing

1 INTRODUCTION

Today a lot of potentially useful textual information is stored in an unstructured form of images
of documents such as invoices, contracts, web pages, etc. In order to effectively recognize and
extract this text with Optical Character Recognition (OCR) technology, location of the text
within the image must be detected first. The first step of text detection in document images is
the document segmentation, which is followed by a classification of segments obtained in the first
step. Document segmentation is a task which splits a document image into segments or blocks
of interest, as shown in Fig. 1b. Here, each group of black pixels (called connected component
(CC)) represents one block. Blocks of interest can usually be classified as text or non-text. We
are mainly interested in text blocks, so our goal is to identify them and separate them from
non-text blocks (see Fig. 1c). It is important to understand that document segmentation and
classification (identification) of segmented blocks can hardly be treated as independent tasks
and are often merged together in a “(physical) layout analysis” [8].

Document segmentation techniques are traditionally classified into three categories: top-
down, bottom-up and hybrid approaches. The top-down approach starts the segmentation
from bigger blocks and repetitively segments the document image into smaller blocks until the
document image is segmented into the smallest possible blocks |2, 7, 9, 12, 13, 15, 18|. The
bottom-up approach is the opposite of the top-down approach. It starts from the smallest
segments (characters) and then joins them into bigger and bigger blocks (words, paragraphs,
etc.)[3, 4, 5, 16, 20]. An approach that does not fit into a top-down or bottom-up strategy or
uses the combination of both is called a hybrid approach |10, 14|. Hybrid approaches often try
to combine the speed of top-down approaches and the robustness of bottom-up approaches.

The task of the classification algorithm is to classify the results of the segmentation algo-
rithm. The accuracy of the classification highly depends on the quality of the results of the
segmentation algorithm. A standard approach for detecting text and non-text blocks is to ex-
tract features from segmented CCs in document images and classify them with some machine
learning (ML) algorithm [2, 3, 5, 20]. In this paper we use a similar approach.
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Figure 1: a) Image document, b) Segmented image and c¢) Detected text

The main contributions of this paper are: (1) a self-adjusting segmentation algorithm for
finding text CCs that is independent of the image resolution and font size, (2) a new set of
features which describe differences between text and non-text image blocks, (3) a custom bench-
mark dataset ASTRoID of text and non-text image blocks, and (4) investigation of performance
of seven different ML algorithms for separation between text and non-text image blocks.

The rest of the paper is organized as follows. In section two, we introduce the document
segmentation algorithm, the ASTRoID dataset and the classification algorithm. The classifica-
tion results obtained with different ML algorithms are presented and discussed in section three.
Finally, section four concludes the paper.

2 TEXT DETECTION

Our text detection method performs two tasks: document image segmentation and classification.
The segmentation algorithm extracts image blocks, these are described in terms of the selected
features, and then classified with a ML algorithm as either text or non-text blocks.

2.1 Segmentation

The segmentation algorithm follows the bottom up strategy. It segments the document into
CCs, which are constructed with a combination of the Sobel edge detection and dilation methods
[8, 17], and is composed of three parts: (1) search for an optimal rectangular kernel, (2) edge
detection and (3) extraction of standalone document image blocks. The input is a grayscale
image (Fig. 2a) and the output is a binary image.

The first part of the segmentation algorithm finds an optimal rectangular kernel, which
is then used by the other two parts of the algorithm. The optimal rectangular kernel highly
depends on the height of the dominant text in the document image. In the second part of the
segmentation algorithm we apply different Sobel kernels (vertical, horizontal and diagonal) on
the grayscale document image. The resulting images of different Sobel kernels are dilated by the
optimal rectangular kernel and combined into one image by logical AND and OR operations,
as shown in Fig. 3a. In the third part of the segmentation algorithm we localize all CCs as
illustrated in Fig. 2b (red rectangles in Fig. 2¢) and keep only those CCs that intersect with two
or less than two other CCs (due to characters such as “B” and “8”) and we call them standalone
CCs. In such a way most of CCs which do not belong to text blocks are removed. This image
then is dilated by the optimal rectangular kernel, as shown in Fig. 3b. The final segmented
image is obtained by combining the resulting images of the second (Fig. 3a) and third (Fig. 3b)
part of the algorithm with logical OR operation (see Fig. 3c). In such a way we segment the
document image into blocks that can either be text or non-text blocks.
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Figure 3: Segmentation steps, a) 2nd part, b) 3rd part and c) Final part

2.2 Text vs. non-text classification

In order to evaluate our method we created our custom dataset of text and non-text image
blocks, which we called ASTRoID. The dataset includes 500 image blocks which contain plain
text of different sizes, lengths, colors, font styles, etc., and 500 equally diverse image blocks
which do not contain text. The ASTRoID dataset is available for download at: http://dk.
fis.unm.si/ASTRoID.zip.

In document images most of the text blocks are uniformly structured and have a regular
shape. On the other hand, non-text blocks have a lot of shape variability, i.e., mostly they
have an irregular shape. But only shape information is not enough for classification, we also
need to take into account the information on the context of these blocks. In this paper we used
features similar to the ones proposed in |2, 3, 5, 12|. However, we took a different approach
to calculate some of the proposed features and introduced a new feature "color density". In
our approach we extract features from multiple images of the same segmented block (Fig. 4),
which are obtained by different preprocessing methods, unlike the approaches found in the
literature where features are extracted from usually one binary image. Before the actual feature
extraction, each segmented block is resized to 100 pixels in height while maintaining the width
to height aspect ratio. In our approach we used the following features: number of CCs [2],
aspect ratio |2, 3, 12|, foreground density |2, 3, 5, 12], color density, standard deviation of the
heights and widths of CCs [3, 5, 12|, and standard deviation of the lengths of horizontal and
vertical runs [12]. Most of the features are extracted from different binary images (Fig. 4b - 4h),
which are obtained with the following methods: skeletonization (Fig. 4d) [1], horizontal Sobel
kernel (Fig. 4e), vertical Sobel kernel (Fig. 4f), diagonal Sobel kernels (Fig. 4g) and Canny edge
detection method (Fig. 4h) [6, 17].

The number of CCs is computed after the binarization of grayscale image with the Otsu’s
[11] thresholding algorithm (Fig. 4b). The feature foreground density is calculated two times,
i.e., once for Fig. 4b and once for Fig. 4h. The color density feature is calculated from the color
image (Fig. 4a). The standard deviation of the heights of CCs is calculated eight times, i.e.,
once for each of the figures: Fig. 4b, 4c¢, 4d, 4f, 4g and 4h, and for the Sobel vertical lines which
are extracted from Fig. 4c and 4h. The standard deviation of the widths of CCs is caluclated
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Figure 4: a) Color image, b) Binary image, ¢) Image of extracted colors, d) Skeleton image, e)
Horizontal Sobel, f) Vertical Sobel, g) Diagonal Sobel and h) Canny

two times, i.e., once for Fig. 4e and for the Sobel horizontal lines which are extracted from
Fig. 4h. Standard deviation of the vertical runs is calculated nine times, i.e., once for each of
the following figures: Fig. 4b, 4c, 4d, 4f, 4g and 4h, and for the Sobel vertical lines which are
extracted from Fig. 4c, 4g and 4h. Standard deviation of the horizontal runs is calculated three
times, i.e., once for each of the following figures: Fig. 4b and 4e, and for the Sobel horizontal
lines which are extracted from Fig. 4h.

All together we extracted 27 features from each image block of the ASTRoID dataset and
assigned a class label (text or non-text) to each one. In this way we created a dataset, which we
used for classification with seven popular ML algorithms that are frequently used in practical
applications and typically give good results, in order to evaluate our choice of features. We used:
Naive Bayes, C4.5 (decision tree), k-Nearest Neighbors (k-NN), Random Forest, Linear Support
Vector Machine (SVM), Polynomial SVM and Radial SVM. The accuracy of each of the above
mentioned algorithms is estimated by 10-fold cross-validation. We used the implementations
of ML algorithms in the WEKA data mining suite [19]. Naive Bayes and C4.5 (decision tree)
algorithms are used with default parameters while parameter k£ for the k-NN algorithm is set
to 1 and parameter number of trees for the Random forest algorithm is set to 100. For SVMs
we normalized data by setting normalize parameter. The parameter C' for Linear SVM is set
to 15. The parameters C, degree, gamma and coefficient for Polynomial SVM are set to 20,
3, 1 and 1, respectively. The parameters C' and gamma for Radial SVM are set to 20 and 1,
respectively.

3 RESULTS & DISCUSSION

Table 1 shows classification results of all ML algorithms. The accuracy of all ML algorithms is
higher than 90% which suggests that the choice of our features for text /non-text differentiation
is appropriate. The ML algorithm that has the highest accuracy 98.2% is the Radial SVM.
The results obtained by the proposed text detection method are promising. Other authors
who worked on similar problems also obtained comparable classification results. In [20] authors
used SVM and classified text from non-text blocks with the accuracy of 96.62%. In [12] authors
obtained 97.5% classification accuracy by using genetic programming to classify the document
blocks as text, image, drawing and table. In [3] authors used Multilayer Perceptron to classify
text from non-text blocks and obtained 97.25% of accuracy. The only disadvantage of ap-
proaches in [12, 3, 20] is that they fail to detect text in documents with complex layout, due to
limitations of their segmentation algorithms. The advantage of our segmentation algorithm is
that it self-adjusts to the document image regardless the image resolution and font size, it does
not need any input parameters and it also works on documents with complex layouts. The only
disadvantage is that it fails to detect (segment) some text blocks of very light text color, and
also some text blocks with very complex (with a lot of details) background and very decorated
text strings. In the future we plan to test our text detection method on other datasets and
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compare it with other segmentation methods.

Table 1: Classification results

Classifier Naive Bayes k-NN  C4.5 - decision tree  Random forest Lin. SVM  Poly. SVM  Rad. SVM
Accuracy 90.1% 93.6% 94.3% 97% 97% 97.3% 98.2%
Precision of text blocks 0.860 0.911 0.937 0.976 0.964 0.961 0.978
Precision of non-text blocks  0.953 0.964 0.949 0.964 0.976 0.986 0.986
Recall of text blocks 0.958 0.966 0.950 0.964 0.976 0.986 0.986
Recall of non-text blocks 0.844 0.906 0.936 0.976 0.964 0.960 0.978

4 CONCLUSION

We have presented a text detection method, which consists of document segmentation and
feature extraction algorithms. The proposed segmentation algorithm is based on the bottom-
up strategy of analysis and segmentation is done by using the Sobel edge detection method.
We created ASTRoID dataset of images, which consists of 500 image blocks of text and 500
image blocks of non-text. The proposed feature extraction algorithm extracts features from each
image in ASTRoID dataset. We used 27 different features in order to differentiate text from
non-text regions. In order to classify text from non-text blocks we used seven ML algorithms.
The accuracy of all ML algorithms is higher than 90% which suggests that the choice of our
features is appropriate. The classification results show that SVM with radial kernel has the
highest accuracy 98.2%.
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Abstract: High performance computing (HPC) systems are traditionally hosted in private facilities,
available to particular and specific research groups. The main reason for this phenomenon lies in the
scale of such systems. Significant funds for CAPEX and OPEC costs are required to establish and run
HPC systems, leaving smaller research groups and small and medium enterprises (SMES) out of reach
for such systems. Cloud computing offers a solution for these users. While general services for
general use IT (web services, business applications, mobile applications, etc.) and other smaller scale
solutions are easy to migrate into the Cloud, this is not the case in HPC. Specific environment, fast
interconnect, custom tailored configurations and complex applications makes HPC solutions hard to
port into the cloud. In this paper we present successful use cases of using HPC services in the cloud
while pointing out the main pre-requirements that should be met for a successful use of HPC
applications in the cloud.

Keywords: high performance computing, cloud computing, use case, evaluation
1 INTRODUCTION

HPC includes a diverse range of scientific and engineering applications with a combination
of top-end computing hardware. Supercomputers, the core component of HPC systems, are
evolving along with the development of computer science. The first supercomputers have
been presented already in the beginning of modern computer era, some 50 years ago. From a
computer architecture perspective we can separate HPC systems from early specialized
architectures with superscalar processors, vector processors and special systems with shared
memory, up to today’s well-established and dominant massively parallel and cluster
supercomputers [1], [2]. The latter are taking the advantage of low-priced commodity
processors and the architecture of distributed memory. Exactly the same basic principle is
used in general-use cloud computing with all large scale cloud computing platforms being
built on low-priced commodity servers. This intersection between general-use cloud
computing and HPC makes interesting initiative to explore migration from traditional HPC
systems to cloud based HPC systems.

Besides the hardware computer architecture one must also take into account the software
stack, needed to run a supercomputer. This stack is built from the operating system, the
middleware and end-user applications. The vast majority of the supercomputers from the
current top500.org list [3], [4] are based on Linux operating system. This fact had also an
impact on the development of user end software and must be considered when evaluating the
process of porting particular application to the HPC Cloud.

2 RELATED WORK

Several benchmarking studies and performance analysis have already been presented in the
related work, but are mainly focusing on pure performance or technological aspects rather
than real-life use cases experiences. The related research HPC cloud studies can be divided
into three major groups, the ones that are applicable to a particular virtualization technology,
the ones on general common studies and those related to public cloud offering. General HPC
virtualization studies, for example [5] covers general benefits and pitfalls related to High-
Performance Cloud Computing, outlining many still open up questions such as scalability
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issues and performance variations depending of a particular application. Work, related to
public cloud offering, most often discusses Amazon EC2, such as [6], [7].

The most comprehensive related work on actual use-cases has been done in the UberCloud
experiment [8]. UberCloud is the online community and marketplace. Engineers and
scientists with computational and data-intensive tasks can discover, try and buy on demand
computing power and expertise. The UberCloud started in July 2012 with the free voluntary
HPC Experiment which today has over 1000 participating organizations and individuals,
from 68 countries. To explore the challenges of the end-to-end process for an end-user to
access and use remote computing resources, the project members built “Teams of Four”, i.e.
industry end-user, software provider, resource provider, and HPC expert, to work together on
the end-user’s application, defining the requirements, getting the licenses and implementing
the software on the remote system, running and monitoring it, getting the results back to the
end-user, and writing a short case study about their experience, lessons learned, and
recommendations, for the benefit the UberCloud community.

3 PLATFORM AND BENCHMARKING CASE

Due to the fact that the most widespread type of supercomputers are based on systems with
distributed memory [4] we describe a typical platform, used as a basis for cloud enabled HPC
system. Arctur-1 [9] is a typical representative of HPC systems with distributed memory. A
part of the system is converted into heterogeneous system, equipped with GP-GPU
accelerators [10] in order to support modern applications, for processing as well as for
visualization purposes.

Figure 1: Arcur-1 multi-heterogeneous Cloud HPC system

Typical traditional general-use cloud computing systems are usually based on completely
virtualized infrastructure. However, since virtualization brings inevitable performance
overhead, this is not always a feasible solution for running HPC applications. Therefore
cloud enabled HPC systems are typically composed of virtual as well as physical
infrastructure. Compute, specifically CPU or interconnect-intensive workloads are submitted
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directly to physical (bare-metal) infrastructure, while some other workloads, which are not so
CPU or interconnect-intensive or require higher level of elasticity [11] are typically deployed
on fully virtualized HPC platforms. Virtualized infrastructure delivers better flexibility and
elasticity by leveraging fast deployment and instantiation from templates. It also provides
means of live migration of workloads (virtual machines) between separate physical systems
to provide elasticity and some other higher-level added values such as proactive fault-
tolerance [12]. In order to support various kinds of workloads, we converted Arctur-1 into
such multi-heterogeneous system as show on Figure 1.

Various workloads are submitted by the user to the system through the Cloud. We define
“Cloud” as user interfaces, available through web browser graphical user interfaces, SSH,
and VNC as well as application programmable interfaces (API), available through various
API protocols, based on internet. In dependence of workload type, a particular workload is
either executed on bare-metal, bare-metal with graphic processing accelerators (GP-GPUs),
commercial virtualized platform (VMware vCloud) or open-source (OpenStack)
virtualization platforms. GP-GPUs are used to accelerate workloads, designed and
programmed for GP-GPU executable environments (CUDA, OpenCL) and also for results
visualization. In this case the actual rendering for visualization is done on GP-GPUs while
fast and responsive protocols are used to deliver rendered display to the end user.

The biggest challenge in virtualizing a HPC system, more specifically, it’s particular
components such as CPU, memory, accelerators, storage interfaces and network, is when
dealing with fast interconnect, used for inter-process communication, for example, MPI [13].
The most commonly used interconnect is InfiniBand, which is also the case in Arctur-1
Supercomputer. There are several methods for virtualizing InfiniBand network adapter: direct
attaching the device to virtual machine, direct attaching the device to virtual machine by
leveraging SR-I0OV technology, by using elPolB paravirtualization and by using general
paravirtualization. We have conducted some basic performance benchmarks by using a
sample application in the field of molecular analysis - GROMCAS.

Figure 2: Performance and scalability ratio for 96-core 8-node HPC cluster on GROMACS application
benchmark

The results of our tests on GROMCAS application benchmark are shown in Figure 2. Our
testbed was configured with 8 HPC nodes and total 96 cores with physical (native, bare-
metal) configuration and with KVM virtualization for the comparison. The Figure 2 is
showing performance ratio of virtualized InfiniBand on 8 nodes versus 1 node and the
scalability ratio versus physical (native) InfiniBand. As shown, the direct attached InfiniBand
virtualized adapter shows near the same performance as non-virtualized (phy), whereas
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paravirtualization via elPolB mothod shows significant performance overhead. Nevertheless,
the main issue of direct attached method is that InfiniBand adapter can only be attached to a
single virtual machine. This effectively disables the ability of live migration which makes its
use very limited and does not provide the promise of elasticity for virtual environments. That
said we decided not to use InfiniBand for our virtualized parts of Cloud HPC system and only
allow paravirtualized Gigabit Ethernet which fully supports live migration and other high-
level virtualization features, providing elasticity and dynamic environment. This setup allows
only non-MPI applications to be run on virtualized environments (due to high performance
penalty while running MPI applications on Gigabit Ethernet or paravirtualized InfiniBand).
Therefore workloads are scheduled accordingly when passing through management network
and system on Arctur-1 Cloud HPC system.

4 USE CASES

As outlined in the introduction, the main goals of using HPC resources in the cloud is to
reduce or eliminate CAPEX and OPEX costs and to provide operational flexibility. Arctur-1
system, as described in Chapter 3 does provide such environment. Several use cases were
executed to experiment with Arctuir-1 Cloud HPC system, therefore we are presenting a few
use cases from two major projects, funded by EU.

Fortissimo [14] is a collaborative project that will enable European SMEs to be more
globally competitive through the use of simulation services running on a cloud-based High-
Performance-Computing (HPC) infrastructure. The importance of advanced simulation to the
competitiveness of both large and small companies is well established. However, large
companies have easier access to advanced simulation than SMEs, which are facing both
technological hurdles and financial challenges. This means that SMEs are often not able to
take advantage of this technology, even though it would clearly make them more
competitive. The goal of Fortissimo is to overcome this impasse through the provision of
simulation services and tools running on a cloud infrastructure. A “one-stop-shop” greatly
simplifies access to advanced simulation, particularly to SMEs. This makes hardware,
expertise, applications, visualisation and tools easily available and affordable on a pay-per-
use basis. In doing this, Fortissimo created and demonstrated a viable and sustainable
commercial ecosystem. Fortissimo will contribute to the increased competitiveness of
European manufacturing industry through the innovative infrastructure that it will develop
and test. It will also create commercial opportunities for European Independent Software
Vendors and for service and High Performance Computing infrastructure providers, through
the creation of a new market for their products and services. Fortissimo places emphasis on
the exploitation of opportunities at all levels of the value chain all the way from the SME
end-users to the providers of High Performance Computing infrastructure.

Cloudflow [15] aims to empower the different engineering disciplines with on-demand
access to scalable computational services, allowing them to start any process when desired
and without the need for a complex local infrastructure of cutting-edge high performing
computers. The new engineers’ workplaces do not need to be equipped with expensive
software (CAD, CAM, CAE, PLM, data archival, etc.) and their required operating systems
and versions, or with special hardware (CPU, RAM, GPU) and their dedicated drivers.
Therefore, the engineer will not need multiple computers for different tasks; or in the case of
limited computers, the engineers will not need to wait for the availability of the resources.
Cloudflow will build on existing technologies and standards, integrating and configuring
them in such a way that engineers will be able to continue with their standard workflows and
with their standard formats, but with a scalable amount of resources on-demand. Cloudflow
will go beyond the mere provision of individual computational services on the cloud. It has
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the ambition to support chains of services in integrated workflows and to allow the
development and simulation of complex products such as mechatronic systems where
mechanics, software and electronics work together. The future engineering workplaces will
literally be newly conceived. The engineer will become flexible and powerful. They will be
able to develop and assess complex systems in an integral manner, combining the different
behaviours for integrated workflows within chains of services. The engineers will be relieved
from being present at a fixed workplace to perform any of their tasks. In contrast, they will be
able to work anywhere and with light resources, able to access all the technology and the
needed computational power.

4.1 Evaluation and use cases preliminary results

Both before mentioned projects (Fortissimo and CloudFlow) are End User driven projects.
This means that they are building upon actual use cases and on real end user data. Further on
the most important results from this end user cases are presented.

Pipistrel was one of th use-cases form the Fortissimo project. It is a company from
Slovenia, manufacturing lightweight aircrafts. Computer Aided Design (CAD) and
Computational Fluid Dynamic (CFD) simulations are needed to shape an aircraft with perfect
aerodynamic characteristics. Normally, the required High Performance Computing (HPC)
infrastructure is only affordable to large companies. However, the aircraft manufacturer
Pipistrel demonstrated the benefits of a cloud-based HPC infrastructure in a Fortissimo
experiment. The medium-sized enterprise was able to speed up their design cycles with
increased precision in simulation, while the costs for the computation power were twenty-
five times less compared to an in-house solution.

The GridWorker software tool by Fraunhofer EAS (a German research institute as use-
case in the CloudFlow project) is being used to parallelize computations as much as possible
to reduce the overall time used. Through GridWorker the available HPC resources are
deployed in Cloud on a number of virtual machines to exploit the power of many
computational cores at the same time. As a result, the HPC resources can enable users to
simulate more complex machining tasks more quickly. In fact, the time to compute a best
possible toolpath is now only 1/3 of what was necessary before. This provides the
opportunity to increase the quality of the machining. Tool paths are now calculated in
parallel. The CAM workflow allows the end user to prepare all data sets at once to produce a
good machining plan and execute them at once and in parallel in the Cloud instead of having
to wait for each individual result in front of his desktop before the next variant can be
computed.

4.2 The future — deliver HPC services through self-service web portal

The use-cases, described in the previous section have been realized by semi-automated or
manual interaction with the Cloud, using SSH, VNC and other remote access tools and
protocols. The next logical step is to provide a completely web-based portal with seamless
integration into HPC Cloud thus allowing users to submit workload, monitor progress and
visualize results through a single web portal. The user experience with the CloudFlow Portal
should resemble the positive aspects of traveling with any of budget airlines. The purchase of
the Cloud HPC resources trough CF Portal should be automated, simple, fast and affordable.
We derive from the hypothesis that the end-users main concern is time to solution. Other
underlying drivers, such as financial, are also important and should be kept in mind, but our
main focus is on promising as short time as possible from the end-user’s initial contact with
the portal and obtaining the required results. Therefore we proposed an architecture as
depicted in the Figure 3. The portal is the main focus point of the CloudFlow workflow
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enabling system. It encapsulates the entire technical and management infrastructure to
provide the end-user with a complete solution. The portal provides added value by enabling
the symbiosis of key competencies and knowledge. This represents the point of contact
between the end-user and the gateway to the collaboration through the portal. The portal
consist of several entry points for the end-user through the domain experts, infrastructure
providers and the ISVs are the next entry point. The latter have a direct channel of contact to
the users that have not yet started to use any HPC infrastructure in their work process or are
not yet aware of this possibility.

Figure 3: High level overvie of future HPC Cloud Portal
6 CONCLUSION

In this paper we presented the current state of the art of using HPC resources through the
cloud. The architecture of Arctur-1 Cloud HPC platform was described and particular
technological limitations have been presented, such as inability for efficient and elastic
InfiniBand virtualization to provide a fully virtualized and elastic Cloud HPC environment.
We also presented real-live use-case experiments with results, showing significant
improvement for small research groups as well as small and medium enterprises to accelerate
their workflows and provide faster and cheaper ways to get from idea to a solution by using
HPC services through the cloud. The future work will mainly be related to unification and
simplification of the workflows by providing HPC services through advanced self-service
web portal, enabling users to get even easier and faster access to a wide range of HPC
services.
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Abstract: This paper addresses the problem of computing the minimal and the maximal
optimal value of a convex quadratic programming (CQP) problem when the coefficients are
subject to perturbations in given intervals. Contrary to the previous results concerning on some
special forms of CQP only, we present a unified method to deal with interval CQP problems.
The problem can be formulated by using equation, inequalities or both, and by using sign-
restricted variables or sign-unrestricted variables or both. We propose simple formulas for
calculating the minimal and maximal optimal values. Due to NP-hardness of the problem, the
formulas are exponential with respect to some characteristics. On the other hand, there are
large sub-classes of problems that are polynomially solvable.

Keywords: convex quadratic programming, interval analysis, best case, worst case, uncer-
tainty modeling.

1 INTRODUCTION

Optimization problems with interval data has been an intensively studied subject in recent
years. Most of the authors deal with interval-valued linear programming problems; see Hladik
[4] for a survey. In this paper, we focus on convex quadratic programming problems with
interval data. Despite importance of this topic, there are considerable less results; see, e.g.,
[3, 6]. Therein, the problem of computing the best case and the worst case optimal values was
discussed for convex quadratic programming problems of certain forms. The purpose if this
paper is to generalize the above results and to propose algorithms for computing the optimal
value range of interval-valued convex quadratic programming problems in a general form.

Notation. An interval matrix is defined as
A:={AcR™" A< AL A},

where A and A, A < A, are given matrices and the inequality is understood entrywise. The
midpoint and radius matrices are defined as
1 — 1 —
A, = §(A—|— A), Ap:= §(A —A).

The set of all interval m x n matrices is denoted by IR™*". The diagonal matrix with entries
S1,...,Sn is denoted by diag(s). In accordance with Fiedler et al. [1], for an interval matrix
A € IR™ ™ and sign vectors r € {£1}™, s € {£1}", we define the real matrix A, :=
A, — diag(r)Aa diag(s) € A. Similarly, for an interval vector b € IR™ and a sign vector
r € {£1}"™, we define the real vector b, := b, + diag(r)ba € b.

Absolute value applied for matrices and vectors is understood entry-wise. Eventually, e =
(1,...,1)T stands for the vector of ones with suitable dimension.
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Problem formulation. Consider the convex quadratic programming (CQP) problem in a
general form

min (xT yT) <}§T ?) (Zj) +a’z + Ty subject to Az + By=0b, Cx+ Dy <d, x>0,

(1)

where P € R™™ R € R™" G € RV A€ R™" B e R™"™ CeR™*" De R,
a€R", beR™ ce R and d € R". For shortening, we will also use the form

f(@,q, W) := min 2'Qz+¢" =z subject to z € MW), (2)

P R a
z = (xT yT)T’ Q = (RT S) ) q:= (C) )

M (W) is the feasible set and W gathers A, B, C, D, b and d.

Let respective interval domains @, g and W for the coefficients be given. The problem is
to determine the range of the optimal values when the coefficients are subject to perturbations
in the given interval domains. Formally, we want to compute

f:=min f(Q,q,W) subjectto Q €Q, g€ q, W e W,

where

f:=max f(Q,q,W) subjectto Q€ Q, g€ q, We W,
We will assume that @ is positive definite for all @ € Q. For positive semi-definiteness of
interval matrices see, e.g., Rohn [8, 9].

The problem of computing f and f was considered in Hladik [3] for nonnegative variables
only, and in Li et al. [6], it was proposed another method that avoids some assumptions. The
general case dealing with variables unrestricted in sign has not been considered yet. We fill
this gap by developing methods for the most general model stated above.

2 LOWER BOUND

The lower bound f can be expressed as follows

. . T T .
:= min min (2" Qz+q" z subject to z € M((W).
gimmin (amin (7Qs+q5)) sub U waw

According to Hladik [5], the set Uyyew M (W) is described by the nonlinear system

Az 4+ By < Baly| +b, (3a)
Az — By < Balyl b, (3b)
Cx+ Doy < Daly|+d, = > 0. (3c)
or, equivalently, as union of linear systems
Az + Begy < b, (4a)
Ar - By < b (4b)
Cx+ Dy <d, x>0 (4c)

over s € {£1}".
The objective function

. T T : T : T
min (2 Z+q z)=minz Z-+mng z
QEQ,qu( @ 1 ) QeqQ @ q€q a

is discussed below.
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Proposition 2.1 We have

min 27 Qz = 27 Q.2 — ’Z‘TQA’Z‘7

QeQ
T T T
maxz QQz =z z+ |z zl,
Qeg Q Q. ’ ‘ QA’ ‘
min g’z = g z — gAlz],
q€q

T T T
maxq' z = q, z + qalz|-
q€q

Proof. We estimate
TQz=2"Qez+2"(Q — Qc)z > 2" Qez — |27 - |Q — Qc| - [2] = 2T Qez — |27 Qalz].
On the other hand, denoting s := sgn(z), we derive
Qez — 2|7 Qalz| = 2T Q.2 — diag(s)zT Qa diag(s)z = 27 Qssz.

Thus, 27Q.z — |2|TQAa|z| is attained for Q := Qs € Q.
The second part of the statement is analogous, and the remaining two parts are well known
[, 7]. O

Based on these observation, we arrive at
f=min 27Q.z — |2[TQalz| + ¢z — gA|2| subject to (3). (5)

By using an orthant-by-orthant decomposition, we obtain a characterization of f by means of

solving 2" convex quadratic programs:
Theorem 2.2 We have

f= min f,
= se{1}

where

fo:=min 2T <(RB)T ];es> z+ (QT czs) z subject to (4).

Proof. By using (5), we can express [ as

f= T{m% , min Qoz — 2|7 Qalz| + ¢f 2 — qX|z| subject to (3), diag(s)y > 0.
se{£1}"

Since |z| = x and |y| = diag(s)y, we can write the above inner problem as fs. O

By the above theorem, f can be calculated by solving 2 real CQP problems. Thus
our approach is exponential_with respect to the number of free variables. This drawback,
however, can hardly be overcome since the problem of determining f is NP-hard. Moreover,
NP-hardness was proved even for the special case of determining the best optimal value of the
linear programming problem minc’y subject to Dy < d, where ¢ € ¢ and D, d are fixed (see
[2, 4]). On the other hand, f is effectively computed provided all variables are restricted in
sign. B

It might be useful to know for which concrete realization of interval coefficients the best
case value f is attained. The corresponding realization for P, R, S, a, c is given in Theorem 2.2.
The remair?ing values of A, B,C, D,b,d can be determined in the way as in Hladik [5]. If z*, y*
is an optimal solution to the minimal fs from Theorem 2.2, then the value of f is attained for

A= A, — diag(u) An, B = B. — diag(u)Ba diag(sgn(y")),
C=C, D = D, — Dx diag(sgn(y™)),
b = b. + diag(u)ba, d=d,
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where u € [—1,1]™ is defined as

(Aaz*+Baly*[+ba)i 1=1,...,m.

(Acxz*+Bey* —be); if (AAJ,‘* + BA|y*| + bA)l >0,
U; =
v 1 otherwise,

3 UPPER BOUND

Theorem 3.1 We have

? = max fs,ra

se{x1} re{£1}m

where fs, is the optimal value of (1) with input data

A=A, B := B, C:=C, D :=D_.,
a:=a, b:=b,, c:= cs, d:=d,
P:=P, R:=R_., S:=8_¢s.

Proof. The upper bound f can be expressed as

7 = max (s,
se{x1}

where

Js : min 27 Qz + ¢'z subject to z € M(W), diag(s)y > 0.

= max
QeQ,qeq, WeW

By substitution y’ := diag(s)y, this problem takes the form of an interval CQP problem with
nonnegative variables. By Li et al. [6], its worst case optimal value g, can be expressed as

= max (1),
" re{x1}m ( )
where the instances of (1) are as stated in the theorem. O

Theorem 3.1 shows that f can be determined by solving 277" real CQP problems, and so
the algorithm is exponential with respect to the number of equations and free variables. This
exponential complexity is not surprising since the problem of computing f contains several
NP-hard problems as sub-classes. For example:

e Testing whether the linear system By = b is unsolvable for some B € B and b € b (see
Fiedler et al. [1]).

e Computing f in linear programming with interval right-hand side
mina’z subject to Az =b, x>0,
where a and A is fixed and b € b (see [2, 4]).

e Maximizing a convex quadratic function on a box, which is equivalent to compute f for
the subclass
miny” Sy subject to y = b,

where S is fixed and b € b (see Vavasis [10]).
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On the other hand, still there might be an algorithm being exponential with respect to m and
polynomial with respect to n’. A natural approach would be to utilize duality theory. However,
contrary to duality in linear programming, the dual problem here has some correlations between
coefficients, which makes the problem with interval input very hard. Anyway, this makes a
motivating question for further research.

In contrast, there are also completely polynomially solvable subclasses such as

min z! Pz +a’x subject to Cx <d, =z >0,

where P € P, a € a, C € C and d € d. Moreover, an easy to solve problem might possess
also equations and free variables provided the corresponding coefficients are fixed and not
interval-values. To be specific, the problem

min (xT yT) <}§T ?) (j) +alz+ 'y subject to Az + By=1b, Cz+ Dy <d, >0,

where P € P, a € a,C € C and d € d, and the other matrices and vectors are fixed, is reduced
to solving just one CQP problem (1) with P:= P, a :=a, C := C and d := d.

4 CONCLUSION

We proposed formulas for computing the best case and the worst case optimal value of an
interval-valued CQP problem. We considered the general model with arbitrary linear con-
straints. Thus, we extended the previous results relying on nonnegative variables only.

In the future research, we aim at developing some approximation algorithms for intractable
cases as well as considering even more general model of quadratically constrained interval-

valued CQP.
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Abstract: The paper suggests several ways how to combine a genetic algorithm with integer
programming to improve the quality of the problem solution. The motivation is that today’s integer
programming solvers are very sophisticated and efficient and they are worth utilizing in combination
with metaheuristics to solve hard combinatorial optimization problems. The capacitated p-median
problem is chosen as an example of such a problem that is intractable for an exact method and needs a
heuristic or metaheuristic method, e.g. a genetic algorithm to get a near-optimal solution. A genetic
algorithm can be combined with integer programming in such a way that the metaheuristics acts at a
higher level and controls the calls to the solver. The solver can be used for: (i) fitness calculation, (ii)
improving the best solution, and (iii) generating elite solutions. Several variants of the hybrid genetic
algorithm are proposed and tested using benchmark instances.

Keywords: capacitated p-median problem, genetic algorithm
1 INTRODUCTION

The capacitated p-median problem arises in cluster analysis where a set of entities is to be
partitioned into a set of clusters [5, 8]. It is one of the models that can be used to locate
centres serving spatially distributed customers. In [2, 3] it was studied in the context of
emergency medical service (EMS) stations location in a large territory.

We are given a set | of candidate locations, where emergency stations can be placed. Each
station is equipped with one ambulance. The population of the region served by one
ambulance cannot exceed Q people. Potential patients live in municipalities spatially spread
in the given territory. We denote the set of municipalities by J and the number of inhabitants
of municipality j € J by b;. Further let tj be the shortest travel time of an ambulance from
node i € | to node j € J. The goal is to locate p stations in nodes from the set | in order to
minimise the total travel time needed to reach all potential patients.

The decision on opening a station must be done for each candidate location i € I. To
model this decision we need a binary variable yi, which takes the value 1 if a station is
located in node i, otherwise it takes the value 0. The assignment of municipality j to the
station located in node iis modelled by binary variables xjj. Variable xj; takes value 1, if
municipality j will be served by an ambulance located in node i, otherwise xi; = 0. The model
of the capacitated p-median problem can be written as:

minimise D> tibx; (1)
iel jeJ

subject to D> ox =1 forjed (2)
iel

X; <Y, foriel, jel (3)

176



ijxij <Q fori el (4)

D= ©)

X;,y; € {01} foriel jeJ (6)

The objective function (1) minimises the weighted travel time between stations and
municipalities. Constraints (2) ensure that every municipality j will be assigned to exactly
one station i. Constraints (3) ensure that if a municipality j is assigned to a node i, then a
station will be open in the node i. Constraints (4) limit the total number of inhabitants in the
region served by one ambulance. Constraint (5) limits the total number of stations that can be
sited. The remaining obligatory constraints (6) specify the definition domains of the
variables.

2 AHYBRID GENETIC ALGORITHM

The capacitated p-median problem is known to be an NP-hard problem. It means that it

cannot be solved to optimality in a reasonable time and a heuristic or metaheuristic approach

should be used instead. An efficient decomposition heuristic is proposed in [7]. The
weakness of a decomposition method is that it can hardly ensure global constraints. For

example if the p-median model is used to relocate current stations one may require that only a

predefined percentage of the current station locations can be changed. Population-based

metaheuristics may be more suitable in such situations since they can easily control global
constraints by some mutation operator.

In recent years, a lot of attention has been devoted to the integration of metaheuristics with
exact methods. The motivation behind such hybridizations of different algorithmic concepts
is usually to obtain better performing systems that exploit and unite advantages of the
individual pure strategies [6]. Hybrid algorithms often exhibit significantly higher
performance with respect to solution quality and time.

We decided to examine abilities of a combined algorithm consisted of a genetic algorithm
(GA) and integer programming (IP) based methods.

The genetic algorithm is a well-known population-based metaheuristics. It evolves the
population of candidate solutions to a given problem by repeatedly applying operators based
on natural selection and genetic recombination to the current population. Our implementation
of the GA for the capacitated p-median problem follows the implementation details described
in [1]. A crossover operator is applied in every generation to create two new individuals from
a pair of selected individuals. To ensure a diversity of population, the offspring goes through
mutation with a pre-set probability. The population is renewed in a steady-stated method: the
offspring is included in the population if it has better fitness value than the worst individual
in the old population. The process finishes after a pre-defined number of generations has
evolved or a pre-defined amount of computation time has elapsed. The individual in the last
population with the lowest fitness value represents the best solution.

We do not design a special integer programming method but we exploit the strength of a
general IP solver.

We propose three combinations of the GA and IP:

A. Integer programming is used to calculate the fitness value of an individual. A
candidate solution is represented in the chromosome incompletely as a list of indices of
those nodes, where medians are located. To evaluate the fitness value, customers must be
assigned to medians. In the original GA, the assignment is calculated by a heuristic. But
the assignment problem can also be formulated as an IP problem and solved exactly. From
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mathematical programming point of view, the model (1)-(6) is to be solved where
variables y are fixed according to the individual’s chromosome and variables x need to be
calculated. However the exact calculation takes by an order more time than the heuristic
one and the time consumption is not compensated by the quality of the final solution. The
time needed to more precise fitness evaluation can be devoted to explore more solutions.
Therefore we use the solver only once after the GA termination to calculate the
assignment of customers to the medians represented by the best individual.

B. Integer programming is used as a postprocessing technique. After the GA has finished,
the p-median problem (1)-(6) is solved starting from the location of medians given by the
best individual.

C. Integer programming is embedded in the GA to generate elite individuals. The idea is
that in the neighbourhood of some good quality individuals there may exist even better
individuals. Such an operation that searches for elite individuals in the neighbourhood of
selected individuals is called hypermutation in [1]. It is applied with a very low probability
to each iteration of the steady-state method. In our implementation, the hypermutation
starts with randomly selecting an individual out of the best 10% individuals and then
explores its neighbourhood in an exact fashion. It means the p-median problem (1)-(6) is
solved starting with the initial solution given by the selected individual. The
neighbourhood of the individual is defined such that only g closest locations to each
current median are regarded as candidates. When the GA terminates, the local
improvement of the best solution is again performed by the solver.

3 COMPUTATIONAL EXPERIMENTS

We tested the proposed three versions of the hybrid GA on two sets of benchmark instances
Both sets were proposed by Lorena and Senne and are available at site
http://www.lac.inpe.br/~lorena/instancias.html. The first set comprises six real instances
named sjcl to sjcdb of size ranging from 100 to 402 nodes and 10 to 40 medians. These
instances can be solved exactly by a solver in several minutes. The second set contains five
instances named p3038_600 to p3038_1000. They consists of 3038 nodes and 600 to 1000
medians are to be placed. Optimal solutions of these instances have not been published so far,
so our results are compared to lower bounds obtained using a column generation method [4]
and published in [7]. The sets of candidate locations and customers are identical in all
instances, i.e. every customer can be a median. The number of customers is denoted by n in
the presented results.

The computational experiments were performed on a personal computer equipped with the
Intel Core i7 processor with 1.60 GHz and 8 GB RAM. The main application was
implemented in Java language and the solver Gurobi Optimizer 6.0.0 was used.

The goal of the first experiment was to find out whether the final solution of the GA can
be improved using the LP solver. It was performed on the first set of sjc instances. The
parameters of the GA were set as follows: population size — 100 individuals, mutation rate —
20%, stopping criterion — 1000 generations, S = 10.

Tables 1 and 2 compare three methods: the original GA, a hybrid GA in version A, where
the solver is used to calculate the optimal assignment of customers to medians present in the
best individual, and a hybrid GA in version B, where the best solution found by the GA is
improved by the solver. Table 1 compares the methods in terms of the objective function.
The best solutions out of 10 runs and standard deviation of the best solutions are presented
for all three implementations of the GA. The best results are emphasized in bold. Table 2
contains computation time that Gurobi Optimizer takes to generate optimal solution and
average computation time of one run of the GA.
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Table 1: Comparison of the original and hybrid GAs in terms of the objective function

Optimal Original GA Hybrid GA v. A Hybrid GAv. B
Inst. n p solution | Best sol. St. dev. | Best sol. St. dev. | Best sol. St. dev.
sjcl 100 10 | 17288.99 | 17564.10 | 236.34 | 17454.38 | 168.74 | 17288.99 13.06
sjc2 200 15 | 33270.94 | 33861.24 | 403.11 | 33649.16 | 383.65 | 33293.40 38.54
sjc3a | 300 35 | 45335.16 | 47320.11 | 406.61 | 47201.54 | 363.78 | 45338.01 | 105.55
sje3b | 300 30 | 40635.90 | 41550.29 | 596.17 | 41910.20 | 463.47 | 40635.90 | 101.51
sje4da | 402 30 | 6192551 | 65752.96 | 448.19 | 64858.11 | 921.04 | 62069.75 | 151.78
sje4b | 402 40 | 52458.02 | 55122.93 | 359.51 | 54599.66 | 572.92 | 52487.22 | 103.06

Table 2: Comparison of the original and hybrid GAs in terms of the computation time (in seconds)

Inst. n p Solver Original GA Hybrid GAv. A Hybrid GAv. B
sjcl 100 10 14.10 0.67 0.73 9.47
sjc2 200 15 20.75 1.16 1.23 11.07
sjc3a 300 35 76.48 2.01 2.28 55.25
sje3b 300 30 21.09 2.05 2.28 22.83
sjcda 402 30 713.70 2.85 3.20 236.59
sjc4b 402 40 61.09 3.08 3.40 16.56

As can be seen, the best implementation of the GA is version B, where the best solution after
1000 generations is improved by the solver. Average gap between the best solution and the
optimal one is 3.54% for the original GA, 3.03% for the hybrid GA version A and only
0.06% for the hybrid GA version B. In two benchmark instances (sjcl and sjc3b) the hybrid
GA version B found the optimal solution at least once out of 10 replications. At the same
time, version B produces the most balanced results (standard deviation is the least). On the
other hand, the computation time of version B increases compared to the original GA or
version A by one or even two orders. However, it is still faster compared to the exact method.

Based on these results, we proposed the second experiment on larger instances. Here
version B is compared with version C, where the solver supplies elite solutions by the
hypermutation operation.

If the instance has thousands of candidates and customers, the number of assignment
variables x is huge. In order to decrease computational complexity, we propose a reduction of
the solution space. The mathematical programming model is reduced by heuristic elimination
of those variables x which are less likely to belong to a good or optimal solution. The
elimination is based on the assumption that customers will not be served by those centres that
are too far away. That is why only those variables x are included in the model for which
coefficient tjj is less than a predefined threshold. The threshold is defined by the value

a-t™ /.p where (™ =max{, :iel,jeJ} and « is a parameter (¢ = 1.5 in our

experiments).

As in the former tests, population has 100 individuals and mutation rate is 20%.
Hypermutation rate is 0.001%. In order compare the implementations mutually, the stopping
criterion is the total running time. Due to large size of instances, the computation time of the
solver is limited. These time limits are set so that the total computation time is about 1 hour.
In version B, the GA runs 45 minutes and then the solver runs 15 minutes. In this limited
time the GA performs approximately 128000 iterations for the 600 median problem and
54000 iterations for the 1000 median problem. In version C the solver runs 150 seconds. To
keep the running-time of 1 hour, the GA runs 3450 seconds and then the solver starts from
the best solution and runs 150 seconds. This way the GA performs about 20000 iterations and
20 hypermutations. Since the computation time for the solver is rather long and the
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hypermutation is called randomly, the substantial differences in the number of generations
for various instances are not observed. The results are summarised in Table 3.

Table 3: Comparison of versions B and C of the hybrid GA for larger instances

Lower Hybrid GAv. B Hybrid GAv. C
Instance n p bound Best sol. St. dev. Best sol. St. dev.
p3038_600 3038 600 | 122020.66 125345.34 597.11 123980.88 116.92
p3038_700 3038 700 | 108685.59 112000.00 888.00 111021.47 300.21
p3038_800 3038 800 98530.99 102216.16 981.56 102854.88 487.53
p3038_900 3038 900 90239.65 96137.00 2804.22 96194.96 3674.77
p3038_1000 3038 1000 83231.58 91085.83 2922.47 93108.42 2404.42

Comparison of two versions of the GA for large-sized instances does not reveal the
prevalence of one version. Average gap between the best solution and the lower bound is
5.10% for version B and 5.32% for version C. However the quality of the solutions for
version C is more balanced (standard deviation is in 4 cases lower than for version B). That is
why we consider the combination of the GA with the solver producing elite solutions to be
the most appropriate.

4 CONCLUSIONS

Our research suggests that combination of the genetic algorithm with integer programming is
a promising method for solving a large-sized capacitated p-median problem. It reveals that
the most appropriate combination is an integrative algorithm where the exact mathematical
programming based method is embedded into the genetic algorithm to generate high-quality
solutions. The solver is called with a small probability at each generation of the genetic
algorithm. It solves the p-medial problem starting with the initial solution given by a
randomly chosen good individual. The strength of this method becomes apparent in a parallel
environment where elite solutions may be generated concurrently on one or more
computation nodes and distributed to the other nodes that perform the genetic algorithm.
Further research on this topic will concentrate on parallelization of the proposed hybrid
algorithm and on development of a more efficient crossover operator that would exploit the
knowledge about the problem being solved.
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Abstract:

This paper deals with the robustness issue in deterministic linear programming from two
new standpoints. Corresponding to an optimal solution, a new quantity, robustness order, is
defined with respect to the degree of interiority of the cost vector in the binding cone. A linear
programming problem is provided to calculate the robustness order of a given optimal solution.
The second part of the paper is devoted to investigating the robustness with respect to the
eligible angle deviation of the cost vector in the binding cone. Some theoretical results are
given to obtain the maximum eligible angle deviation, and finally the connection between two
above-mentioned robustness standpoints is established.

Keywords: Linear programming, Robustness, Angle deviation, Relative interior

1 INTRODUCTION
In this paper, the following linear programming (LP) problem is considered
LP(c): max c'z st. Az <b, (1)

where ¢ € R", A € R™" and b € R™. The feasible set of this problem is denoted by
X ={z € R": Az <b}. By LP(c) we denote an LP with objective coefficient vector ¢. The
superscript “t” stands for transpose. In the whole paper, the inequalities between two vectors
are componentwise. For matrix A, the i-th row is denoted by a’ and the j-th column is denoted
by aj. Let 2* € X be a feasible solution of LP (1). I(z*) denotes the index set of binding
constraints of LP (1) at z*, i.e. I(z*) = {i: (a')'z* = b;}. Also, Aj(,+) is the sub-matrix of A
whose rows are a"’s with i € I(z*). The convex cone generated by the rows of A I(z+), denoted

by A*, is called the binding cone: A* = cone({(ai)t D i€ I(x*)}) This cone plays a vital

role in our work.

Studying robust solutions, the optimal solutions of LP(c) which are insensitive to some
changes of the problem data (changes of the cost vector in the present paper), is an important
issue from an applied point of view; see e.g. Deb and Gupta (2006), Ben-Tal et al. (2009),
and Zamani et al. (in press). Since a necessary and sufficient condition for optimality of
a feasible solution z* is ¢ € A*, there is a strong connection between the robustness of an
optimal solution and preserving ¢ in A* by some alterations in ¢. According to this fact, we
define the robustness with respect to the value of possible alterations in the cost vector ¢ under
remaining this vector in the binding cone. The value of this alteration is dealt with from two
sights: the eligible angle deviation which preserves c in the binding cone and the degree of
interiority of ¢ in the binding cone. Due to this, corresponding to an optimal solution, a new
quantity, robustness order, is defined using the degree of interiority. An LP problem is given
to calculate the robustness order of a given optimal solution. Then the robustness is defined
with respect to the eligible angle deviation of the cost vector in the binding cone. Robust
solutions in two above-mentioned senses are characterized and finally the connection between
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two robustness standpoints is established. Moreover, we show that a robustness notion existing
in the literature is equivalent to the uniqueness of the optimal solution.

2 PRELIMINARIES

We say that 2z € S C R" is a relative interior point of order k for S if there exist scalar
0 < € € R and an affine subspace H with dim(H) = k such that B(2%¢) N H C S, where
B(2%¢) = {z € R" . |z — 2| < €} is the ball centered at 2° with radius e. For the sake
of convenience, in this paper we use the Euclidean norm for vectors. The largest k with this
property is called the degree of interiority of ° in S. If k = dim(S), then 2° is called a relative
interior point of S. It is clear that, if & = n, then z° is an interior point of S. We denote the
set of relative interior points of S by ri(S). Also, the set of relative interior points of order
k for S is denoted by 7i(S; k). The notation |S| is used to denote the cardinality of S. The
convex cone generated by {aj,as...,an} is denoted by cone({aj,as...,an}).

Let a > 0 and ay,asg, ..., a,, be some given vectors in R". For a representation Z}n:l ajaj,
we use the following notations hereafter: A, denotes the matrix whose columns are a;’s with
aj > 0; and

J(a) = {j s a; >0}, (2)
1,2

Also, for row vectors a',a”,...,a™ and a representation > -, a;a’, the matrix A® denotes the
matrix whose rows are a*’s with «a; > 0.

Lemma 2.1 Let F = cone({a1,as,...,an}) and x € F. Then, z € ri(F;k) if and only if
there exists nonnegative vector a € R™ such that x = 377" aja; and rank(Aa) = k.

3 ROBUSTNESS W.R.T. THE INTERIORITY OF ¢

The feasible solution z* € X is an optimal solution of LP (1) if and only if ¢ € A*. According to
this fact, for an optimal solution z*, increasing the dimension of A* increases the potentiality
of robustness with respect to varying the objective vector.

Definition 3.1 z* € X is called a potentially robust solution of order k (k < n) if dim(A*) =
k. The scalar k is called the potential robustness order of x* and it is denoted by PRO(z*).
Moreover, x* is called a potentially robust solution if dim(A*) = n.

Definition 3.2 Let z* € X be an optimal solution of LP(c). Then x* is called a robust optimal
solution (robust solution briefly) of order k (k < n) if ¢ € ri(A*;k). Moreover, the largest k
with this property is called the robustness order of x* and it is denoted by RO(z*).

Definition 3.3 z* € X is called a robust solution of LP(c) if it is robust of order n.

Example 3.4 Consider the following LP problem:

max x1 -+ T
sit. x4z <1, —a1,—x2<0.

It can be seen that x* = (0,1)!, 2* = (3, 3)" and 2 = (1,0)" are optimal solutions to this

1 1 1 1
problem. Also, A1y = ( 10 ), A2y = ( 11 ) and Ajgsy = ( 0 1 > Thus,
RO(2') = RO(2?) = RO(2®) = 1 while PRO(2') = PRO(2%) = 2 and PRO(2?) = 1.

The following definition, which measures the alterations in the cost vector by a norm, has
been investigated in the literature; See Definition 3.1 in Georgiev et al. (2013).
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Definition 3.5 (Georgiev et al. 2013) Let x* be an optimal solution of LP(c). It is said to
be robust in the norm sense if there exists scalar € > 0 such that x* is an optimal solution to

LP(c+ d) for each d € R™ with ||d|| < e.

The following theorem shows that the robustness defined in Definition 3.3 is equivalent to
that given in Definition 3.5 (in the norm sense) and its is equivalent to the uniqueness of the
given optimal solution.

Theorem 3.6 Let z* € X be a feasible solution of LP (1). Then the following three statements
are equivalent:

(i) ¢ € int(A*) (i.e. robustness in the sense of Definition 3.3),

(11) There exists scalar € > 0 such that x* is an optimal solution to LP(c+ d) for each d € R"
with ||d|| < € (i.e. robustness in the sense of Definition 3.5),

(iii) =* is a unique optimal solution of LP(c).

Due to the above theorem, the robustness concept defined in Definition 3.5 does not seem
convenient for expressing the robustness in linear programming. In fact, the problem in this
definition is that the optimality in linear programming strongly depends on the direction of
¢ and not on the norm of ¢. Since the direction of ¢ is important in changing/preserving the
optimality and the direction changes when there is a positive angle deviation between the cost
vector and the altered one, in Section 5 we define the robustness with respect to the eligible
angle deviation of the cost vector such that this vector remains in the binding cone. On the
other hand, if ¢ € ri(A*; k), then ¢ belongs to a face of the (polyhedral) binding cone with
dimension k. Hence, there are k linear independent vectors in the binding cone which have
positive eligible angle deviation with ¢. Due to this, we defined the robust solution of order k
and the robustness order in Definition 3.2 using the interiority order.

4 CALCULATING THE ROBUSTNESS ORDER

Computing the potentially robustness order (PRO) is equivalent to calculating the rank of a
matrix. Therefore, there are various approaches in Linear Algebra literature to calculate it.
The following theorem provides an LP problem to compute the robustness order (RO). In the
LP given in this theorem, (w,y, ) € R/ x RIE » R is the variable vector.

Theorem 4.1 Let z* € X be an optimal solution to LP (1). Consider the following LP
problem
max icr(g+) Yi ’
st Yier@n) (Wi T wi)a’ = ac
w; >0, 0<y <1, iel(z"),
a>1.

t

3)
Let (w*,y*, o) € R 5 RIEI 5 R be an optimal solution of Problem (3), and E* be the
submatriz of A whose rows are a'’s with y} > 0. Then RO(z*) = rank(E*).

Theorem 4.2 Let z* € X be an optimal solution of LP(c) and RO(z*) = k. Then z* is an
optimal solution of LP(c+ d) with RO(x*) > k for each d € A*.

5 ROBUSTNESS W.R.T THE ANGLE DEVIATION

We start this section with eligible angle deviation notion. For two vectors z,y € R", the
notation /(z,y) stands for the angle between x and y.
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Definition 5.1 Let 0 # ¢,d € R™ and 0 € (0,7]. Also, let z* € X be an optimal solution of
LP(c). Then, 0 is said to be an eligible angle deviation of ¢ at x* in direction d if there exists
scalar o > 0 such that

i. c+ ad#0,

it. L(c,c+ad) >0, and

iit. ©* is an optimal solution of LP(c+ ad).

Definition 5.2 Let 2* € X be an optimal solution of LP(c). Then, 6 € (0, 7] is said to be an
eligible angle deviation of ¢ at x* if it is an eligible angle deviation of ¢ at x* in some direction

de R".

The following proposition provides a system to characterize the eligible angle deviation. In
the provided system, w € R/l is the variable vector.

Proposition 5.3 0 is an eligible angle deviation of ¢ at x* if and only if there exists some
w € RGN satisfying the following system:

th[(m*)C < cos 0||thI(m*)H||CH’
lw' Azl = 1, (4)
w > 0.

Remark 5.4 Let x* € X be an optimal solution of LP(c). Then, PRO(z*) > 1 if and only if
there exists some 0 € (0,7) such that 0 is an eligible angle deviation of ¢ at z*.

If RO(z*) > 1, then by Remark 5.4 and due to RO(z*) < PRO(x*), there exists some
0 € (0,7) such that 6 is an eligible angle deviation of ¢ at z*. The converse of this assertion
does not hold necessarily.

Proposition 5.5 gives an optimization problem to calculate the largest eligible angle devia-
tion of ¢ at z*. In this problem, (w,z) € RF@) x R is the variable vector.

Proposition 5.5 Let x* € X be an optimal solution of LP(c), and z* be the optimal value of
the following optimization problem.:

Zz¥=min =z
s.t. wtill(x*)c < z|lw* Ap |l llell, (5)
W' Apenll > 1,
w > 0.

Let 0* denote the largest eligible angle deviation of ¢ at x*. Then

(i) z* € [-1,1].

(ii) If z* =1, then there is no eligible angle deviation of ¢ at z*.

(iii) If z* < 1, then 0* = arccos(z*). Moreover, d = Atl(x*)w* — ¢ is a direction with the largest
eligible angle deviation, where w* is a part of an optimal solution of problem (5).

1

Example 5.6 Model (5) corresponding to optimal solution x* in example 3.4 is as follows:

min =z

st. 2wy —wy < \/iz\/(wl —w9)2 4+ w?,
(w1 —w2)? +wi > 1,
wy,wz > 0.

An optimal solution of this problem is (wi, w3, z*) = (0.0000, 385.4493, —0.7071). Hence, the
largest eligible angle deviation of ¢ at x* is @ = arccos(—0.7071) = 2.3562 radiant or equivalently
0 = 135.0000°.
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Solving the optimization problem (5) can be difficult computationally, due to the second
constraint of this problem. Fortunately, in some special cases the largest angel deviation can
be obtained by some simple calculations. The following theorem deals with this issue. In this
result, e; stands for the i-th unit vector.

Theorem 5.7 Let z* € X be an optimal solution of LP(c). Then
(a) For any i € I(x*) with /(c,a’) # 0, the scalar /(c,a’) is an eligible angle deviation of ¢ at
x* in direction a' — c.

(b) Assume that ||a’]| = 1 and a’c > 0 for all i € I(z*). Set a’c := mincy(,+ a‘c. Then
w* = e;,,2* = cos (£(c, aio))> is an optimal solution of problem (5) and /(c,a™) is the largest

eligible angle deviation of ¢ at x*.

Example 5.8 Consider the LP problem

max Ctl'

s.t. (:4[>x§<8>’ (6)

with ¢ = (—8,-2,12,0,—7,—2,7,0)¢,
-4 —4 7T -5 —1 -3 5 1
3 -2 -2 -3 0 2 -1
1 7 0 0 —6 5 —1 =2
1 1 1 -6 -3 -2 -1
1 -1 0 1 —4 1 1

1 1 1 1 1 1 1 1 40
It can be seen that z* = (0,0,6.1944,21.1389,0,0,12.6667,0) is an optimal solution of
Problem (6) (with the above A, b, and c) and I(z*) = {1,4,6,7,8,11,12,14}. It is seen that
Aprye=(172,76,0,8,2,7,2,0) > 0. Based on the notation used in Theorem 5.7,

0 N =~ 00 =

a© = (1,1,1,1,1,1,1,1),
ac = min{172,76,0,8,2,7,2,0} = 0.

Hence, (w*,2*) = <(0,0, 1,0,0,0,0, O)t,0> is an optimal solution of Problem (5) and /(c,a) =

arccos(0) = /2 is the largest eligible angle deviation of ¢ at x*.

The following theorem provides an important connection between the robust order and
eligible angle deviation.

Theorem 5.9 Let x* be an optimal solution of LP(c) and k be a natural number. If there
exist k linear independent vectors d*,d?,...,d* € R™ such that there is a positive eligible angle
deviation of ¢ at x* in direction £d' for each i € {1,2,...,k}, then RO(x*) > k. If k is the
biggest natural number with this property, then RO(x*) = k.

Conversely, if RO(z*) = k > 2, then there exist k linear independent vectors d*,d?,...,d* €
R™ such that there is a positive eligible angle deviation of ¢ at x* in direction £d* for each
ie{1,2,...,k}.

6 Conclusion

In linear programming, the optimality of a feasible solution is equivalent to that the cost vector
belongs to the binding cone. Due to this, in the present work the degree of interiority of the cost
vector in the binding cone has been used for defining the robust solutions. A robustness order
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has been defined and an LP-based method has been presented for calculating it. In another
part of the work, robustness has been defined with respect to the eligible angle deviation
of the cost vector in the binding cone. In addition to the theoretical results concerning the
maximum eligible angle deviation, the connection between two above-mentioned robustness
standpoints has been addressed as well. Although we have provided an efficient procedure
for calculating the largest eligible angle deviation in special cases, calculating this quantity is
difficult computationally in general case. It can be worth studying in future.
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Abstract: Linear programming is one of the most frequently used techniques in operations
research, but often in real world problems, some parameters of LP cannot be precisely de-
termined. To overcome this problem, fuzzy parameters were introduced into LP and many
researchers started to investigate fuzzy linear programming. In past decades, various types
of fuzzy linear programming problems have been defined and several approaches to solving
these problems were proposed. Despite this variety, a thorough recent survey allowing for de-
tailed overview of the landscape of fuzzy linear programming techniques and applications of the
methods seems not to be available, and we intend to overcome this with our research, aimed to
propose a taxonomy allowing researchers and practitioners to navigate the knowledge domain
of Fuzzy Linear Programs techniques, technologies, and applications. In this contribution, we
focus on the fuzzy linear programming techniques.

Keywords: fuzzy linear programming, fuzzy constraints, fuzzy numbers.

1 INTRODUCTION

It has been over 40 years since in 1970, Bellman and Zadeh introduced the concept of fuzzy
decision [2]. Tanaka et. al. extended this concept into fuzzy mathematical programming in 1973
and Zimmermann proposed the formulation of Fuzzy Linear Programming (FLP) problems [20]
in 1978. Since then, researches developed a relatively large number of different methods to solve
FLP problems.

A general model of linear program (LP) problem is written as

maximize cx
subject to  Ax <b
x>0

Frequently in real world problems, some of the coefficients (¢, A,b) can not be precisely
defined. Ome can avoid this problem by treating them as fuzzy numbers (as opposed to the
precise “crisp” numbers). FLP is LP where some of the coefficients involved in the objective
or constraint functions are fuzzy numbers (notation for fuzzy number a is a). Based on the
place where fuzzy numbers appear, we can divide FLP problems into 4 main categories:

e FLP with fuzzy resources (b;): model of FLP where instead of crisp numbers, fuzzy
numbers appear on right hand side.

e FLP with fuzzy coefficients in objective function (&)
e FLP with fuzzy technological coefficients (a;;)
e FLP with fuzzy variables (z;).

By combining these four categories, we get many different types of FLP problems and each
of them is solvable by different method. Authors use different indices to compare fuzzy numbers
in their methods, some of them even two different indices. Considering all this issues, it is easy
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to understand that there is a plethora of different methods to solve FLP problems, and a
practitioner or novice researcher has difficulty in finding direction in this vast landscape. With
our research, which is at this stage limited to the most significant references, we first address
the taxonomy of fuzzy linear programming approaches, which we intend to extend to include
taxonomy of technologies (i.e. software implementations) and real world applications. The
goal is to design a decision support system for practitioners, who will be able to efficiently find
the most suitable FLP technique and technology for their problem, building upon experience
from past scientific research in the area.

2 TIP OF THE BIBLIOGRAPHY ICEBERG

In 1985, Slowinski analysed 19 of most significant methods in the first decade of FLP [16].
In 1992, Lai and Hwang classified [11] FLP problems and existing approaches based on an
extensive and thorough survey literature until 1992. They distinguished FLP problems from
possibilistic LP problems. FLP problems associate fuzzy input data, which are modelled by
subjective preference-based membership functions, while in possibilistic LP imprecise data are
modelled by possibility distribution. They also made discussions of several practical problems
to fill the gap between researchers and real decision makers, since only few methods have been
tested with real-world problems by real decision makers.

An extensive research was performed by Rommelfanger [13] in 1996. He collected and stud-
ied a large number of methods that appeared in literature until 1996 and presented a good
survey on procedures for solving FLP problems. He also listed applications of fuzzy linear
programs published in the literature. In 2000, Inuiguchi and Ramik reviewed [6] some FLP
methods and techniques from a practical point of view, but they discussed only possibilistic
approaches. In 2007 Rommelfanger made a survey of optimization of fuzzy objective functions
in FLP, but in [14] he concentrated only on the handling of fuzzy objectives. A more recent
survey on FLP has been in 2012 prepared by Shams, et al in [15]. Unfortunately, it proposes
only the most basic classification of FLP problems: FLPs with fuzzy constraints, FLPs with
fuzzy constraints and fuzzy objective function, FLPs with fuzzy constraints and fuzzy techno-
logical coefficients and does not propose a navigation through the research abounding in the
recent years. They present some methods and approaches proposed to solve them, unfortu-
nately missing many more. For instance, parameters in objective function can be fuzzy with
[4] and [19] being just two of the methods developed to solve these FLP problems. Methods for
solving problems where all parameters (¢, A and b) are fuzzy are in [7], [8], [12] etc. There are
also many researchers dealing with fully FLP, where all coefficients are fuzzy including variable
(3], 5], [18], [9], [10], to name a few.)

3 A PROPOSED TAXONOMY

There are many surveys of FLP problems, but to the best of our knowledge, no extensive
survey similar to [11] or [13] has been published for the last 19 years. In this period, however,
FLP research has abounded, and a large number of new methods were developed to solve
FLP problems especially fully FLP problems. Consequently, there is a need for taxonomy that
includes also new methods developed to solve various FLP problems. This is subject of our
research.

In table 1, we present five main dimensions in which models of FLP differ. Type of FLP
(as our first dimension, “FLP”) answers the question "What is fuzzy in the LP problem?”.
As discussed, this can be resources (b), coefficients in objective function (c), technological
coefficients (a), variables (x) or a combination of those.

The second dimension illustrates the method for the ordering of fuzzy quantities (COMP).
There is no generally accepted criteria for comparison of fuzzy numbers in FLP. A decade ago,
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Table 1: Taxonomy of FLP models
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there were already more than 35 different ordering indices presented in the literature [17]. It
is possible to classify them into tree categories. Ranking function (RF) is a mapping from
the set of fuzzy quantities into set of real numbers. Fuzzy quantities can then be compared
according to the corresponding real numbers. Pairwise comparison (PC) is a fuzzy relation,
comparing fuzzy quantities involved. In the third class, reference sets are set up and all the
fuzzy quantities to be ranked are compared with the reference sets [17].

The third dimension reveals the shape of membership functions (MF) presenting fuzzy
numbers used in FLP problem. In first FLP problems, membership functions usually were
triangular and trapezoidal, because calculations with triangular and trapezoidal membership
functions are easy. We will denote them linear membership functions (LIN), which is only the
special case of L-R shape of membership function (LR), which is also the most general and
widely used. Some researches are dealing also with exponential (EXP), hyperbolic (HYP) and
logistic (LC) shapes of membership functions.

The fourth dimension explains what is the main computational procedure (MCP). Most of
researches defuzzify FLP problems, by converting them to crisp optimization problems, which
are relatively easy to solve. They prove that crisp model is equivalent to the FLP problem and
they use the optimal solution of the crisp model as the optimal solution of the FLP problem.
They convert FLP to LP (LP), parametric LP (PLP), multi-objective linear programming prob-
lem (MOLP), non-linear programming problem (NLP) or semi-infinite LP. Some researchers
claim that we should solve FLPs without converting them to crisp LP problems. They proposed
a simplex method (SM) which finds the solution of FLP problem directly.

The last dimension declares if the model is suitable also for solving fuzzy MOLP problems
(FMOLP).

So far we analysed around 50 methods, found on-line and in accessible bibliography. Based
on the findings, we completed the column Frequency with information about the how many
of the analysed methods fit into which value of each dimension. This is an indication of how
well-understood a particular approach is, but the details of that will be made available after
completion of the detailed analysis of the FLP methods, technologies and problem landscape.

4 CONCLUSION

Since there are relatively a large number of different methods in literature that deal with
FLP problems, it is difficult for researches and practitioners who desire to solve real-life FLP
problems to choose the most appropriate method. The proposed taxonomy, which is still under
development, will be a tool to help them in doing that. We hope that this first iteration will help
us gather feedback on the approach and through the feedback improve the taxonomy’s use cases
as well as content for both practitioners and researchers. In the first iteration, we have presented
values of the taxonomy dimensions related to FLP methods, as well numbers of occurrence in
our currently investigated papers. We will continue our research with exploring dimensions
related to technology (fuzzy LP implementations), real world applications and comparison
criteria. This will lead us towards a goal of allowing the researchers with a given real world
problem to suggest the most suitable technique and implementation under the criterion of their
choice.
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Abstract: This paper briefly introduces an integrated framework for portfolio selection and
implementation of the framework for Web-based information system. The structure of Web-based
information system for optimization of portfolio is investigated. Portfolio optimization in MATLAB
environment is given. The optimization programme created from the existing software packages uses
single-period Mean-Variance Optimization model.
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1 INTRODUCTION

The Portfolio theory concerns an optimal allocation of financial resources buying and/or
selling assets (securities) from the financial markets [1]. The allocation of the financial
resources is called “investment”, which investors regard as a prospect for future return. The
better combination of assets (securities) in the portfolio provides better future rate of return to
the investor. The portfolio theory develops models that allow the best combinations to be
found. This theory extends the classical economic model of uncertainty.Modern portfolio
theory stems from Markowitz’s [2] great insights of the Mean—Variance model (MVO),
which states that the key information of a portfolio can be derived from three measurements:
expected returns (taken as the arithmetic mean), standard deviations and correlations among
those returns.

1.1 Modern Portfolio Theory

The revolution in financial investing known as modern portfolio theory was initiated in the
1950's by Nobel Prize winner Harry Markowitz. Markowitz showed that investors can obtain
significantly greater return at lower risk if, instead of choosing stocks and other financial
assets based on their individual potentials, they make choices based on calculating the impact
on the risk and return generated by the portfolio as a whole. Certain combinations of
investments (portfolios) are efficient (they lie on an "efficient frontier") in that they create the
greatest possible value for the least risk. Inefficient portfolios should be avoided. Which of
the efficient portfolios is best depends on the investor's risk tolerance or willingness to accept
risk.

1.2 Portfolio optimization.
As the main stage of the framework, portfolio optimization is to ensure optimal risk-adjusted
returns by analyzing the portfolio and managing the assets. The output of this stage is an

efficient frontier, and the investors can have the optimal result on the efficient frontier
according to their own risk preferences. There are many comparative optimization models to
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be considered in this stage, such as Mean—Variance Optimization (MVVO) model [2] that
takes transaction cost (not fixed) into consideration

1.3 Optimization Model

In the process of selecting an efficient portfolio, the optimization model plays an important
role [1].

The task of portfolio optimization is to determine these values X, X,,...,X,, which

minimize the objective function
min,{-E, + AV }, (@))

N
where E; is the expected portfolio return, V, is the portfolio risk and Zl:xi =1, x>0.

That means that the investment X; can have positive and negative values. For X; >0, the
investor has to buy security i with the relative value X; of the total amount of the investment.

For the case X;< 0, the investor has to sell security X;. This “short sale” means that the
investor has to borrow security i, to sell it and later has to restore it.

The portfolio return Ep( X;) and risk Vp( Xj) give one point of the “efficient frontier”.
Different values of the “efficient frontier” are calculated giving different values to the

parameter A in problem (1) and respectively solving (1). (1) is linear-quadratic optimization
problems of the mathematical programming.

In the process of the project portfolio selection, portfolio optimization model is a key
component, and the modelling process is knowledge- intensive and time consuming.
In fixing the value of the parameter, the task of portfolio optimization is analytically
determined and can be solved. The difficulties in solving (1) originate from the fact that the

“efficient frontier” can be found only via numerical recursive computations by changing A .
The requirements for solving (1) in real time to implement portfolio optimization as an
informational service in Internet stress the necessity to design fast computational algorithms.

2 STRUCTURE OF WEB-BASED INFORMATION SYSTEM FOR
OPTIMIZACION

The information services have been intensively developed in the last 15 years. The launch of
Internet as universal and global communication environment gave ground to the information
services in raising their functionality [4].

The information service of the portfolio optimization is implemented as a hierarchical
information system with 4 tiers. In Fig. 1, we give a structure of this system. The server side
is developed under Window operation system, MySQL database and Apache server.

The optimization methods developed are implemented by PHP programming technology.
The server application suite consists of PHP based programs that apply business logic of the
investment process, MySQL data storage, and GD graphical library. The algorithmic server is
developed on C++ technology. It performs the investment calculations and the optimization
algorithms.

The forth level performs the specific and complex data processing, performs complex
mathematical evaluations, support on-line control functionality. The forth tier in the research
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is called “Algorithmic Server” [3]. It performs tasks that cannot be supported by the server-
side programming tools or performs fast algorithmic information processing.

A model database is used to support variety of modeling techniques for portfolio selection
optimization. Optimization programs written by us or from existing software packages can be
plugged into the database for this system to use.

Client: Browser (IE/ Netscape/Opera)

I tier
T htm!/http

Server: OC Windows/Limx

Settings (in project)
I |

Web Server Apache ,| Interpreter of server programs
II tier /-
PHP based programs Graphical library

III tier

Database Server

IV tier

- Algorithmic Server
- Optimization

- Investment calculations

Figure 1: Fourth-tier client server model of WEB based information system

Fig. 2 shows results of the portfolio optimization using single-period MVO model from an
existing software package. It is generated dynamically by a Java applet from information
retrieved from our system database that stores historical data. The output is an efficient
frontier, and the users can have the optimal decision on the efficient frontier according to
their own risk preferences.
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Figure 2: Portfolio optimization results
3 PORTFOLIO OPTIMIZATION IN MATLAB ENVIROMENT

The performances of the algorithms, which solve the portfolio optimization problem, are
given in MATLAB environment [6].
Common steps in optimizing portfolios include [5]:
« Estimating asset return and total return moments from price or return data;
» Computing portfolio-level statistics;
« Performing constrained mean-variance, conditional value -at-risk, and mean-
absolute-deviation optimization;
« Examining the time evolution of efficient portfolio allocations;
* Accounting for turnover and transaction costs.

For example: Asset allocation

The portfolio optimization problem, start with basic definitions of known quantities
associated with the structure of this problem. Each asset class is assumed to have a tradeable
asset with a real-time price. The initial portfolio with holdings in each asset that has a total of
$7.5 million along with an additional cash position of $60,000. These basic quantities and the
costs to trade are set up in the following variables with asset names in the cell array Asset,
current prices in the vector Price, current portfolio holdings in the vector holding, and
transaction costs in the vector Unit Cost (Tab. 1).

Table 1: Selected characteristics of the assets

Price InitHolding InitPort UnitCost
Bonds 52,4 42938 0,3 0,001
Large-Cap Equities 122,7 24449 0,4 0,001
Small-Cap Equities 35,2 42612 0,2 0,001
Emerging Equities 46,9 15991 0,1 0,004

Simulating Asset Prices

Since this is a hypothetical example, to simulate asset prices from a given mean and
covariance of annual asset total returns for the asset classes, portsim is used to create asset
returns with the desired mean and covariance. Specifically, portsim is used to simulate five
years of monthly total returns. The mean and covariance of annual asset total returns are
maintained in the variables AssetMean and AssetCovar. The simulated asset total return
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prices (which are compounded total returns) are maintained in the variable Y. All initial asset
total return prices are normalized to 1 in this example.

AssetMean = [ 0.05; 0.1; 0.12; 0.18 ];
AssetCovar = [ ©0.0064 0.00408 0.00192 0O;
0.00408 0.0289 0.0204 0.0119;
0.00192 0.0204 0.0576 0.0336;
0 0.0119 0.0336 0.1225 ];

X = portsim(AssetMean'/12, AssetCovar/12, 60); % monthly total returns for 5
years (60 months)

[Y, T] = ret2tick(X, [], 1/12); % form total return prices

This plot shows the log of the simulated total return prices (Fig. 3)

plot(T, log(Y));

title('\bfSimulated Asset Class Total Return Prices');
xlabel('Year');

ylabel('Log Total Return Price');

legend(Asset, 'Location', 'best');

Figure 3: Simulated total return prices
An important step in portfolio optimization is to validate that the portfolio problem is feasible

and the main test is to ensure that the set of portfolios is nonempty and bounded. Use the
estimate Bounds function to determine the bounds for the portfolio set. See Fig.4
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Figure 4: Asset Allocation Portfolio
4 CONCLUSION

The paper addresses the development of the information services in the global network
Internet. The new tendencies in the implementation of the services as multi-tier software
client-server system insist decomposition and specialization of the server side programming
suit on several tiers. This concept is applied for the implementation of the portfolio design
and optimization as an e-service in Internet. Due to the lack of full available data for the
investment optimization, soft computing approach is applied in solving the bi-level
optimization problem. Linear-quadratic approximation and fuzzy logic is applied for solving
the portfolio problem. Thus the optimization problem for the investment allocation is solved
promptly, respecting the requirements for real time response to requests, arising in the
Internet environment.
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Abstract: This paper follows our theoretical research on duality in microeconomic theory and applies
the duality principles, which rest on the price taking behaviour of economic subjects, on the
monopolistic behaviour. The standard approach of deriving the profit function for the monopolist
from the production function and defined pseudo production function is accompanied by the
alternative approach in which the starting point is the pseudo cost function. Finally, starting from the
derived profit function the pseudo production function is recovered and a version of Hotelling’s
lemma is given. All results are illustrated with a numerical example.
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1 INTRODUCTION

Rationality of economic agents in microeconomic theory is described by the optimization
problems in which convex sets play an important role. The possibility of characterizing them
in two ways naturally gives rise to duality in microeconomic theory [3,4]. Duality in
microeconomic theory includes derivation and recovering of the alternative representations of
the consumer preferences and the production technology. Since duality in this case rests on
the price taking behaviour, the question is how can the principles of duality be applied in the
case of a monopolistic firm where the single producer has influence on the price which he
charges for the product [1,2,5,7]? In this paper we show how the profit function for the
monopolist for the given demand function can be obtained by introducing the pseudo cost
function [6] and solving the profit maximization problem. The standard approach in which
the production function and defined pseudo production function is the starting point is also
derived. Finally, starting from the derived profit function we show how the pseudo
production function can be recovered. Although Hotelling's lemma, a famous result from the
microeconomic theory, defined below, cannot be directly applied in obtaining the
monopolist's supply function for the given demand function, a version of Hotelling's lemma
is illustrated.

2 FROM THE PSEUDO PRODUCTION FUNCTION TO THE PROFIT FUNCTION

The emphasis is on a monopolist whose objective is to maximize profit. The monopolist
faces the following negatively sloped inverse demand function [5]

P, =WD[x,], (1)

where p, is the price of the monopolist’s product and w>0 represents the influence on
demand of “other variables”, for example income, and D is a function of X, for which
D (X,) < 0. The monopolist’s technology is described by the production function X, = F(X),
where x is the vector of inputs used in the production of the monopolist’s product X, . Since
the total revenue function is described by p,x, =WD[F(x)] F(x) = wF (x)D[F(x)], the profit

maximization model for the monopolist in which the quantities of inputs are the choice
variables reduces to
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maks WF (x) D[F (x)]—wx , 2)
where w is the vector of input prices. If we form the pseudo production function [5]
« X
F*() = FeODIF o] =22 ®)

as deflated revenue function and interpret the parameter w in (2) as the price of the pseudo
product, then the known results from duality theory in microeconomics could be applied. It is
assumed that sufficient regularity conditions are satisfied so that the maximum exists [1,5,7].
The first order necessary conditions for the profit maximization problem reduce to

OF"(x)
OX;

w

=W, Vi (4)

Therefore, the monopolist will hire the levels of inputs for which the marginal revenue of the
oF " (X)

corresponding input, w , 1S equal to its marginal cost, w,. An interior solution is

assumed. It is assumed also that the input market is perfectly competitive so that the
monopolist takes input prices as given.

Solving the first order necessary conditions leads us to the input demand functions. By
substituting the derived input demand functions in the production function, for the given
demand function, we obtain the monopolist's supply function. The profit function is obtained
by substituting the derived functions in the goal function in (2). To illustrate this procedure,
the production function

11
Xy = f(Xl,XZ):Xfo (5)

is chosen [6]. Let us start from the linear inverse market demand function,
P, =W@a-bx,), (6)

for which the pseudo production function is defined as follows

11t 1 i1
F (X)) =(@a—-bx/x})x/x;} =ax/x) —bx2x2. (7)
The profit maximization model reduces to
1 11
maks w(ax;*x,; —bxZx2)—w,X, —W,X,. (8)

XXy

First order necessary conditions are expressed by the following system of equations

* 81 11 31 11
Wi B o b =2t = o a2 =
OF(x) al® pi i otz o ©

S GO =) = X @2k =,
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- N X, W :
Dividing both expressions in (9) gets us to —2 = —. We can express X, as a function of x,,

1 W2
E £
W, e VYR 14
X, = —=X,, whose substitution in one of (9) leads us to ﬂxifl W_11x14 (a—2bx2 W_ll) =w, . By
" tow w

solving it we get the monopolist’s demand function for the first input,

1

20012014
. WW . S W, .
X =— a T ; . By inserting it in X, :W—1X1, we get the monopolist’s demand
4w2 (2wW2wW2 +bw)? 2
1
. . . a’wiw? .
function for the second input, X, = ————* The supply function for the

4wz (2w2w? +bw)?

aw
11

2(2w2w2 + bw)

monopolist, for the given demand function, is then x, = . By inserting the

derived supply and demand functions in the goal function of a producer, the profit function is
obtained,

20,2
=2V : (10)

11
4(2w2w2 +bw)

3 FROM THE PSEUDO COST FUNCTION TO THE PROFIT FUNCTION

Another method for obtaining the monopolist's profit function for the given demand function
is to start from the monopolist’s cost function, c(X,,w), which is an alternative way of
describing technology [9]. The decision variable in this model of the monopolist’s profit
maximization problem is the quantity of production,

maks p,X, —C(X,, W) = maks wWD(X,)X, —C(X,,W). (12)

Taking into account the definition of the pseudo production function, F™(x) = D(X,)X, = Y,
the quantity of production can be expressed as the function of pseudo production, x, = g(y).
In this case the profit maximization problem reduces to

maks wy —c[w, g (y)]

« (12)
=makswy—c (y,w),
y

where ¢ (y,w) can be called the pseudo cost function. The first order necessary condition

for the profit maximization problem gives the following equation which needs to be solved to
get us to the pseudo production function,
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oy
Therefore, profit maximization for the given demand function in this model is characterized
by the equality between the price of the pseudo product and the marginal pseudo cost. To
illustrate how the profit function for the monopolist can be derived by starting from the
pseudo cost function, we start from the chosen production function in (5). The cost function
is derived from the model of cost minimization for the given level of production?,

C(Xy, W) =min wx
X

L (14)
subjectto x*x; = X,

From the theory of production it is known that the economic efficiency is characterized by

of (X1, %,)
. : . . 0
the equality between the marginal rate of technical substitution MRTS = ﬁ and the
11 72
oX,
. . A - X, W, .
input price ratio — [8]. In our case it is MRTS =—==— from which the long-run
W, X W,
expansion path is derived, which describes the optimal combinations of inputs at each output

Wi Xy

2

input demand functions, which give the cost minimizing input levels for the given output
1 1 1 1

level, x (W, W,,X,) =W, 2w2x2 and x,(w,,W,,X,) =W2w,2x2, whose substitution in the
goal function of (14) gives us the cost function

level as output expands, x, = . Substituting it in the constraint, we get the conditional

1 1
CW,, Wy, X,) = 202W2 (x,)° (15)

Our goal is to express it in terms of the pseudo production function and to obtain the pseudo
cost function. For the given inverse demand function in (6) the pseudo production function is

defined as y = x,(a —bx,) = ax, —bxZ. Therefore, the quantity of production is related to the

pseudo production function by the following quadratic equation b(x0)2 —ax, +y=0 from

L +./a% - : ,
which it follows x0=¥ and the pseudocost function as a function of

pseudoproduction function collapses to

. L1 g+, /a®—4b
c (y, W, W,) = 2w2w? (Ty)2 : (16)
Therefore, the following optimization model needs to be solved
11 a4 a2
maks Wy — 2W2w2 (%)2. 17
y

The first order necessary condition is

! More on derivation and the properties of the cost function can be found in [8].
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11 1 1

2\\2 2\2
@:i 2Wwiwia  2W7Wj W, (18)

%  bya?-4by b

Solving the equation for y gives the pseudoproduction function,

1 1
2 P 2
_a’ Awwiwj +bw2 | (19)
4 11
(wawg + wa
whose substitution into the goal function leads to the same profit function as before,
11
2 2 1 1 20,2 20,2
. Aww?Zw? +bw s = w w
7 =wd W+ — 2W2 W7 la . = 1a . : (20)

1 1 2 1 2 11 11
* (zwlzwgmwj 4owEwz +bw)? 42w +bw)

4 HOTELLING’S LEMMA

According to Hotelling’s lemma [1,2,5,7,8], the derivative of the profit function for a
perfectly competitive, price-taking firm with respect to the product price of a firm is equal to
the firm’s quantity supplied. Since the monopolist is not the price taker, the question is how
can be Hotelling’s lemma applied in this case. Starting from the monopolist’s profit function
and looking at the parameter w as the price of the pseudo product, we can apply Hotelling’s
lemma and get the pseudo production function [6],

1 1 1 1
y- or” _a’ 2w(2w2w? +bw) —bw’  a® 4dwwZw? + bw? 1)
- i 1 1 R 1 1 :
w4 (2w2w? +bw)? 4 (2w2w? +bw)?

The supply function of a monopolist can be obtained from the pseudo production function for
* * * a _ b * * . .
or _ PoXo _ w( Xo)Xo = ax_ —b(x)?or
W w

the given demand function,

*

b(x,)? —ax, +% =0. So we got the quadratic equation which needs to be solved to get the

supply function, x;, for the given demand function

1 1
22 2
, oL at a2—<312b4WV\il V\llz +bw
L aEE Ay (2w2 w2 +bw)’ aw
XO = 2b = 2b = 1 1 . (22)

2(2w2w2 +bw)
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5 FROM THE PROFIT FUNCTION TO THE PSEUDO PRODUCTION FUNCTION

Starting from the profit function for the monopolist, how can we go back and recover the
pseudo production function? Since the profit function gives the maximum profit for every
combination of input prices, w, and w,, and the parameter w, its definition brings us to the
following inequality

(W, Wy, W, ) > WF(X)D[F (X) |- w,x, —W,x,  Vw,w,,w. (23)
Definition of the pseudo production function enables us to rewrite the previous inequality as
(W, Wy, W, ) = WF™(X) =W, X, —W,X, VYW, W,,W, (24)

from which it follows that the pseudo production function is the result of the following
optimization problem

F™(x) = max{y : wy < W, X, +W,X, +7z(W, W,,W,) | . (25)
By normalizing the price of the pseudo product and dividing all the input prices by w,

w. W. : Lo
W, =—,W, = —=, the previous optimization problem reduces to
w w

F () = max{y : y <W,x, +W,x, +7(LW,,W,) }, YW,,W, (26)

and F'(x)= mimrllzwlxl +W, X, + (LW, W,) . 27

Its solution is the monopolist's pseudo production function. Below we illustrate how to
recover the pseudo production function from the profit function. Starting from our derived
a2
11
4(2W,2W.,2 +Db)
the pseudo production function can be obtained as the solution to the following optimization

problem

profit function in (10), the normalized profit function? is z(LW,,W,)= and

2
F'(x)= Vrp’\ilvrzwlxl +W, X, + Ea T : (28)
A(2W,2W,2 +b)

The system of equations that expresses the first order necessary conditions follows,

of a2 L1 A
=Xy WA ) W AW =0
. (29)

o g2 11 1o
% = X2 —I (2VV12W22 + b)_2W12W2 2=0
2

w, W
2 The profit function 72'(1,—1,—2) is actually the conjugate function to the pseudoproduction function
w W

F"(x) if F"(x) is concave [5 ]. More on the conjugacy approach to duality theory can be found in [7].
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2 1 1
a

Multiplying quantities of inputs gives xlxzzﬁ(zwfwf+b)‘4 which implies

11 11 1

a Lt

11 1
2WAW,.2 +Db :%x14x14 and W,2W,2? :le“xl4 —g. The product of the corresponding input

11 11 11b1

1
with its price reduces to W,x :%xfxg‘ —Exfxz2 and W,X, =%x14x;1 —Exfx;. Inserting the

given results in the goal function gives

11 11 11 11 11

F*(x) =2%xfx§ —2%><f><§ o0 = axix! — b, (30)

which is the pseudo production function we started from.

6 CONCLUSION

Since duality in microeconomics rests on price taking behaviour, the main idea was to apply
the known duality principles to the monopolistic case. In deriving the profit function for the
monopolist the standard approach is shown which includes starting from the production
function and the defined pseudo production function. We give another approach by starting
from the pseudo cost function. Finally, starting from the derived profit function the pseudo
production function is recovered. A version of Hotelling’s lemma, important from the
empirical standpoint, is given. Application of the duality theory in monopoly to the real data
is left for the future research.
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Abstract: Supply Network Analysis (SNA) is a methodology inspired by Ecological Network
Analysis and based on the concept of information entropy. By measuring flows of goods and
interaction costs between different sectors of activity, within the supply chain, a network of flows can
be empirically built and successively investigated by SNA, a powerful tool for supply chain analysis
and mapping. To reach a complete comprehension of the complexity dimension, as well as to extend
the analysis to reverse logistics, SNA is here extended to the study of supply chain cycling, with the
introduction of ten different Logistics Cycle Indexes (LCIs), meant to identify complexity drivers and
quantify how much a supply chain contains closing loops. The theoretical model, properly developed
to investigate forward and reverse logistics flows, provides a diagnosis of supply chains structure in
presence of closed cycles.

Keywords: Supply Network Analysis, Closed Loop Supply Chain, Reverse Logistics, Material Cycle,
Logistic cycles.

1 INTRODUCTION ON LOGISTIC CYCLING CATEGORIES

Reverse logistics is a hot topic, which has had a significant economic impact on industry as
well as society [6], and its function in supply chain management has received great attention
in recent years due to increased awareness and implementation of legal requirements [3, 9].
Although manufacturers show a growing interest in extracting value from product returns, the
need to make the appropriate reverse supply chain design choices, has not inspired much
research [3]. Starting from this perspective, the opportunity to develop a methodology to
analyze and compare these kinds of network, make the topic even more challenging. As
previously mentioned, the purpose is not just to extend SNA to the analysis of reverse
logistics flows, but in a broader sense, to include every cause of cycling inside a supply
network, which cause an increase of logistics complexity. From a literature review, ten
different categories of logistics flows have been identified, and summarized in Figure 1. It
represents a draft generalization of possible logistics flow that involves cycling. Of course it
is not to be intended as a hard configuration, but rather a theoretical and conceptual
framework of real flows; in other word, supply networks are neither necessarily characterized
by every possible cycling flow nor portrayed by flows having exactly the schematized paths.
The aim is rather to be comprehensive of all possible cycling categories previously detailed.
As illustrated in figure 1, customers may return products to the renter or reseller for several
reasons: in such a case products are returned to the forward distribution channel. In some
cases, diagnostic tests are performed to determine what action would recovers the most value
from the returned product: this is done also in case of product returns due to defects or
failures. Returns from costumers may also be related to maintenance tasks, for repairing and
refurbishing. Cannibalizing and remanufacturing are activities that may be conducted in
common plants or structures that pool all remanufacturing activities in a separate plant.
Remanufactured products may be sold in the same market or in a secondary markets, often to
a marketing segment unwilling or unable to purchase a new product. At last, returns may also
be used to recover spare parts for warranty claims, to reduce the cost of providing these
services for customers. Products which are not either partially reused or remanufactured are
designated for scrap or recycling, usually after physically destroying the product. Reverse

209


mailto:annaazzi.uni@gmail.com
mailto:daria.battini@unipd.it
mailto:alessandro.persona@unipd.it

logistics flows headed for recycling may also come directly from a municipal waste
collection or a third party recycler. Other possible logistics cycling, feasible at every supply
chain tier, are those related to returnable goods, such as returnable transportation items,
returnable packaging materials and certain categories of reusable products. At the same time,
at every tier, supply chain members can be part of materials and products cycling due to
returns for non-conformity (both related to quantity and quality). Last, but not least, logistics
cycling may be related to part processing subcontracting.

| SUBCONTRACTING | | REUSE I
A
--------- |
q

— Primary marketl

€ < 1
qvv q q U
. < I Lk Secondary market |

€ 3 Retailer €

RETURNABLE GOODS

MAINTANANCE 1 - - 1

N P4

REPAIR

REFURBISHING

CANNIBALIZING Disassembly
le
| REMANUFACTURING  [€ !
I .
RecvcLnGg | € Waste collection
| | €

v

Disposal

Figure 1. Logistics cycling categories framework.

2 FINN CYCLING INDEX

A cycle is defined as a path, through which energy and matter flow through the chain to
return to the starting point, and is often examined in ecosystem ecology, especially as it
relates to the behavior of autonomous systems, i.e. characterized by reduced dependence on
external energy absorption. Although the presence of trophic cycles was discovered and
reported early in ecological studies [4], the first model aiming to quantify the amount of
cycling occurring was not proposed until the end of the nineteen-seventies, by Finn in 1976
[2] in the context of Ecological Network Analysis (ENA).What became known as Finn's
cycling index (FCI) accounts for the percentage of all fluxes that is generated by cycling, and
has been applied in a wide range of ecological studies [1, 5]). The chief advantage of FCI has
been its simplicity, as its computation requires but a single matrix inversion, and its
dimensionless, a feature that allows ecologists to directly compare diverse ecosystems.
Before giving a deeper dissertation of Finn’s model and its development and computation, we
should take a back step, since Finn’s methodology starts by employing the so called “Input-
Output” technique to quantify the amount of recycling in ecosystems. In economics, an
Input-Output model is a quantitative economic technique that represents the
interdependencies between diverse branches of the national economy or between branches of
different, and even competing economies. Wassily Leontief in 1967 [7] was credited with
Nobel Memorial Prize in Economic Sciences for the development of this model. The method
consists in the construction of a matrix reflecting the economic structure of inter-branches
flows in an economic system, aiming to estimate the amount of raw materials and services
required to produce a certain quantity of goods. Input-Output analysis of ecosystems [2, 8,
10] is an ecological adaptation of the original Input-Output analysis proposed by Leontief [7]
and can be considered the starting point for Finn’s methodology. Given a matrix of
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exchanges T, one can normalize its columns by dividing each coefficient Ti,jby its
corresponding inflow S; .

S =T;+X; 1)
or, in other words, defining a fractional inflow matrix, [G],where [G] are obtained from the
elements of the flow matrix, [T], and the input vector, (X), by normalizing the inter-
compartmental exchanges using the total input to the receiving node, J :

t

i

gij - . v

Dot + X )

Element 9ij represents the fraction of J>5 inflows that is comprised by N Reading column
) of [C], information about the percentages for each logistics flow coming from I and
entering a node J' which constitutes of the full intake by ],

150
34
M6

— .
78
9
55! (60 119
—
136 /116
12 -

Figure 2. Example of an industrial supply chain.

For example, in the very simple network in figure 2, the nine non-zero values of Ti,j,
generate corresponding nine elements in the matrix [G].
Multiplying the matrix [G]([G]X [G] = [G]z), the reader’s attention is drawn to the fact that

each of the non-zero elements of [6]2 corresponds to the collection of pathways of length 2
that connect i with ]. For example, the 1-5 element of [G]2 reveals how much gets to 5
from 1 over the two step pathway 1—4—5, i.e. plantl—3PL—retailer 1. Multiplying [G]2
by [G] once more yields the matrix [G]S. Again, non-zero elements of [G]3 correspond to

the three step pathways in the graph. For exemple, 1-7 element of matrix [G ]3 match with the

path 1—-4—6—7, i.e plant 1—-3PL—retail 2—recovery product plant (remanufacturing).
Thus, the m™ power of [G] contains contributions from each and every pathway of exactly

length m in the graph. The sequence of powers of [G] truncates with [G]k = [0] whenever
there are no pathways > K in the network.
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When logistics cycling flows are in the network, the sequence of power of [G] does not
vanish, though growing progressively smaller. Recalling that the geometric series:

o0

> q"=1+q+0°+q° +q" +..= —
n=0 1_q

Whenever —1<q<1, it is possible to demonstrate (Higashi et al., 1991) that, whenever
0<G; <1, then

(3)

>.G"=1+G+G* +..G" - [I-G] * (4)

Where [I] Is the identity matrix (i.e. it consists of ones along its diagonal and zeroes

elsewhere.) This limit, [L]=[1I —G]",is called the Leontief structure matrix. The i-jth

component of [L] provides the fraction of the total input to j from i over all pathways of all
lengths per unit of final demand, which plays a key role in economic theory. The discovery of
the [S] matrix enabled economists to estimate the necessary production in various economic
sectors in order to satisfy any vector of final demands. The Leontief matrix can be interpreted

as follows: the number of times a quantum entering i" will visit i" compartment (the
diagonal elements) is at least 1, where any coefficient greater than unity indicates that the
compartment participates in the cycles.

The Finn cycling index (Finn, 1976) utilizes the Leontief matrix to assess the amount of
material cycling within the supply chain. The formula, derived from the inverse matrix L is
straightforward and simple:
N _
FCI = S Lol
= IST |, )

where | is the i" coefficient along the diagonal of the Leontief matrix, TST is the Total
System Throughput TST=T + X +E +Dand S; is the total inflow to the i"™ supply chain
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member, where S, =T, + X, The FCI related to the simple distribution network under study
turns out to be: FCI =0.0495 meaning that the 4.95% of logistics flow are due to cycling.

3 LOGISTICS CYCLE INDEXES AND FINAL CONCLUSION

Up to here, it is clear how SNA is successful in highlighting the complexity of a logistics
network, however, what is not obvious is how to discriminate this complexity and how to
relate it to the proper kind of logistics flows, since cycles certainly increase network
complexity and FCI is capable of measuring the amount of material and product cycling
within a supply network. Based on these considerations, therefore, a methodology to identify
which fraction of FCI can be ascribed to a category of cycling rather than another is
proposed. These “fraction” are called Logistics Cycle Indexes (LCIs) and are named after the
typology of cycling flows involved, i.e. Reuse LCI, Maintenance LCI, Subcontracting LCI,
Non-conformity LCI, Returnable goods LCI, Repair LCI, Refurbishing LClI,
Remanufacturing LCI, Cannibalization LCI, Recycling LCI. The flow chart describing the
computation procedure is illustrated in figure 3, together with a very simple example.

STEP1 EXEMPLE
List all the cycles Cycle1:3 523
Cycle2:6 >7->4->6
STEP2 l }
Categorize all the cycles according to the nature of Cycle 1: outsourcing
their logistics flows Cycle 2: remanufacturing
STEP 3 l
Compute the probability of ?ach c'ycle, whiFh is Doy = O, - O,y = 0,435-0,288 = 01253 — 12,53%
the product of the coefficients in G matrix
corresponding to the arcs that form the cycle Pes = Y7 - Gys - 946 =1-0,060-1=0,060 — 6%
STEP4 Y OUTSOURCING LCI:
- Py 0.1253
Compute the Logistics Cycle Indexes (LCl) as the FCI Xf =FCI xmz FCI x0.6762
sum of the fraction of probability of each cycle Pes+ Pz ' '
belonging to the same category times the FCl REMANUFACTURING LCl:
Foix—Pez _por— 2000 _peyyg3038
Py + Pes 0.1253+0.060

Figure 3. LCls computation: procedure flow-chart.

The procedure includes the 4 steps reported on the left in figure 3. In the sample network
reported in figure 2, two kinds of logistics cycles can be identified:

— Plant 3 — Plant 2 — Plant 3, in case of subcontracting;

— Retailer 2 — Recovery product plant — 3PL — Retailer 2, in case of
remanufacturing.

Then, the probability of each cycle, which is the product of the coefficients in G matrix
corresponding to the arcs formed by the cycle, can be computed. In this case the first cycle's
probability is p., =0, - 0, =0.435-0.288=0.1253 - 12.53%. While the second cycle

probability is: pe, = G, - Urg - Uus =1-0.060-1=0.060 — 6%
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The fraction of probability of each cycle is:

P 012583 6760 5676006
Py + Pe, 0.1253+0.060
Pes 0.060  _(3038_532.38%

Pei+ Pe,  0.1253+0.060

Therefore, LCls in this simple numerical example can be computed for the Outsourcing and
Remanufacturing cycles as reported in figure 3:

OutsourcingLCl =0.6762- FCI = 0.03347
Re manufacturingLCl = 0.3238- FCI = 0.01602

This simple numerical application aims to demonstrate the real feasibility to mathematically
compute the impact of closed loops in a supply chain by a network analysis point of view.
Further investigations are under development to extend the methodology to real industrial
cases.
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Abstract: The paper deals with the problem of designing the optimal structure of a public service
system. The public service system design is often related to the p-median location problem. We
designed the exact algorithm based on the branch and bound method with the Erlenkotter approach. We
try to decrease a gap between the lower and upper bound with a suitable choice of the candidate to the
fixation. We designed and verified the various variants of the function for obtaining the candidate to
the branching on the Slovak road network. We chose the most feasible function for our exact algorithm.

Keywords: public service system design, p-median location problem, Erlenkotter approach, candidate
for the facility location

1 INTRODUCTION

A public administration system, fire-brigade deployment, police service system and medical
emergency system [4] represent the typical public service system. The public service system
structure is formed by deployment of a limited number of the service centres and the associated
objective is to minimize the total costs. The public service system design are often related to
the uncapacitated facility location problem or the p-median location problem. The p-median
location problem is the NP-hard problem [6], [7], which became one of the most well-known
problems in the field of the facility location. This problem is formulated as a task of
determination of at most p network nodes as facility locations. The number of the possible
service center locations seriously impacts a computational time. Balinski [2] provided an early
integer programming formulation of the plant location problem which has historically been
adapted to the p-median problem. Finding the optimal solution of the p-median location
problem consists of a formulation of the mathematical model and applying some mathematical
programming method. Avella, Sassano and Vasil ev [1] presented a branch-and-price-and-cut
algorithm to solving the large-scale instances of the p-median problem. Reese [11] summarized
the exact solution methods for the p-median problem. Mladenovic [10] summarized the
heuristic methods for solving the p-median problem. This problem is very similar with the
uncapacitated facility location problem. Erlenkotter [5] used knowledge from the theory of
duality and proposed one of the most effective algorithms DualLoc for solving the
uncapacitated facility location problem. The algorithm DualLoc realizes the branch and bound
method. Inspired by this approach Korkel [9] improved the Erlenkotter approach and designed
the algorithm PDLoc. Janacek and Buzna [8] improved the Erlenkotter and Korkel approach
and designed the algorithm BBDual for solving the uncapacitated facility location problem.
These algorithms exploit the relation between the primary and dual formulation of the strong
linear programming relaxation of the original problem. Erlenkotter [5] tried to minimize a gap
between values of the primary and dual solution with the fixation of locations in the branch
and bound algorithm and to obtain the better lower bound.

We generalized the Erlenkotter dual approach to the lower bounding to be able to solve p-
median location problem in [3]. We formulated the dual model of the p-median location
problem and verified the procedure for obtaining the lower bound. We designed the exact
algorithm pMedBBDual based on the branch and bound method. The designed algorithm
processed big number of the processed nodes which increase the computational time. The
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better lower bound in the branch and bound method is addicted to a choice of the candidate to
the fixation. Obtaining the good candidate can markedly decrease humber of the processed
nodes. We design the various variants of the function for obtaining the candidate to the
branching. We verify the individual variants of the function in the computational time and the
frequency of execution on the benchmarks from Slovak road network. We choose the most
effective function for our exact algorithm pMedBBDual.

2 PROBLEM FORMULATION AND OUR SOLUTION
2.1 Mathematical model of p-median location problem

The p-median location problem can be modeled using the following notation. Let the decision
of the service center location at the place i €| be modeled by a zero-one variable yi; € {0, 1}
which takes the value of 1, if a center is located at i, otherwise it takes the value of 0. In addition,
the variables zj; € {0, 1} for each i €1 and j €J represent to assign a customer j to a possible
location i by the value of 1. The maximal number of the facility locations represents the
constant p. The mathematical model for the p-median location problem is formulated as
follows (1-6):

Minimize Fp = Zfi yi+ Z Z Cij Zij M

i€l i€l jeJ

Subject To: Zzij =1 forj €] (2)
(€l
Zij < Yi foriel, je€]j 3)
Zyi <p 4)
i€l
y; €{0,1} foriel (5)
z;j € {0,1} foriel, jE] (6)

The objective function (1) represents the minimization of the total costs of the p-median
location problem which consists of the fixed charges fi and the costs cij. The constraints (2)
ensure that each customer is assigned to the exactly one possible service center location.
Binding constraints (3) enable to assign a customer to a possible location i, only if the service
center is located at this location. The constraint (4) bounds the maximal number of the located
service centers. The obligatory conditions in the mathematical model are (5) and (6).

2.2 Dual model of p-median location problem
We applied the theory of duality and formulated the associated dual model of the p-median

location problem than Erlenkotter for solving the uncapacitated facility location problem. The
dual model of the p-median location problem has the following notation (7-11):

Maximize Fp = Z vj + px 7
jej

Subject To: Z max{O, v — cl-j} +x+u=f; fori €l (8)
J€J

v =0 forje]j 9
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u; =0 foriel (10)
x<0 (11)

The dual variables vj correspond to the constraints (2). The dual variable x corresponds to the
constraint (4). A lower bound for the optimal solution of the problem (1-6) constitutes the
objective function value of the arbitrary feasible solution of the dual problem (7 —11).

2.3 Complementary conditions

A dual solution and an induced primal feasible solution can be obtained by applying the
complementary constraints (12 - 15):

(yi - zi]-) max{O, v — cl-j} =0 foriel, JEJ (12)
u;y; =0 fori €1 (13)
max{O, Cij — U]} Zij =0 fOTi € I, ] E] (14)
=) y)x=0 (15)

iel
According to the weak duality theorem, the objective function value Fp (7) of any feasible
solution is smaller or equal to any objective function value Fp (1) of any feasible solution of
the linear relaxation of the problem (1-6). Our approach for construction of the associated
primal solution to the dual solution minimizes the difference between the primal and dual value
of the objective function as follows (16):

F,—Fp = z Z(yi — z;;) max{0,v; — c;;} + (Z y; —p) x +Z wy; + ZZZ” max{0,c;; — v;} (16)
iel jeJ i€l i€l i€l jej

Fp represents a value of the objective function of the p-median location problem (1-6). Fp

represents a value of the objective function of the associated dual problem (7-11).

2.4 Choice the candidates

Our algorithm creates the nodes of the branching tree in the branch and bound methods with
the 0-1 fixation of the candidate for the facility location. It means, one fixation of the selected
candidate distributes one problem to two subproblems. We solve subproblems and try to
decrease a gap (16) between the lower and upper bound which is addicted to a choice of the
candidate to the fixation and a minimal set of locations. We designed the function for obtaining
the minimal set of locations. This function ensures that condition (15) will be respected and
tries to obtain the minimal set of locations with the minimal gap (16). It is not possible to ensure
always the satisfaction of conditions (12-14) when we construct of a minimal set. Otherwise,
the created gap is possible to decrease with the good choice of the candidate for the location.
Obtaining a good candidate also decreases a number of the processed nodes and the
computational time. The function for obtaining the candidate is based on the evaluation of the
complementary conditions (12-14) and finding the first location from the set of locations which
does not satisfy the conditions (12-14). This location gives a candidate to the fixation. We
designed 6 variants of the function for obtaining the candidate which differ in the order of the
evaluation of the complementary conditions (see Table 1).
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Table 1: Order of evaluation of complementary conditions for created variants of function

Evaluation of conditions

1. 2. 3.
Variant V1 12 13 14
Variant V2 12 14 13
Variant V3 14 13 12
Variant V4 13 14 12
Variant V5 13 12 14
Variant V6 14 12 13

We search the best variant of the function for obtaining of the candidate to the fixation in our
exact algorithm pMedBBDual. If we do not obtain a candidate with the evaluation of conditions
(12-14), then we choose the candidate i €| with a minimal value xmin (17) of the variable x.

Xmin = rlnelp fi — Z max{O, v — cij} 17
j€e]

3 EXPERIMENTS AND EVALUATION

We tested and verified our algorithm pMedBBdual with designed variants of function for
obtaining the candidate on the benchmarks from the Slovak road network. Tested benchmarks
were BB100x100 - 100 candidates for the facility location and 100 costumers from district of
Banska Bystrica (see Table 3), ZA315x315 - 315 candidates for the facility location and 315
costumers (Table 2 and Table 3) and others (NR350x350 - district of Nitra and TN276x276 —
district of Trenc¢in). We verified the variants in the computational time and the number of the
obtained candidates (frequency of function execution).

The experiments from district of Banska Bystrica showed us the small differences of the
variants in the computational times and the number of the candidates. So we tested the larger
benchmarks from the Slovak road network (Nitra, Trenéin, Zilina). We selected for the
demonstration of the obtained results some cases from district of Zilina, where the differences
in the computational time between the variants were the largest (see Table 2). The experiments
in the Table 2 showed us that obtaining the optimal solution in some cases is time-consuming
(symbol *). We obtained with the variants V1, V2, V4 and V5 the shortest time in the tested
cases. Otherwise the variants V3 and V6 did not provide us the best computational times.

Table 2: Comparing variants of function for obtaining candidates on the benchmark ZA315x315

Computational times in the seconds (s)
P V1 V2 V3 V4 V5 V6
24 511 644 928 105 81 914
27 151 94 501 451 403 490
30 78 125 206 546 379 178
51 843 1222 918 273 424 916
54 194 160 2035 743 861 2027
55 317 312 3 600* 1046 1059 3 600*
58 3 600* 2118 3 600* 1468 1729 3 600*
59 3 600* 3058 2721 1102 899 2676
60 3313 3 600* 1954 614 495 1962
62 710 1205 3 600* 1040 1075 3 600*
63 591 641 2242 484 462 2217
65 524 891 3 600* 713 597 3 600*

218



We want to choose the most feasible variant of function, so we use the total statistics (absolute
and relative number of the candidates, absolute and relative computational time) for the better
evalution of the results and the feasibility (see Table 3). Absolute number of candidates gives
the frequency of the function execution for all values of the constant p. Relative number of
candidates gives a number of the candidates of the actual variant to the minimal number of the
candidates obtained by some variant for all values of the constant p. Absolute computational
time gives sum of the times of actual variant for all values of the constant p. Relative
computational time gives times of the algorithm with the actual variant to the times of the
algorithm for the variant with the shortest time for all values of the constant p.

Table 3: Comparing variants of function for obtaining candidates in total statistics on the benchmarks
BB100x100 and ZA315x315

BB100x100 ZA315x315
Variant | Number of candidates | Computational time | Number of candidates | Computational time
absolute  relative | absolute  relative absolute  relative | absolute  relative
Vi 16 204 191,71 | 39,38 123,70 1165219 992 44 648 1244
V2 43 026 462,51 | 58,24 161,02 1436 251 1025 56 145 1304
V3 17 100 211,54 | 49,63 152,58 3436 204 1553 98 432 2054
V4 16 557 194,96 | 46,30 132,91 584 149 480 23735 510
Vs 16 633 195,67 | 51,15 146,21 605 787 490 22716 469
V6 16 898 207,06 | 53,97 163,89 3399 542 1431 90 738 1996

The total statistics in the Table 3 for the benchmark BB100x100 showed us that the best variant
of function gives V1. Otherwise, variant V1 for the larger-scale benchmark ZA315x315 is
doubly time-consuming than variants V4 and V5. The variants of function evaluate condition
(13) on the first place. The differences between V4 and V5 are small in the computational time
and the frequency of the candidates. Based on all executed experiments from the Slovak road
network and the total statistics the variant V5 provides us the better computational time in the
most of cases than the variant V4. The variant V5 is the most feasible for our designed
algorithm pMedBBDual.

4 CONCLUSION

The public service system design is the NP-hard problem. This problem is often related to the
p-median location problem. We designed the exact algorithm pMedBBDual for solving the p-
median location problem based on the Erlenkotter approach. Erlenkotter designed one of the
most effective algorithm for solving the uncapacitated facility location problem. We
generalized the Erlenkotter dual approach to the lower bounding to be able to solve the
associated location problem with restricted number of the located service centers. The
obtaining the good lower bound is addicted on the effective procedures for obtaining the dual
solution and the good choice of the candidate to the fixation in the branch and bound method.
The obtaining the good candidate also decreased the number of the processed nodes and the
computational time. We designed six various variants of the function for obtaining the
candidate to the branching. We tested and verified our algorithm pMedBBdual with the
designed variants of the function for obtaining the candidate on the benchmarks from the
Slovak road network in the computational time and the number of the obtained candidates.
Based on all executed experiments from the Slovak road network and the total statistics the
variant V5 provided us the better computational time in the most of cases. The variant V5 is
for us the most feasible for our designed algorithm pMedBBDual.

In the future we would like to design new functions for the construction of the minimal set
of the facility locations and compare with the actual used function.
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Abstract: Zone partitioning problem is one of many problems solved when designing zone tariff. It can
be described by the mathematical model similar to the p-median problem, but main drawback of this
model is a nonlinear objective function. This paper deals with various modifications of greedy heuristic
approach to the zone partitioning problem which, on the basis of specified criteria, gradually merge
small areas into larger zones. We make a computational study on test data from selected region in
Slovak Republic to compare effectivenes of proposed heuristic methods with exact solution.

Keywords: tariff planning, tariff zones design, zone partitioning, heuristic method, greedy approach.
1 INTRODUCTION

Planning of the regional public transportation is connected with a large set of optimization
problems. One of problems that transport planners deal with is the problem of the tariff and the
ticket prices. Various types of tariffs were mentioned in [4] and [10]. In this paper we are
dealing with the counting zones tariff system, where the region is divided into smaller sub-
regions - tariff zones and the price for travelling depends on the origin and destination zone
and on the number of travelled zones on the trip.

Figure 1: Example of the counting zones tariff system in Bratislava region [12]

When we want to design zone tariff system, there are several decisions that need to be made.
It is necessary to design zones and to fix new fares. Several approaches for designing zone
tariff system can be found in the literature. Hamacher and Schobel in [4], Schobel in [10] and
Babel and Kellerer in [1] proposed exact solution approaches for the counting zones tariff
system where the goal was to design zones such that new and old price for most of the trips are
as close as possible. A note on fair fare tariff on the bus line was mentioned also by Paluch in
[9]. Exact algorithm to solve the problem was mentioned also in [5] and [6].

This paper deals with various modifications of greedy based heuristic approach to the zone
partitioning in the counting zone tariff system design and will be organizes as follows. In
section 2 we present mathematical model of the zone partitioning for counting zones tariff
system and we briefly describe solution approaches. In section 3 we introduce greedy based
heuristic method with various criteria of merging small areas into larger zones. In section 4 we
present a computational study on the test networks to compare the results obtained by greedy
heuristic method with the solution of exact method in terms of computation time and
preciseness of the solution.
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2 MATHEMATICAL MODEL OF THE ZONE PARTITIONING PROBLEM WITH
GIVEN PRICES AND NUMBER OF ZONES

Let all stations in the public transport network constitute the set of nodes I. Stations i and j
from the set | are connected by the edge (i,j) € E, if there is a direct connection by public
transport line between these two stations. Symbol E denotes the set of edges. Distance between
stations i and j is denoted as djj. For each pair of stations i and j is cij the current or fair price of
travelling between these two stations. We assume that cjj is equal to c;i for each pair of stations
i and j. Number of passengers between stations i and j is bi; (OD matrix). To describe passenger
flows we introduce parameter a;;", where used paths will be observed. Value of the parameter
aij” is equal to 1 if the edge (r,s) is used for travelling from station i to station j and O otherwise.

Zone partitioning problem is similar to the general graph partitioning problem [3], where
we want to divide the vertex set of a graph into a number of nonempty subsets so that the total
weight of edges connecting distinct subsets is minimized. In the zone partitioning problem we
use different objective function compared to general graph partitioning problem.

Construction of the zone partitioning model was inspired by the model of the p-median
problem [5]. Based on this model, we introduce binary variables yi, which represent a
“fictional” centre of the zone and is equal to 1 if there is a centre of the zone in node i and 0
otherwise. For each pair of stations i and j we introduce variable zj which is equal to 1 if a
station j is assigned to the zone with centre in the node i and 0 otherwise. We expect to create
at most pmax tariff zones.

When we want to set a new price for travelling in proposed system, there are more
possibilities how to do it. Hamacher and Schobel in [4] and Schobel in [10] proposed solution
of a fare problem with fixed zones to obtain new fares for trips with various number of travelled
zones. In [5] and [7] a unit price for travelling per one zone was set. In this paper we use two
different unit prices, as was mentioned in [5] — price f1 for travelling in the first zone and unit
price f> for travelling in each additional zone. If we want to calculate new price of the trip
between nodes i and j in the system, we need to calculate number of zones crossed on this trip.
The calculation of the number of crossed zones can be easily replaced by the calculation of
crossed zone borders accordingly to [4] and [10]. We assume that station can be assigned only
to one zone and the border between zones is on the edge. We introduce binary variable wys for
each existing edge (r, s) € E, which is equal to 1 if stations r and s are in different zones and
is equal to O otherwise. For the calculation of crossed borders number we need to determine
the used path for travelling between stations i and j. New price nj; determined by the number
of crossed zones is calculated as follows (1):

n; = fl + Z fZairjsWrs 1)
(

r,s)eE
When we want to suggest the objective function of the model, there are many possible ways.
In presented model we will use the average deviation between current and new price for all
passengers, according to the advices of experts in [10]. In objective function (2) value of njj
depends on variables z and w as explained above. Mathematical model of the zone partitioning
with fixed prices and number of zones can be written in the following form:

lejz;‘cij_nij‘bij

le € (2)
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2 Yi < P (5)

iel

z; -z, <wy, foriel,(j,k)eE (6)
z; {01}, fori, jel ©)

y, {04}, foriel (8)

w; {01}, for (i, j) € E (9)

Conditions (3) ensure that each station will be assigned exactly to one zone. Conditions (4)
ensure that the station j will be assigned only to the existing centre of the zone. Condition (5)
ensures that we will create at most p tariff zones. Conditions (6) are coupling between variables
for allocation of the station to the zone and variables for determining the zone border on the
edge (j,k).

Obijective function (2) in this model is not a linear function. In [5] and [6] the linearization
of the model was proposed and the model was subsequently solved using IP solver Xpress [11].
To determine the optimal values of parameters in the model, a two-phase procedure was used.
In the first phase the optimal number of zones was determined and the model with different
settings of parameters f, and f> and with given number of zones p was solved in the second
phase. Optimal parameter setting was determined from parameters of the solution with the best
value of objective function. A major drawback of this process was the time complexity of the
problem where the computation time for given parameter p grows rapidly with the increase of
the problem size, as was written in [6].

Another approach to solve this problem was proposed in [1], [4] and [10]. In the first stage
optimal price of travelling is calculated and subsequently, three algorithms were used to
calculate the zone partitioning. First algorithm is based on the clustering theory, second
algorithm is a greedy algorithm and the last algorithm is based on the spanning tree approach.

3 GREEDY HEURISTIC APPROACH

Based on ideas of previously mentioned methods we proposed a greedy based heuristic method
to solve the zone partitioning problem. The algorithm starts with the situation, where each
station forms separate zone and the number of zones is equal to the number of stations. In the
algorithm we subsequently select two smallest neighbouring zones which are merged into the
one new zone. The goal is to create zones that are approximately the same size. Algorithm
terminates when given maximum number of zones is reached. Greedy heuristic algorithm with
approximately same zone size (GH_size) can be described as follows:

STEP 1: Start with a partition P consisting of |I| zones, each zone contains a single station.

For each zone Z; from P calculate the parameter e; to express size of the zone.

STEP 2: Determine two neighboring zones Z; and Zj, where the sum e;j + ej is minimal.

STEP 3: Merge zones Z; and Zj to the new zone Zx and get a new partition P. For new zone

Z calculate parameter ex.

STEP 4: If maximum number pmax Of zones is reached, then terminate, else go to STEP 2.
For the calculation of zone size parameter ej we can use various approaches. In [7] and [8] there
were proposed various formulas and we select two formulas which give best solutions. Formula
(10) calculates parameter ej as the average distance of all stops in the zone Zi to the
neighbouring zones. Formula (11) use number of inhabitants of all stations in the zone Z; as
the zone size parameter e’i. In all formulas we use following notation: S; is the set of stops,
which are connected with at least one stop in the zone Zj, |Zi| represents the number of nodes
in the zone Z; and parameter bk represents the number of inhabitants in the node k.
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To obtain the best settings of parameters f1 and f2 in this approach we apply the GH_size method
to obtain the zone partitioning with given pmax parameter and then we subsequently calculate
average difference between new and old prices for all possible settings of parameters f; and fo.
As the best solution we choose the one that has the smallest value of the average difference.

Formulas (10) and (11) do not include the price for traveling, what can be the drawback in
the preciseness of solution. Therefore we propose the modification of the greedy algorithm,
which takes this issue into the consideration.

For the price difference calculation we use two formulas. Formula (12) calculates price
difference gij according to the difference between old and new price only and formula (13) uses
the number of passengers between stations i and j the zone as a weight to the price difference

gij-
9ij Z‘Cij_nij‘ (12)

0ij =‘Cij_nij‘bij (13)
Greedy heuristic algorithm with price criterion (GH_price) can be then described as follows:
STEP 1: Start with given parameters f, and f2, a partition P consisting of |I| zones, each zone
contains a single station. For each zone Z;j from P calculate the parameter e; using formula
(10).
STEP 2: For all pairs i, jel calculate the price difference gij. Find i’ and j* where g;; is
maximal.
STEP 3: For all (r,s) eE, where a;;" = 1, determine two neighboring zones Zr and Zs, where
the sum er + es is minimal.
STEP 4: Merge zones Z and Zs to the new zone Zx and get a new partition P. For new zone
Z calculate parameter ex using formula (10).
STEP 5: If maximum number pmax Of zones is reached, then terminate, else go to STEP 2.

4 COMPUTATIONAL STUDY

The goal of numerical experiments is to compare proposed greedy heuristic methods with
previously mentioned exact approach [5] [6]. We compare the effectiveness of heuristic and
exact approach for selected values of parameter pmax.

We make the computational study on the data sets created from the real public transportation
network in the Zvolen Region in Slovak Republic. Stations in networks are represented by
municipalities or parts of municipalities. We use two networks with 25 or 51 stations, which
are shown in the Figure 2. Current prices were calculated according to real prices depending
on the distance for travelling by regional buses. The OD matrix was estimated using the gravity
model as in [2]. Numerical experiments were performed on the personal computer equipped
with Intel Core 2 Duo E6850 with parameters 3 GHz and 3.5 GB RAM. Experiments were
performed in Xpress Optimizer solver [11].
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Figure 2: Test networks with 25 and 51 stations, Map source: openstreetmap.org

In the computational study we want to calculate best values of fare prices for selected values
of parameter pmax. According to the current fare prices, we set the values of parameter f; from
0.3 to 0.9 with step by 0.1 and values of parameter f, from 0.1 to 0.6 with step by 0.1 for all
the experiments.

Table 1 represents results of numerical experiments and Table 2 represents computation
time of numerical experiments. In all tables we denote columns as follows. Columns denoted
as Exact represent results of the model (2) — (9) using exact approach described in [5]. Columns
denoted as GH_sz1 represent solution for GH_size with criterion (10), columns denoted as
GH_sz2 for the GH_size with criterion (11). Columns denoted as GH_prl represents results
GH_price with formula (12) and columns denoted as GH_pr2 for the GH_price using formula
(13). For the exact solution we denoted as F* best values of objective function for average
deviation calculated for given parameter pmax in previous research. Solutions of heuristic
approaches are represented by the gap in % between optimal solution obtained by exact method
and the best solution obtained by given heuristic approach.

Table 1: Best values of average deviation — networks with 25 (a) and 51 (b) stations

a) b)
Exact | GH_sz1 | GH_sz2 | GH_prl | GH_pr2 Exact | GH_sz1 | GH_sz2 | GH_prl | GH_pr2
Pmax = Gap Gap Gap Gap Pmax = Gap Gap Gap Gap
[%0] [%] [%0] [%] [%] [%] [%] [%]
4276 24 1.9 3.3 1.7 6 | 9656 6.2 10.1 10.5 1
4124 2.7 5.6 10.1 2.6 10 | 9230 3 3.2 10.3 2.3
4095 2.6 5.6 5.4 21 13 | 8455 5.3 3.6 15.3 2.6
10 | 4054 24 6.3 4.7 1.2 16 | 8266 4.5 7.8 15 2.2
13 | 3990 2.2 9.5 8.3 17 20 | 7860 4.8 5.2 13.9 1.3
16 | 3999 2.2 9.2 7.1 14 25 | 7991 7.1 10.7 9.1 3.1
20 | 4031 3.1 8.1 8.1 16 30 | 8383 4.5 2.2 7.1 0.6

Table 2: Computation time in seconds — networks with 25 (a) and 51 (b) stations

a) b)
Pmax | Exact | GH_sz1 | GH_sz2 | GH_prl | GH_pr2 Ppmax | Exact | GH_sz1 | GH_sz2 | GH_prl | GH_pr2
4 19.2 1.6 1.7 21.2 20.9 6 |145.8 27.4 24.1 145.8 146
17.9 1.6 1.7 18 17.9 10 |136.7 27.2 24 135 1349
19.2 1.6 1.6 16.3 16.9 13 |137.8 27.2 24.1 130.7 130
10 | 21.9 1.6 1.7 145 15 16 |150.3 27.7 24| 1205| 119.9
13 | 18.9 1.7 1.7 12 12.7 20 |140.7 27 244 110.1| 110.9
16 | 18.7 1.7 1.7 10.9 10.4 25 210 26.9 24.3 95.6 96.5
20 | 17.6 1.6 1.7 8.5 8.6 30 164 27.1 24.3 82.7 81.9
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5 CONCLUSION

In the paper we proposed two variants of greedy based heuristic method to solve the zone
partitioning problem in zone tariff system and we performed numerical experiments on the
data sets created from the public transport network in Zvolen Region in Slovakia.

From the results of the numerical experiments in the Table 1 and Table 2 we can see, that
the best solution of proposed heuristic approaches we can obtain using greedy heuristic
algorithm with price criterion GH_price and formula (13). Comparing computation time we
find that computational time in the case of GH_price approach increases with the decreasing
of pmax Value. This is caused by the fact, that zone partition calculation in this case depends on
the prices and we cannot calculate zone partition in the first step as in GH_size, but we need to
calculate zone partitioning for all the parameters settings separately.

In the future we would like to verify this approach on the different networks with real OD
matrix. Numerical experiments will be also extended to the larger test network to study
behavior of designed heuristics on larger problems, because from the numerical experiments it
IS obvious, that computation time of GH_price with best obtained heuristic solutions
approaches computation time of exact method for instances with smaller values of parameter

Pmax.
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Abstract: This paper presents an analysis framework to evaluate the effects of technology
heterogeneities and undesirable outputs on environmental efficiency measurement. The proposed
framework combines directional distance function and a meta-frontier analysis. Firstly, production
units are divided into four groups using the factors of regional competitiveness based on Regional
Competitiveness Index approach. In the second step the meta-frontier is set down. The obtained
results indicate a significant improvement of meta-technology ratio holds within the European regions
and support the evidence that the traditional differences of technological frontiers formation are more
significant in comparison with group frontiers constitution.

Keywords: DEA, Directional Distance Function, Efficiency, Meta-frontier, NUTS 2 region, MTR.
1 INTRODUCTION

Environmental issues have become one of the most important problems related with social
and economic sustainable development. Modern comprehensive evaluation of environmental
efficiency begins with the problem of the limitation of energy and the carbon dioxide
emissions caused in the process of energy production in 1980s. Evaluating environmental
efficiency in different regions and sectors can have strong practical implications and
therefore a comprehensive environmental efficiency measurement must be appropriately
developed and computed. Regional-scale environmental assessments require integrating data
sets from a variety of sources collected for diverse purposes and having inconsistent spatial
or temporal scales. Moreover, the environmental processes and the relationships among
variables in the assessment tend to be poorly understood [9]. Regional assessments often use
multivariate statistics to describe the relationships between these variables, but multivariate
analyses frequently reduce data dimensionality; see e.g. [16] or [15]. However, the current
evaluation methods for environmental efficiency are mostly based on the determination of the
inputs and outputs evaluation index. Some evaluation methods (such as the Data
Envelopment Analysis or Stochastic Frontier Analysis) are proposed based mainly on the
macro data or micro data.

The paper is focused on efficiency evaluation of the EU28 NUTS 2 regions by selected
regional data included in one composite indicator - Regional Competitiveness Index 2013
(RCI 2013). This synthetic indicator has been finally performed by [1]. The roots of the RCI
2013 lay down in the most known competitiveness indicator, the Global Competitiveness
Index reported by the World Economic Forum; see [17]. RCI 2013 is based on a set of 80
candidate indicators of which 73 have been included in the index. In the paper, we
understand measuring environmental efficiency as measuring of production environment
efficiency just using selected socio-economic indicators based on competitiveness approach
and included undesirable outputs in form of negative impacts on health and long-term
unemployment. Efficiency of the production units might be evaluated by the parametric and
non-parametric approach. The classic non-parametric approach used in the analysis of data
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set is defined by the certain combination of outputs and inputs. Unlike the second one —
parametric approach evaluates the efficiency through the estimated parameters defined
production function in advance. Our paper is focused on non-parametric approach to the
efficiency evaluation by the production multiple desirable and undesirable economic, social,
environmental and infrastructural outputs based on the RCI 2013 approach. The production
function makes no assumptions about functional relationship among variables but by
quantifying the extent to which desirable outputs can extend desirable outputs and contracted
inputs and undesirable outputs. Furthermore, there is distinguished from the production range
— the production function with the constant return to scale (CRS) or variable return to scale
(VRS) revenue from the range of production function. The paper follows CRS production
function. For measurement of the decision making unit (DMU) distance from the efficiency
frontier the directional output distance function that takes into account the presence
heterogeneity is used.

2 METHODOLOGY

Directional distance function (DDF) in empirical analysis can be calculated in several forms
and approaches: [6] specify the DDF as a quadratic distance function and employ linear
programming (LP), [3] employ the non-parametric approach using Data envelopment
analysis (DEA) - type of LP, [11] provides modified DDF to define and decompose the meta-
frontier Malmquist-Luenberger productivity index, [18] used DDF for measuring the
environmental efficiency and constructing the environmental efficiency index and [7]
explains DDF in primal and dual spaces and appendixes the parametric and non-parametric
form of DDF. There are two main differences between the above mentioned approaches. The
first approach can easily calculate shadow prices however it requires the assumption on the
functional form of the directional distance function and imposes a lot of restrictions on the
parameters. The latter approach does not require any functional form of directional distance
function nor does it place any restrictions on the parameters. We employ the latter approach
in our paper. Assuming for each production unit a productive process using an input vector
xe R, to obtain a set of desirable outputs denoted by the vector ye< R"and a vector of

undesirable outputs b € R" through a production technology given by following equation:
P ={(x,y,b):can produce(y,b);. (1)

The described technology (1) indicates all technological feasible relationships between inputs
and outputs. A number of assumptions are required in the form of axioms on the output side;
see e.g. [14], [3] or [11]. We model the idea that reduction of bads may be costly to be
diverted to reduce undesirable outputs (weak disposability). This condition allows for the
reduction of the undesirable outputs only when accompanied by the simultaneous reduction
of the desirable outputs. In words, this states that a reduction in bads is feasible only if goods
are simultaneously reduced, given a fixed level of inputs. In addition, we assume that the
good or desirable outputs are freely disposable. In words, says that the good outputs are
“null-joint” with the bad outputs if the only way to produce no bads is by producing zero
good outputs. Alternatively, this means that if a good output is produced in a positive amount
some bad output must also be produced. These conditions will be incorporated into our
computational model discussed further. We also consider group heterogeneity in production
activities and we assume that technology of one group is different from those of other groups
and there are G different groups (g=1,...,G) in the whole sample. [3] provide the basis to
represent the joint production of good and bad outputs by extending the Shepherd’s output
distance function [13] to the directional output distance function. This distance is in our case
defined for o-unit in the g group as follows:
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Dé’(x,y,b,uz;)=maX{ “:(x.y+B°g,.b-Bg,)<P}, (2)
where g=(g,.g,)=(»,b)is direction vector. This distance function searches for maximum

attainable expansion of desirable outputs in the g, direction and the largest feasible
contraction of undesirable outputs in the -g, direction, which is negative and therefore as
consequences of the reduction of undesirable production output. We also replace

D¢ (x,3,b; )= D¢ (x,y,b)in the remainder of this paper. The directional distance function of

the o-th DMU in the g-th group is represented by g¢ reported in [12].

We assume that we have sample of £=1,2,...,K production units, a vector of 4=1, 2, ..., H
inputs to obtain a vector of m=/, 2, ..., M desirable outputs and /=1, 2, ..., F undesirables
outputs. Assuming that the production process satisfies a constant return to scale (CRS) and
strong disposability of all inputs and outputs, the output set can be under the above
mentioned assumptions and using the directional output distance function is set by
optimization model:

Dg(x,y,b)=rp;§)<ﬂg 3
s. t. ixhkﬂk <x, h=12,..H 4)

k=1
D Yk 2@+ B0) Y, M=12...M ()
ibfkﬂk =@1-p%b, f=12..,F (6)
A =0 k=12,.,K, (7)

where i=(4,4,,..,4)is a vector of intensity variables. The first constrain (4) ensures that

resultant input is no more than what is actually being used. The second constrains (5) ensure
that the resultant desirable output is no lower than what is actually being produced. The third
constrain (6) expresses that the resultant undesirable output could be higher than what is
actually being produced. Weak disposability and null-jointness hypotheses are imposed in
equation (6) through the strict equality of undesirable outputs constrain. Symbol g¢

represents the technical inefficiency denoted by distance from the observation point to the
production frontier in g-th group. Obviously, p¢ takes value of zero for a technically efficient

production unit on the frontier, whereas a positive value implies an inefficient production unit
below the frontier. The higher the value, the more inefficient the production unit is set.
Within using the DDF for the whole group of regions, there is supposed, that all regional
producers possess the same level of production technology, which is unreal, and confirmed in
the study [12] or [18]. Study [10] proposed and applied the meta-frontier concept in
estimation of DEA efficiency. They estimated a meta-frontier through the use of overall
samples and also they divided the DMUs into the groups and estimated group frontiers of
group samples. These groups should capture better the heterogeneity of the production
processes with regard to the technologies or variable production environment of the input
resources or desirable and also undesirable outputs. All EU28 regions are divided into 1, 2,
..., G groups and for each group is defined Ki,Ky, ..., Kg, ..., Kg regions and there is valid,
that their sum is equalled to the number of units in meta group, i.e. K. Further there will be
distinguish for each o-th DMU in one time period of meta-efficiency Meg, =1 g"and

group-efficiency GEE, =1 ¢, where parameters g™ or ¢ are obtained through optimization

model in equations (3) to (7), which is analysed for the whole sample or particular group g.
Because the meta-frontier is enveloped in the G group-specific frontiers, the efficiency
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measured on the basis of the meta-frontier is less than that of the group frontiers i.e.
MEE, < GEE,. We can also measure the ratio between the efficiency of the meta-frontier
(MEE) and group frontier (GEE), (see e.g. [2]) using Meta-technology ratio (MTR) given by
(8):

MME, _, (8)
GEE,

The closer MTR,is to 1, the smaller is technology heterogeneity, which means that the
efficiency of that group’s frontiers is closer to the meta-frontier. The MTR_ evaluated based
on the meta-frontier and group-frontier indicates that DMU, in group-specific frontiers are

only distinguished by technology heterogeneity between the two frontiers, so the source of
the inefficiency of the meta-frontier inefficiency cannot be identified.

0<MTR, =

3 DATA AND EMPIRICAL RESULTS

The data set for empirical analysis was collected from regional statistics database of Eurostat
[5] and from annexes of RCI 2013 draft report [4]. All values of indicators have been
normalized by z-scores; for more details see [1]. The whole tested sample includes 258
NUTS 2 regions instead of 276 in the whole EU28 countries under current NUTS 2013
classification because of the unavailability of data for 18 NUTS 2 regions placed in
Germany, Spain, France, Greece, Portugal, Romania and Croatia. All selected RCI 2013
indicators were collected between years 2006 and 2011 and values have been normalized by
z-scores. The distribution of RCI 2013 scores between 1.5 (highest level) and (-1.5) (lowest
level). Zero value of RCI 2013 shows the average value of regional competitiveness. For the
purpose of evaluation of meta-efficiency and group-efficiency of EU28 NUTS 2 regions
based on concept of RCI 2013 — 10 indicators of inputs were selected (xi, ..., X10), 4 desirable
indicators of outputs (yi, ...,ys) and 3 undesirable indicators of outputs (b;, b, and bs) has
been chosen. Selected dataset of RCI 2013 indicators include 17 indicators placed in 11
pillars of RCI 2013 (see Tab. 1).

Table 1: Selected Inputs (x), Desirable (y) and Undesirable (b) Outputs of selected EU28 NUTS 2 Regions

x/y/b RCI 2013 Pillar RCI 2013 Indicator Unit | Mean Standard
Deviation
X; _— Corruption Index 5.255 0.997
x2 Institutions Rule of Law Index | 5.228 0937
X3 Motorway potential accessibility Index 4.897 0.990
Xy Infrastructure Railway potential accessibility Index 4.846 0.992
Xs Number of passenger flights Number 4.834 0.956
X Higher education Accessibility to universities % 4.886 1.124
- . GDP/person
x; Labour market efficiency Labour productivity 4.974 1.002
employed
X Technological readiness Households access to broadband % 5.071 1.006
X Innovation _ Knowledge workers _ % 4.940 0.967
X719 Total intramural R&D expenditure % 4.890 1.051
Vi Market size Potential GDP in PPS GDP (PPS) | 4.815 0.932
¥2 Business sophistication GVA (K-N sectors) % 4.780 0.964
¥3 Innovation Total patent applications Number 4.944 0.954
V4 Health Healthy life expectancy Number 5.046 0.985
b; Health Road fatalities Number 4.860 1.105
b, Cancer disease death rate % 4.994 1.053
b; Labour market efficiency Long-term unemployment % 5.169 0.987

All selected regions were firstly ranked in ascending order and divided into 4 groups based
on the scores of RCI 2013. Zero value of RCI 2013 shows the average value of selected 258
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NUTS 2 regions. The new formed groups of selected NUTS 2 regions can be described as
follows:

1. Group 1 includes the regions with the minus RCI 2013 value under the first quartile
(N1=69 regions). Structure of NUTS 2 regions within first group is represented
mostly by regions from ‘new’ EU Member States (EU13) plus regions of Portugal
and Greece.

2. Group 2 contains the regions with below-average regional competitiveness
compared to the RCI 2013 index scores between the first and second quartile
(median) (N,= 35 regions). This group is presented only by regions from ‘old’ EU
Member States (EU15) and most of Italian and Spanish regions are included here.

3. Group 3 introduces the regions with above-average RCI 2013 scores compared to
the EU28 and RCI 2013 scores between the second and the third quartile (N3=72
regions). The most variable structure of NUTS 2 regions from EU15 and EU13
Member States is presented in this group, especially in the regions of Austria,
Cyprus, Germany, Finland, France, Ireland, Spain, Sweden and United Kingdom.

4. The majority of the competitive regions from EU15 Member States is placed in the
Group 4 and the level of RCI 2013 is above the third quartile of RCI 2013 scores
(N4 = 82). There are NUTS 2 regions from Belgium, France, Germany, Netherland
and United Kingdom.

The efficiency of the meta-frontier and group-frontiers are estimated using optimization
model for 258 NUTS 2 regions and further for each group g=(1,...,4) using free version of R
software (version 3.2.0) with package ‘direc.dea {nonparaeff}’solving the DDF with
undesirable outputs; see [3]. Table 2 summarizes the amounts of efficient NUTS 2 regions by
the meta-environmental efficiency (MEE) and group environmental efficiency (GEE). For
the whole sample the share of the efficient regions reached almost 70%. In the second group
there are all NUTS 2 regions defined as efficient. In the other groups, the share of efficiency
units is in the range of 91.3 to 98.6%, which is in compliance with other comparative
empirical studies focused on EU Member States or regions, e.g. [11], [2] or [8].

Table 2: Meta and Group Frontiers Efficiencies of selected EU28 NUTS 2 Regions

Technical Efficiency

Number of DMUs Number %
Meta 258 179 69.4
Group 1 69 63 91.3
Group 2 35 35 100.0
Group 3 72 71 98.6
Group 4 82 77 93.9

Table 3 completes further descriptive statistics of the efficiency indices for analysed group
samples and confirms the following relation: meta-environmental efficiency is lesser or equal
to the group-environmental efficiency: MEE?, . <GEE¢ . .The lower average group-

average = average
efficiency was indicated in the first group of the regions and there were identified the highest
standard deviations. On the contrary, in the second group the efficiency was almost unitary
with the lowest variability inside the group. A share of the efficient units in the fourth group
of the regions was in the amount of 0.998% and variability of the efficiency in the group was
lower compared to the second group. The differences between the efficiencies of the meta-
frontier for various groups were examined using non-parametric statistic. We applied the
Kruskal-Wallis test to examine the technology frontier differences between all groups of
regions using IBM SPSS Statistics 22. The results shows that the Kruskal-Wallis value is
6.133 and we reject the null hypothesis that the distribution of MEE is the same across group
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samples at 5% level of significance (sig.= 0.105). This indicates that the four group-samples
are formed different populations and that technology heterogeneity exists between them.

Table 3: Descriptive Statistics of the Meta-frontier and Group-frontiers Efficiencies

Descriptive statistics Group M EEf\,erage GEEsverage MTRfverage

1 0.9940 0.9980 0.9959

Mean 2 0.9969 1.0000 0.9969

3 0.9913 0.9998 0.9915

4 0.9888 0.9992 0.9896

1 0.0150 0.0078 0.0100

Standard deviation 2 0.0074 0.0000 0.0074
3 0.0162 0.0018 0.0158

4 0.0195 0.0035 0.0186

Conclusions of the Kruskal-Wallis test also confirm the MTR indicator that is the lowest for
the fourth group with the highest standard deviation. The lowest average level of the MTR is
for the first group of analysed NUTS 2 regions, but variability is in the group higher
compared to the second group. We can also briefly mention individual results of

environmental efficiency of the meta-frontier MEE; in different group-samples. Among the

worst efficient NUTS 2 regions belong Groningen (NL11), Bremen (DE50), South Western
Scotland (UKM3), Zachodniopomorskie (PL42) and Dolnoslaskie (PL51), where the
reduction of undesirable outputs and increasing desirable outputs should be at the minimal
level of 6%. The following NUTS 2 regions Prov. Oost-Vlaanderen (BE23), Pomorskie
(PL63), Prov. Namur (BE35), East Wales (UKL2), Lorraine (FR41) and Lietuva (LTOO)
should increase desirable outputs and decrease undesirable outputs minimally by 5%.
Significant share between the environmental efficiency in relation to the meta-frontier (MEE)
and group-frontier (GEE) for the above mentioned NUTS 2 regions demonstrates that there
exist a higher technology heterogeneity of the production process with comparison to the
group and meta-frontier.

4 CONCLUSION

Most of empirical studies that analysed the environmental efficiency of the production
process of territories are devoted to the relation between CO, emissions and economic
activity. Our paper deals with the evaluation of the efficiency of the production process of
258 NUTS 2 regional units in the EU28 countries. Production process comes out of the
concept of the input and output indicators designed by the RCI 2013 approach focused on
evaluation of regional competitiveness. As benefit of the paper we find an inclusion of
selected undesirable outputs in a form of negative impacts on health (e.g. car accidents linked
with the increasing traffic load, lifestyle diseases as a cancer following increasing stress
situation in work) and long-term unemployment. Preliminary analysis of the relation between
meta-frontier and group-frontier could distinguish a variable heterogeneity of the production
process in the groups of NUTS 2 regions. Within the analysis of meta-frontier it was
identified, that 69.4% of the regional production units was efficient. Average level of Meta-
environmental efficiency was higher (0.997) in the second group of EU15 regions with the
below-average level of RCI 2013 compared to the EU28 average and also variability of the
efficiency was the lowest compared to the other groups of regions. On the other side, the
lowest average meta-efficiency (0.989) was indicated by the fourth group of regions in the
EU15 countries with the above-average of RCI 2013 scores in the EU28, but with the highest
efficiency variability in the group. Average level of the Meta-technology ratio in the groups
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ranged from 0.9896-0.9969 and therefore it seems heterogeneity between groups is low, but
the Kruskal-Wallis has indicated that four group-samples are formed different populations
and that technology heterogeneity exists between them at 5% level of significance. The
preliminary results of the paper include a wide range of assumptions that should be analysed
further. For instance: a creation of wider database of indicators, classification of regions into
the groups, conditions of the constant revenues from the range of production process, the
same intensity of the decline in undesirable and increase in desirable outputs, free desirable
outputs and possibility of reduction the undesirable outputs.
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Abstract: The L(1,1)-labeling of a graph is an abstraction of assigning integer frequencies
to radio transceivers such that transceivers that are one or two units of distance apart receive
frequencies that differ by at least one. The least span of frequencies in such a labeling is referred
to as the A1 ;-number of the graph. Similar labeling problem, known as star-coloring problem,
has been also studied in the context of the problem of data distribution in parallel memory
systems. The hypercube of order d, denoted by @, is the graph G = (V, E) where the vertex
set V(G) is the set of all binary strings u = ujus . . . ug, u; € {0, 1}, and two vertices z,y € V(G)
are adjacent in Qg if and only if  and y differ in precisely one place. A Fibonacci string of
length d is a binary string u = ujus . .. ug, u; € {0,1}, with u;-u;11 =0 fori € {0,1,...,,d—1}.
The Fibonacci cube I'y is the subgraph of Q4 induced by the Fibonacci strings of length d. In
this paper, an upper bound for the Ay j-number of Fibonacci cubes is established.

Keywords: Fibonacci cube, L(1,1)-labeling, star labeling

1 INTRODUCTION

Hypercube is a popular interconnection scheme for multicomputers. Routing in a hypercube is
simple by using the labels of vertices in the hypercube, i.e. a shortest path from a node x to a
node y, where [ is the set of bit positions in which x and y differ, can be found easily by flipping
bits of  with positions I in some arbitrary order. The Fibonacci cube is a communication
network that possesses many suitable properties which are important in network design and
application. Its major advantage is that it uses fewer links than the comparable hypercube,
while its size does not increase as fast as the hypercube’s. In other words, they allow more
alternatives to build networks of various sizes. Note also that the Fibonacci cube can emulate
many hypercube algorithms. Moreover, they emulate other topologies, such as trees, rings and
meshes very efficiently and can therefore find applications in fault-tolerant computing.

Efficient assignment of frequencies for wireless communication in different network scenarios
has become an extremely important topic of recent research. The main reason is the enormous
growth of wireless networks which causes the issue of efficiently using the radio spectrum -
an expensive and scarce resource - very important. The wide class of frequency assignment
problems (FAPs) asks for assigning frequencies (channels) from the available radio spectrum
to the transceivers of the network, so that unconstrained simultaneous transmissions cannot
cause interference. The objective is to minimize the used radio spectrum. While problems of
these type arose some decades ago in radio and TV broadcasting, they today play a growingly
significant role due to the wide diffusion of telephone and satellite communication. Since the
problems are of vital importance, they have been largely explored in the literature [3, 7, 11].

In a broadcasting network, each transceiver is assigned a frequency channel for its trans-
missions. T'wo transmissions can interfere if their channels are too close. That means that even
if two transceivers use different channels, there still may be interference if the two transceivers
are located close to each other.

For the interference graph of the network such kind of problem can be seen as a variation
of a vertex coloring problem [1, 4]. More formally, for a given graph G = (V, E) modeling
the wireless network, where vertices represent transceivers and edges between two transceivers
represent possible interference, we consider a function from the set of vertices of G to the set
of nonnegative integers such that the given separation constraints are satisfied.
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Among the variants of the frequency assignment problem, the L(p,q)-labeling problem
where adjacent vertices must be assigned colors of distance at least p apart and vertices of
distance two must be assigned colors at least ¢ apart has attracted considerable interest. In
this paper, we are interested in L(1, 1)-labeling problem, i.e. vertices of distance at most two
must be assigned different colors.

Similar labeling problems have been also studied in the context of the problem of data
distribution in parallel memory systems such that a high degree of data-parallelism is achieved.
The goal is to store data items in such a manner that they can be accessed with zero conflicts
assuming that the multiprocessor architecture is able to request a number of data items from
the memory subsystem.

We define the data distribution problem as follows. Let G be a host graph representing the
data structure corresponding to an application and H be a subgraph of G. Copies of H in G,
called the templates, describe memory modules which are to be accessed together. The data
distribution problem asks for an efficient algorithm for mapping the data items onto memory
modules such that the number of modules for accessing the specified template is minimized
when conflict-freeness must be guaranteed.

It is straightforward to see that minimizing the conflicts for arbitrary templates is compu-
tationally hard, since this problem corresponds to a variant of a graph coloring where a color
represents a memory module while nodes in a template instance must have different colors to
guarantee conflict-freeness.

A natural choice for data distribution schemes of conflict-free access is the star template
which consists of a vertex of a host graph G together with all of its neighbors. The goal is to
color the vertices of the host data structure in such a way that vertices in any arbitrary star are
assigned different colors. The data distribution problem for the star template in a host graph
G is called the star-coloring problem. It is not difficult to see that the star-coloring problem
for a graph G corresponds to a L(1,1)-labeling of G.

Star templates appear in many classical algorithms. For instance, graph algorithms based
on breadth-first search explore in each iteration a vertex’s immediate neighbors yet to be visited.

These types of problems have been studied for various types of host graphs: circular lists,
trees, tori and hypercubes (see [2] for the details).

It is also well known, that a L(1, 1)-labeling of a graph G is equivalent to the vertex coloring
of the square of G ([6, 8]).

2 PRELIMINARIES

The hypercube of order d, denoted by Qg, is the graph G = (V, E'), where the vertex set V(G)
is the set of all binary strings v = wjug ... ug, u; € {0,1}, and two vertices =,y € V(G) are
adjacent in Qg if and only if  and y differ in precisely one place.

We will use [n] for the set {1,2,...,n} in this paper.

The Fibonacci numbers form a sequence of non-negative integers F),, where Fy =0, F; =1
and for n > 0 satisfy the recurrence F, 12 = F,11 + Fj,.

A Fibonacci string of length d is a binary string u = ujus . . . ug, u; € {0, 1}, with u;-u;11 =0
for ¢ € [d — 1]. In other words, a Fibonacci string is a binary string without two consecutive
ones. The Fibonacci cube 'y is the subgraph of Q4 induced by the Fibonacci strings of length
d. The name is obtained from the appealing Zeckendorf’s theorem which asserts that any
positive integer can be uniquely written as the sum of nonconsecutive Fibonacci numbers.
Hence Fibonacci strings are representations of integers in this number system. It is well known
that |V(I'y)| = Fi+2. The Fibonacci cubes I'1, I'y, and I's are shown in Fig. 1.

For two vertices u and v in a graph G, we denote by d(u,v) the distance between u and
v. An L(1,1)-labeling of a graph G is a function f from the vertex set V(G) to a set C of
non-negative integers (called labels) such that
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Figure 1: The Fibonacci cube I'1,T'9, and I's

F(w) # () i d(u,v) < 2.

A k-L(1,1)-labeling is a L(1,1)-labeling of G such that C' = {0,...,k}. An optimal L(1,1)-
labeling of G is a k-L(1,1)-labeling with smallest possible k. The largest label used by an
optimal L(1,1)-labeling is called the A; ;-number of G' and denoted by A1 1(G).

Let G = (V, E) be a graph. The square G2 of a graph G is given by V(G?) := V(G) and
wv € B(G?) if and only if 1 < dg(u,v) < 2. It is straightforward to see that a L(1,1)-labeling
of a graph G is equivalent to the vertex coloring of G2.

3 BOUNDS ON THE STAR-COLORING
A lower bound for the star-coloring of a Fibonacci cube is given by the following lemma.
Lemma 3.1 [9] Ifd > 1, then A\ 1(I'y) > d.
The following lemma is also easy to obtain.
Lemma 3.2 If H is a subgraph of G, then A\ 1(H) < A 1(G).
It is proved in [2], that A\ 1(Qq4) < 2d. From Lemma 3.2 then it follows
Lemma 3.3 [9] Ifd > 1, then I'1 1(T'g) < 2d.

Note that it is confirmed in [9] by an exhaustive search that for d < 10 we have I'; ;(I'g) =
d. It is therefore a natural question, whether a better upper bound on the star-coloring of
Fibonacci cubes can be provided.

4 NEW PRESENTATION OF FIBONACCI CUBES

In order to provide a better upper bound on the star-coloring of Fibonacci cubes , we introduce
the following presentation of this class of graphs.

Let v = vivy... v, where v; € {0,1,2}, i € [k], denote a ternary string of length k. As
usual, v; € {0,1,2} is called a trit. Let also T; denote the set of all ternary strings of length k.
Since two adjacent bits of a vertex of I'; cannot be both equal to one, the vertices of I'y can be
represented as ternary strings of length (%] in a natural way. More formally, we define a maping
t: V(I — 7'[5 such that for u € V(I'y) we have t(u) := v .. e where v; 1= 2ug; + ugi—1
(note that 2ug; + ug;i—1 € {0,1,2}.) The mapping ¢ is called the ternary representation of T'y.
The ternary representation of I'5 is depicted in Fig. 2.
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Figure 2: The Fibonacci cube I's and its ternary representation

5 ALGORITHM

Let @3 define a tritwise sum modulo 3 operator, i.e. @3 takes two ternary strings of equal
length and performs the sum modulo 3 on each pair of corresponding trits. For instance,
210 @3 221 = 101. Let also 0" stands for the vertex with zero at all coordinates and 0"~*~11(?
(resp. 0"7"7120%) for the vertex with one (resp. two) exactly at the i-th coordinate for i € [h].

Let s3(n) denote a ternary representation (i.e. a ternary string) of a nonnegative integer n.
By a slight abuse of notation, a nonnegative integer n will also sometimes stand for s3(n) and
vice-versa. In particular, for i € [n], the integer 37! (resp. 2-3~1) will stand for 0"~110'~!
(resp. 0"7720"~1) and vice-versa in algorithm Fibonacci cube star-coloring. The algorithm for
the Fibonacci cube I'y computes a star labeling of I'y. The algorithm is based on the ternary
representation of I'y.

Algorithm 1: Fibonacci cube star-coloring(d)

Data: The dimension d of I'y.
Result: A star labeling ¢ of T'y.

begin
k=1[4];
t := the ternary representation of I'y;
c(0%) :=0;

fori:=0to k—1do
for j:=1 to p do
for all u € V(T'y) with j3' <t(u) < (j +1)3° do
| et(u) = (20 + j) P elt(u) — j3)
end
end

end
end

As an example, consider the running of the algorithm for I's. We get:
¢(t(00000)) = ¢(000) = 0,
¢(t(00001)) = ¢(001) =1,
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¢(t(00010)) = ¢(002) = 2,
¢(t(00100)) = ¢(010) = 3,
¢(t(00101)) = ¢(011) = 4,
¢(t(01000)) = ¢(020) = 4,
¢(t(01001)) = ¢(021) = 5,
c(t(01010)) = ¢(022) = 3,
¢(t(10000)) = ¢(100) = 5,
¢(t(01001)) = ¢(101) = 3,
c(t(10100)) = ¢(110) = 4,
c(t(10101)) = ¢(111) = 2

(t( ) = c(102) =6

We can prove [9] the following

Theorem 5.1 Algorithm Fibonacci cube star-coloring computes in linear time a L(1, 1)-labeling
of Fibonacci cube Ty using 3essdl+1 colors.
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Abstract: In decision analysis, the importance of criteria may be determined either directly by
compensatory criteria weights, or indirectly based on the selective characteristics of criteria. The
paper discusses the correlation between the noncompensatory influence of veto and criteria
importance weights. It builds on the methods for automatic derivation of weights from the veto
related preferential information that is modelled in the special case of dichotomic sorting analysis on
the basis of the outranking relation. It formally adapts and extends these methods to the general
problematics of sorting and ranking, and to different types of preference models.

Keywords: Multiple criteria decision analysis, Criteria importance modelling, Outranking relation,
Utility function, Ranking, Sorting

1 INTRODUCTION

One of key steps in the process of decision-making is the specification of criteria importance
weights. Several studies have discovered that it is a difficult and time-consuming task [7, 9,
12, 14, 15], and have therefore introduced various structured techniques to facilitate the
elicitation of weights. Most of these techniques aim primarily at reducing the cognitive load
of the decision-maker, and at improving his ability of analysis, expression and structuring of
information. Few, however, derive weights automatically according to other complementary
preferential parameters that model the characteristics of a problem situation [11, 17].

Within the scope of our past research work, two methods have been defined that derive
criteria weights from the discordance related preferential information, i.e. with regard to veto
thresholds [4]. As these thresholds have a noncompensatory influence on the evaluation of
alternatives, a single criterion veto can prevent the selection of any alternative independently
of the assessment of other preferential parameters. The more alternatives that a criterion
disqualifies as inappropriate choices by opposing a veto, the higher selective strength it has.
In this way, it contributes to a greater extent to the final decision, and hence exhibits a higher
relative importance.

The two proposed methods derive criteria weights in the forms of selective strengths and
dominance indices, respectively. Their limitation is that they are designed for a specific
decision-making problematic and a specific preference model, i.e. the dichotomic sorting of
alternatives based on the concepts of pseudo-criterion and outranking relation [6]. Although
this approach has several advantages [1, 2, 3], other decision-making problematics are often
addressed, such as rank ordering of alternatives or sorting of alternatives into an arbitrary
number of categories [18], and many different preference models and methods for multiple
criteria decision analysis are used, especially from the domain of utility theory [8]. It is
therefore the goal of this research paper to adapt the inference of criteria weights form the
veto related preferential information (1.) to the general problematics of sorting and ranking,
and (2.) to different types of preference models. An additional purpose of the presented study
is to experimentally evaluate the efficiency of the derived criteria weights that are based on
selective strengths and dominance indices. Due to limitations in the scope, empirical results
of the evaluation study will be presented in a follow up paper.

The rest of the paper is organized as follows. Section 2 briefly describes fundamental
concepts by discussing the correlation between veto thresholds and criteria weights, and by
presenting the weight derivation mechanisms for the case of localized alternative sorting. In
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Sections 3 to 5, the weight derivation mechanisms are generalised to different decision-
making problematics and preference models. Finally, Section 6 concludes the paper with a
resume and some directions for further work.

2 WEIGHT DERIVATION FOR THE CASE OF DICHOTOMIC SORTING

One of fundamental approaches to decision analysis is outranking [13]. It derives a partial,
weak or complete rank order of alternatives by constructing outranking relations with regard
to thresholds of pseudo-criteria. The preference and indifference thresholds determine to
what compensatory extent an alternative outperforms another alternative. The veto threshold
describes the noncompensatory conditions under which an alternative may not outperform a
compared one regardless of any other threshold. If alternatives are sorted into preordered
categories, criterion-wise thresholds are modeled in the neighbourhood of a reference profile
that delimits categories [10]. In the case of dichotomic sorting, the set of alternatives is
partitioned into two exclusive categories — the positive category of all acceptable alternatives
and the negative category of unacceptabe alternatives [1, 4, 6]. The localization principle
calls for the prevention of the incomparability relation. Otherwise, it cannot be clearly stated
whether an alternative should be assigned to the positive or to the negative category. Only
one discordance index d;(a;) is hence defined for each criterion x;.

Because the veto threshold characterizes the conditions for a single discordant criterion to
prevent an outranking relation, and because it has a noncompensatory effect, it can, on its
own, eliminate any alternative from the positive category. The more selective it is, the more
the corresponding criterion contributes to the final decision. The importance of a criterion is
therefore determined by both its weighting coefficient and its veto capacity.

As a result of past research work, two localized weight derivation mechanisms have been
introduced: the selective strength based approach and the binary relation based approach [4].
Both construct a fuzzy veto relation by organizing partial discordance indices for the set of
alternatives A and the set of criteria X:

V= (dj (ai))i=1..mj=1..n ,a; € A,x; € X.

2.1 Selective strengths based approach

The approach consists of three required and three optional steps (steps 1 to 3, and steps 4 to
6, respectively):

1. All possible a-cuts of the fuzzy relation V are taken.

2. Partial selective strengths are calculated for each a-cut.

3. Partial selective strengths are joint with an algorithm or an equivalent operator.

4. The obtained complete selective strengths are transformed so that ratios of pairs of
weights are reflected through a comparison matrix.
The decision-maker modifies the proposed ratios.

6. Weights are computed from the adjusted pairwise comparison matrix.
The partial selective strength indicates the degree to which the j-th criterion outperforms the
weakest criterion. It is obtained according to the i-th alternative and the «;, cut-level:
K _ card(x; € X\{x;}: d;(a;) < ax), d;j(a) = ay
e 0, d](al) < ak'
The algorithm that aggregates partial selective strengths into complete selective strengths is
based on several presumptions:

1. The contribution to total strengths is proportional to the «,, cut-level.

o
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2. The criterion x; gains the highest achievable selective strength according to a; at the
first cut for which the discordance degree d;(a;) exceeds the a; threshold.
3. The logical maximum concept is obeyed. Only the cut with the highest level ay is

considered when cp]’.‘i == <pj'.‘i’l for adjacent a, > -+ > ay, .

The algorithm for the derivation of complete selective strengths may be substituted with a
straightforward operator:

CD':Z Z ay - (@i — @i '), @5 = 0.
! k=1.14i=1.m k ((pﬂ Pji )(Pﬂ

Selective strengths do not have to be directly interpreted as criteria weights. Computed
strengths can be modified in order to properly reflect an individual’s personal beliefs. Ratios
of criteria weights are transformed with a linear or exponential function in a consistent AHP
pairwise comparison matrix. Each ratio increases according to the difference A;; = ®; — &;.

2.2 Dominance indices based approach

A fuzzy binary relation on the criteria set is first constructed with a triangle superproduct
composition so that Lukasiewitcz’s implication compares two criteria with regard to their
restrictive veto effects on a single alternative. Then, the transitive closure of the fuzzy binary
relation is found. Every a-cut of the transitive closure is analysed to obtain a unique partial
order of criteria. Partial orders are combined into one weak order. Finally, dominance indices
are computed, which measure how influential different criteria are. A criterion is the more
influential the more are relations in which it is with other criteria distant from the antiideal
considering all cut-levels and standard distance metrics. More details on the method may be
found in the literature [4].

3 SORTING OF ALTERNATIVES INTO ARBITRARY MANY CATEGORIES

In the case of sorting alternatives into p + 1 ordered categories with regard to p reference
profiles the criterion-wise influence of veto is locally restricted to two adjacent categories.
This means that different values of the veto threshold can change the assignment of an
alternative for at most one category. Therefore, sorting depends globally on the evaluations
of referential profiles, and locally on the evaluations of veto thresholds.

Theorem
The influence of veto depends on the veto threshold v; only in the neighbourhood of one

referential profile, while it depends on the absolute evaluation of the profile g;(by,) for all
other referential profiles.

Proof
For p > 2 and a maximized criterion, referential profiles are ordered in the ascending order,

so that g;(by) < g;(by) <~ < g;(by) and g;(by) < g;(bps1) — v; < g;(bps1). The
evaluation of the alternative a; with regard to the criterion x; is generally in one of the
intervals [g;(bn_1), g;(by)], or in the intervals [D;, g;(by)] or [g;(bp), D;'], where D;~ and
D" are the lower and upper bounds of the j-th criterion domain. Then, h is the index of the
only profile at which the veto is dependent on the threshold v;. It can be observed that an

alternative may not be subjected to veto of the lower h — 1 successive profiles regardless of
v;, because:
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gj(a) > g;b),vi=1,..,h—1.

Analogously, the veto always has a full effect according to the upper p — h profiles for each
possible value of v;:

gj(a) < gjby) = gj(a) < g;(by) —v;,Vi > h,Vv; < g;(b;) — g;j(bi—1).

Therefore, the selection of the veto threshold v; influences only the assignment into the
adjacent categories C;, and Cy 4, respectively. This means that for any allowed modification
of v; the assignment of each alternative can improve or deteriorate for at most one category.
If the veto threshold v; is set close to the preference threshold p; and consequently has a
moderate strength, then alternatives that are slightly outperformed by the profile g;(b,)
according to the criterion x; are sorted into the lower category Cj. And at the opposite, if v;
is more distant from p;, alternatives that are considerably worse than g;(b,) may be sorted
into the higher adjacent category Cj,..,. When many categories are applied, the veto threshold
consequently has a globally small contribution to the overall decision.

Based on the theorem and its proof, it is possible to derive criteria weights in the case of
arbitrary many categories in such a way that the profile with the limited local veto effect is
identified. If it exists, it is processed analogously as in the case of dichotomic sorting.

4 RANKING OF ALTERNATIVES

It is a slightly more difficult task to extend the mechanisms for criteria weight derivation for
the decision-making problematic of ranking alternatives based on the outranking relations. In
this case, a single alternative may impose a veto on zero, one or many other alternatives with
regard to the i-th criterion. Since there is a set of m alternatives, m discordance degrees are
required for the combination of the i-th criterion and j-th alternative. The discordance index
di(a;),i =1,..,n,j = 1,..mis hence substituted with indices d;(a;, a) where i = 1, ...,n
and j,k = 1,...,m. These indices express the fuzzy opposition to a set of assertions: »The
alternative a; is at least as good as the alternative a, according to the criterion x;.« They
imply an additional third dimension compared to the case of dichotomic sorting. Three
dimensions may be dealt with in two ways: (1.) directly by processing the fuzzy veto relation
in the three-dimensional space, or (2.) by the reduction to a two-dimensional problem with
the use of an appropriate fuzzy aggregation operator. It is more straightforward to implement
the latter approach by defining the transformation:

di(aj, ar) > di(a;),
which leads to the basic two-dimensional veto relation with the interpretation: »The criterion
x; imposes a veto on the alternative a;.« The rationale for this interpretation is that weighting

applies to measuring the influence of criteria instead of the influence of alternatives. For this
reason, the following questions are relevant to determine the importance of a criterion:

1. how many alternatives in total are subjected to the i-th criterion’'s veto;

2. how many alternatives are disqualified because of the i-th criterion's veto according
to the single j-th alternative, and with what intensity;

3. according to how many different alternatives the single j-th alternative is disqualified
because of the i-th criterion's veto, and with what intensity;

4. how many other criteria impose a veto on the same j-th alternative.

As a consequence of the above four rules, a criterion is selectively strong if it dismisses
many alternatives, if other criteria impose no veto or, at most, a weak veto on the same set of
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alternatives, and if many alternatives oppose a veto on the same j-th alternative with regard
to this criterion. The second and third rule are correlated because of the symmetry:

ajViak = ﬁ(akViaj).

The first rule is dependent on the second and third rule, and the last rule is implemented in
the dichotomic sorting algorithms for the derivation of selective strengths and dominance
indices. It follows that the reduction of dimensionality may be simplified based on the fact
that the criterion x; outranks the alternative a; by means of other alternatives ay, for some
k =1,..,mandj # k, which implies that the selective strength of x; over a; is proportional
to the number of alternatives a;. Then it is possible to aggregate discordance/veto matrices
with the fuzzy »or« operator:

Yr=1.mdi(a;, ax)
di(a;) =v- Jnax di(aj,a,) +(1—v)- — )
where y = 0.5. The compensation between the maximum and average values overcomes two
contradictory drawbacks:

e A criterion with a strong veto according to a single alternative should not necessarily
outperform another criterion with weaker vetos according to many alternatives.

e The average of several weak vetos should not necessarily substitute for a strong veto,
since the higher the degree of discordance is, the more relevant it is.

To summarize, di(aj) expresses a weak veto of the criterion x; on the acceptability of the
alternative a;. It is reflected through fuzzy discordance degrees of m — 1 alternatives that
contradict the preference of a; over these m — 1 alternatives. As a result, a two-dimensional
veto matrix is obtained that is identical to the one which is used in the case of dichotomic
sorting. Two approaches from Section 2 can hence be applied after the transformation of
veto matrices in order to derive criteria weights.

5. APPLICATION OF VETO IN RELATION WITH THE UTILITY FUNCTION

Sections 2 to 4 refer to decision-making approaches of the so called European school, which
is founded on the outranking relation [13]. However, the utility theory [17] is often applied
in practice. In the past, some ideas have been expressed to introduce three key concepts of
outranking — constructivism, incomparability and veto based (partial) incompensation — into
the utility theory [16]. One of the first theoretically sound and useful approaches to apply the
noncompensatory veto effect in the multi-attribute utility function has been designed within
the scope of our previous research work [5]. It is based on the veto criterion.

The veto criterion is modelled in accordance with the underlaying concepts of the utility
theory. The veto function is specified by obeying the formal axiomatized concept of certain
equivalence, so that criterion-wise values of alternatives are monotonously projected on the
[0, 1] interval. There are three key distinctions between the »ordinary« criterion and the veto
criterion. The first has a relative compensatory effect, exhibits positive characteristics that
should be maximised, and is modelled locally on various hierarchical levels of the criteria
structure. The latter has an absolute noncompensatory effect, shows negative characteristics
that should be minimised, and is modelled globally on the highest hierarchical level.

The operator that aggregates compensatory utilities with noncompensatory discordance
information multiplies the total utility with the product of inverse veto degrees:

o(a;) = u(a;) - l_L=1..n (1 - dj(ai))-
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It can be observed that the veto degrees d;(a;) form the veto matrix V, as is defined in

Section 2. The selective strengths and dominance indices based weight derivation methods
can therefore be directly applied. Further information may be found in the literature [5].

6 CONCLUSION

The importance of criteria does not need to be specified directly in the form of compensatory
criteria weights. It can also be indirectly and (semi)automatically inferred from the values of
other preferential parameters, especially the noncompensatory veto thresholds or functions.
Such derivation depends on the set of available alternatives. It provides a good insight into
the modelled decision-making situation, reduces the decision-maker's cognitive load, and is
applicable for autonomous aggregation-disaggregation algorithms.

The paper introduced the methodological foundations of weight derivation in the context
of various decision-making problematics and preference models. Because of limitations in
the scope, it omitted some aspects that will be presented separately. Hence, the efficiency of
the proposed weight derivation methods will be discussed in a follow up paper, and some
practical examples will be additionally provided.
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Abstract: Analytic hierarchy process is a suitable method for group multi-criteria decision making.
Individual judgments can be aggregated into interval-valued group judgments as intervals could better
reflect diversity of decision-makers. Interval-valued judgments can be interpreted as interval
judgments or as triangular fuzzy numbers. In the paper we propose two new methods for deriving
weights from interval-valued comparison matrices and apply them to real world case study (Pohorje,
Slovenia).

Keywords: analytic hierarchy process, group decision making, fuzzy numbers, interval numbers
1 INTRODUCTION

Group decision-making is important in dealing with complex real world problems as diverse
knowledge, experiences and perspectives could be included with different stakeholders. The
analytic hierarchy process (AHP) [14] is a widely used method in group multi-criteria
decision making. AHP is hierarchical approach with hierarchy of goal, criteria and
alternatives based on pairwise comparisons of decision-makers valued from 1 to 9 on the
AHP scale. The group judgments are rather presented as interval-valued judgments than as
scalar-valued as they can better reflect diversity in opinions of individuals. There are two
possible interpretations of the group interval-valued judgments, expressed as interval
judgments or as triangular fuzzy numbers (TFNSs). In the paper we discuss both possibilities,
and suggest new approaches for deriving a priority vector from the interval-valued
comparison matrices. The presented approaches are applied to a decision making problem of
development of Pohorje, a mountain range in northeastern Slovenia.

2 ANALYTIC HIERARCHY PROCESS

Let A:(aﬁ") )n i j=1..,n, k=1..,r be comparison matrices of pairwise comparisons in

AHP of r decision-makers comparing n objects and a{’ =1/af’. The priority vectors
w® = (w® ..., w) can be derived from the comparison matrices by many known methods

[5, 14, 16]. The consistency of comparisons is measured by the consistency ratio:

cr=S o= Fm =0 1
RI n-1
A denoting the principal eigenvalue of comparison matrix A and Rl denoting the random

index. According to Saaty [15], CR < 0.1 is considered acceptable.
According to the literature the most common aggregating approach is connected with

minimal and maximal individual judgments. Let A% :(ai?“’”p), ihj=L1..,n be a
comparison matrix of the group interval-valued judgments.

Group judgments a"*® can be interpreted as interval judgments a"" = 17", uf* |[1,
19]
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group __ (k)
where I krp;pﬂf{a” } (2

group _ (k)
and ug T%r{aij . (3)

or as TFN judgments &/™* = (Ig“’“p me™®, ug“’“”)[Z, 3, 11]

roup (k)

where 19 = [ley_n”r{a” } (4)
1Ur

mi?roup (H a(k)j (5)
group _ (k)

and ug TS_X_.,r{au b (6)

Interval comparison matrix A% = ([Ii?r"”p,uﬁ“’“p}) is reciprocal because
nxn

1/uge :1/(krr11§1?§r{a§ik)}):1/( max {1/a‘k)}):1/(1/ min {ai(jk’}): min {af} =17 (7)

k=1,2,...,r k=1,2,...,r k=1,2,...,r

Similarly 1/15°% =uf™" for i, j=1,...,n. TFN comparison matrix is reciprocal because

zgroup __ group group group group group group group group group 5 group
1785 =1/(19°°, m3*®, u? )(1/u /MR 171300 ) = (137, mdrP, ug™® ) = &3, (8)

where usual fuzzy arlthmetlc operations have been applled.
According to Wang [20] TFN comparison matrix Ag“’“p=((lgr"“" mg“’“",u,?“’”p)) is

. . i 1/2
acceptably consistent if scalar-valued matrices A" =(mg®) and A™ —((Ig“’”p grow ) )
nxn

nxn

are acceptably consistent. Similarly we define interval comparison matrix
AT = ([Ig“’”p ugmu"D to be acceptably consistent if scalar-valued —matrix
nxn

1/2 . .
AN = ((Ii?"’“"ui?“’“p) ) is acceptably consistent.
nxn

One of the important questions in such cases and the main concern of our paper is how to
derive a priority vector from the interval-valued comparison matrix. There are several known
methods of deriving an interval priority vector from the interval comparison matrix [9, 12,
18, 19, 21, 22], but ranking of interval weights is not always easy if the weights overlap.

The extent analysis method [4] with its improved version [8, 17, 23] is the most popular
method for deriving weights from a triangular fuzzy comparison matrix. Its main drawback is
that it could produce illogical zero weights [17].

To overcome this drawback we propose a new aggregation method that results in scalar-
valued weights. We choose Wang&Chin DEA method [16] as the base for our approach:

n
maxw, = Y ay;X;
=1

subject to Zn:(zn: a; jxj =1,

j=1

)
Za X >nx, i=1..,n,

ij 7]

X; 20, j=1,

Wang&Chin DEA method has already been expanded to the WGMDEA method [7], the
method for deriving group weights from individual scalar-valued judgments and has already
been successfully employed in several applications [6, 10, 13].
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3 PROPOSED APPROACH FOR DERIVING WEIGHTS FROM INTERVAL-
VALUED COMPARISON MATRIX

First, we propose a new method, called IGMDEA, for deriving weights from interval
comparison matrix A% :(D_Qroup’u_group:') :
nxn

max w, Z( | grovp group) 12 Xj

subject to Zn:(zn:(li?“’“p u”g“’“p) Jx =1,

=1 \i=1

(10)

o group group 12 -
Z(Iij Uy ) X; 2nx, 1=1..,n,
j=L

x; >0, j=1,..,n.
J
Second, we propose a new method, called TFNGMDEA, for deriving weights from TFN
comparison matrix Adroup _ ((|_9roup,mgroup,u_group))

.
nxn

1/3
group group y group
max w, Z(I -mgieP - ugd: ) X;

] n n 13
subject to Z[Z(hjgroup ,mi?roup . ui?rOUp) jxj =1

=1 \i=1

(11)

n 1/3 .
Z(Ii?mup _mi?roup ,ui?roup) X; >nx, i =1..n,
j=1

X;20, j=1..,n

In TENGMDEA method not only lower and upper bounds of TFNs are taken into account but
also the middle values, which may reflect that TFNs are not necessary symmetrical.

4 EXAMPLE

We apply the presented methods on an example where stakeholders resolve which sector is
most important for the development of Slovenian mountain range Pohorje. This research was
already presented in the doctoral thesis [6]. Twelve stakeholders familiar with Pohorje (three
experts from each sector) compared four sectors (forestry, agriculture, tourism, nature
protection) and estimated which is from their point of view most important for the
development of Pohorje. Their judgments are aggregated into interval comparison matrix

AT applying (2) and (3)

1 [0.5,8] [0.33,3] [0.25,3]
[01252] 1 [022] [022]
[0333] [055] 1  [0.25/4]
[0.33,4] [055] [0.254] 1

and into TFN comparison matrix A" applying (4), (5) and (6)

group __

(12)
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L1 (0.518) (0.33,0.94,3) (0.25,0.94,3)
(0.12512)  (L11)  (0.2,0982) (0.2,0.712)
(0.33,1.06,3) (051.025)  (LL1)  (0.250.86,4)|
(0.33,1.06,4) (0.51415) (0.251.16,4)  (L11)

Agroup _

(13)

Both group comparison matrices are acceptably consistent because of CR(Ag'”): 0.005 and
CR(A™)=0.003. Priority weights are derived from A“*® using IGMDEA (10) and from

A" ysing TFNGMDEA (11). They are presented together with results of WGMDEA
method [7] and improved extent analysis method for TEN [17] in Table 1.

Table 1: Weights of four sectors, calculated with different methods

IGMDEA TENGMDEA WGMDEA Improved extent

analysis
Tourism 28.0% 26.8% 24.2% 24.9%
Forestry 16.3% 18.3% 22.8% 23.7%
Agriculture 27.3% 26.4% 24.4% 24.9%
Nature protection 28.4% 28.5% 28.6% 26.6%

The individual results show that the majority of stakeholders slightly favored their sector, but
the aggregation negated this phenomenon. The group results show that nature protection
received the highest weight, indicating that stakeholders believe that opinion of experts from
the sector of nature protection is important, since they strive for maintaining the nature and
biodiversity of Pohorje. However, weights do not differ much. The second and the third place
were gained by tourism and agriculture. The smallest weight belongs to the forestry.

The differences between methods are not high. Forestry received smaller weight with
methods IGMDEA and TFNDEA. This indicates that the differences between stakeholders
have been considered to a higher degree. While geometric mean of individual judgments used
in WGMDEA obliterate the differences between individual judgments, IGMDEA and
TFNDEA take into account the whole range of individual judgments.

5 CONCLUSIONS

In the paper we presented aggregation of individual judgments in AHP into group interval
judgments or/and into group TFNs. We proposed two new methods, IGMDEA and
TFNDEA, for deriving weights from group interval comparison matrix and group TFN
comparison matrix, respectively. The results obtained in the application of the methods on
the problem of the development of Pohorje, Slovenia show that methods could be suitable for
the application. They better take into account the wide range of individual judgments as some
other methods. The future work should be devoted to the further evaluation of the new
methods.
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Abstract: Verification of the consistency of the pair wise comparisons matrix plays a key role in the
Analytical Hierarchy Process (AHP). This test consists of calculating the consistency ratio CR, which
depends on the random index RI. A method for determining these values has been described by Saaty.
Since then, a number of studies have been published which give different values of these coefficients.
Unfortunately, these values refer to several selected ranges of values and do not take into account the
other scales, described by Saaty in [7]. Therefore, the need arises to calculate new RI values which
take into account the needs of AHP users. This paper presents an R script, which allows to solve this
problem. However, for a large number of decision criteria or variants, this may be a very time-
consuming process. To solve this problem an approximated formula was suggested that facilitates the
determination of RI.

Keywords: decision making, MCDM, AHP, consistency index, random index
1 INTRODUCTION

In the AHP method described in [8] the creation of a ranking of discrete decision variants
starts with pairwise comparisons. The consistency of this process is verified by CR, which
can be described by the relation (1).

_a

CR=— (1)

Here Cl is the consistency index, which has been calculated using the formula (2) where m is
the number of decision criteria or variants compared, and Amax IS the largest eigenvalue of the
pairwise comparisons matrix (PCM) of 4.

€l = tmax—m @)

m-1

If the matrix A is consistent, its rank is equal to exactly 1 and it has only one non-zero
eigenvalue. This value is equal to the sum of diagonal elements of 4 and it equals exactly m.
If the matrix A is consistent then both CI and CR are 0. Otherwise, there are additional
eigenvalues that are complex numbers, and the value of Amax is greater than m. Of course, the
sum of all the eigenvalues of the matrix A4 is equal to m, thus CI can be interpreted as
expressing the degree of non-consistency of pairwise comparisons. This value is dependent
on the dimension of the matrix 4. To obtain a measure that is independent of the size of the
matrix A, formula (1) includes RI, which reflects the average size of CI for a given m. In [7]
Saaty describes a method for determining the value of RI. It involves the generation of n
random matrices A4, which all have the same dimensions as the PCM analyzed. Then, for each
of these matrices, ClI is calculated. The value of RI is the arithmetic mean of the calculated
CI’s. AHP users do not have to compute RI in this way, because these values are given in the
literature. Unfortunately, since the publication of the work [8] many authors have proposed
many significantly different variants of the values of RI. An overview of these studies is
included in [2].
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Alonso and Lamata in [2] analyzed the values of RI determined by various authors (among
them [1], [4], [5] and [6]) and compared nine different versions of RI. Alonso and Lamata
studied RI’s calculated from samples of 100, 500, 1000, 2500 and 100 000 random matrices.
They noted that the achieved results do not differ significantly in samples which consist of
100 000 and 500 000 experiments, respectively. In addition, the paper [2] proposed a
polynomial expression, which enables the user to determine RI without conducting computer
simulations. However, for large m, the values of the polynomial may differ significantly from
the values obtained in computer simulation. It is worth noting that the results obtained in [5]
by Noble and Sanchez for samples of 500 random matrices are consistent with the values

For determining the RI, Saaty in [8] determined a sample size of only 100 for m ranging
from 2 to 11, and the sample size was increased to 500 for m ranging from 12 to 15. In [3]
Donegan and Dodd noticed that the size of these samples seems too small for a proper
estimation of confidence intervals for RIl. On this basis, they carried out calculations for
samples of 1000 elements, resulting in a slightly smaller value of RI. Saaty in his review
paper [7] suggests to increase the number of simulation experiments to 50 000, which seems
sufficiently large.

These results have been adopted in this study and it was assumed that the sample size is
50 000 elements.

2 EVALUATION OF RI

In chapter 4 of [7] Saaty discusses various scales used to build a PCM. Table 1 on page 257
defines Fundamental Scale of Absolute Numbers [7, p. 257]. The first of these scales is
commonly used and admits values from 1 to 9 and their reciprocals. The second scale is used
to compare very similar activities. For such problems, the results of pairwise comparisons
admit values 1 and 2 only. To further illustrate the diversity of the objects compared, Saaty
proposes to introduce another scale, which ranges from 1.1 to 1.9 in steps of 0.1, whose
interpretation coincides with that of the first scale. For the second scale, the corresponding
values of RI have not been proposed.

The procedure for determining the RI described in chapter 6 of [7] is as follows. We
construct n random matrices A. The values of pairwise comparisons on the main diagonal are
1 while the values above it are selected at random from among all the possible values of the
scale. In the case of the standard scale there are seventeen such values, forming the set {1/9,
1/8, 1/7, ..., 5, 1, 2, ..., 9}. If the objects being compared are very similar, the values are
drawn from the following set of 19 elements: {1/1.9, 1/1.8, 1/1.7, ..., 1/1.2, 1/1.1, 1, 1.1, 1.2,
... ,1.9}. Next, the elements below the main diagonal are calculated as the inverses of the
corresponding elements above the main diagonal. For such a randomly selected matrix the
values of Cl are calculated from formula (2). The value of Rl is calculated as the mean of the
previously calculated values of CI. It is also possible to determine the standard deviation and
the limit value RI at a given level of confidence, according to equation (3).

RI[m] = mean(ri,,) — 2.33&\;{"’) 3)

2.1 A suggested scriptin R

It is convenient to perform calculations in the statistical package R which was described in
[9]. This package allows for efficient matrix calculations and is free of charge. The proposed
script is shown in Listing 1. First, the size of the sample (n = 50 000) and the dimension of
the matrix A (m = 15) are specified, and the number k of elements located above the main
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diagonal is determined. The vector scores contains all the values of the scale used to compare
the objects. Then the individual samples are drawn; they will serve to create further samples
of A. The function runif generates random variables with uniform distributions. In the loops
the consecutive values of CI are generated and stored in the vector ci.sampl. At the end, the
mean and the standard deviation of ci.sample are determined. Based on this statistics the
value of RI can be determined. Listing 1 contains a procedure which allows to determine RI
for a standard 1-to-9 scale.

n <- 50000
m <- 15
k <- m* (m-1)/2

ci.sampl <- matrix(nrow=n)
scores <- ¢(1/9:1, 2:9)
samples <- matrix(scores|[round (runif (n*k,max=16))+1],n, k)

for (p in 1:n) {
a <- diag(m)
1 <=1
for(i in 1:(m-1)) for(j in (i+1) :m) {
ali,j] <- samples|p,1l]
alj,i] <- 1/samples|p,1]

1 <- 1+1
}
b <- a %*% diag(l/apply(a,2,sum))
% <- apply (b, 1, mean)
lambda <- mean(a %*% w /w)

ci.sampl[p] <- (lambda-m)/ (m-1)
}

mean (ci.sampl)
sd(ci.sampl)
mean (ci.sampl)-2.33*sd(ci.sampl) /sqrt(n)

Listing 1: The determination of statistics for the standard 1-to-9 scale

In the case of another scale, with values from 1.1 to 1.9, the vector scores and the method of
generating the matrix samples should be modified. The necessary modifications of Listing 1
are shown in Listing 2.

scores <- c(l/seq(l1.9, 1, by=-0.1), seq(l.1, 1.9

» by=0.1))
samples <- matrix(scores[round (runif (n*k,max=18))+1]

/N, k)

Listing 2: The modification which allows the determination of statistics for the 1.1-to-1.9 scale
2.2 An approximate formula for RI
Analyzing the results of the calculations contained in Table 1 and the graphs of RI published
in [7] and [2] it can be seen that the relevant points are arranged along a curve resembling a

logarithmic function. It turns out that a good approximation of the values of RI published in
[7] can be obtained from equation (4). In this expression k is the number of elements of the
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matrix A below the main diagonal and m is the size of the array. The values obtained from
expression (4) are shown in Table 1, in the row marked as Approx.

_ log(k)
RI [m] - log(m+3)

(4)

3 THE MAIN RESULTS

Using the script described in the previous section we can determine Rl for m in the range
from 3 to 15 and for m equal to exactly 30. The calculations were made for the standard 1-9
scale and for the 1.1-1.9 scale. In both cases, the sample size is 50 000. The calculation
results are provided in Tables 1 and Table 2 and illustrated in Figure 1. The sample size is
large enough so that the mean value of CI and the expression (3) do not differ. In the course
of the experiments, consistent pairwise comparison matrices occur only for small values of
m. For larger values of m the values of CI indicate a lack of consistency of the matrix drawn.

3.1 Results for the standard scale

Table 1 contains the following rows:
- m  —size of PCM,
- Saaty — values of RI given in [7],
- Approx —values of RI determined from the relation (4),
- mean(rim) — average values in ci.sampl,
- sd(rim) — standard deviation components of the vector ci.sampl,
- RI[m] — limits determined from formula (3) and
- DD - values published by Donegan and Dodd in [3].

Table 1: The values of RI obtained for the standard 1-to-9 scale

m 3 4 5 6 7 8 9 10 11 12 13 14 15 30
Saaty 052 089 111 125 135 140 145 149 152 154 156 158 159 -
Approx | 061 092 111 123 132 139 144 148 152 155 157 159 161 174
mean(rin) | 051 086 107 120 128 134 138 141 143 145 147 148 149 157
std(rin) | 0.67 061 050 040 033 027 023 020 018 0.16 0.14 0.13 0.12 0.06
RI[m] 051 085 106 120 128 134 138 141 143 145 147 148 149 157
DD 049 080 106 118 125 132 137 141 142 145 146 148 150 158

The results of the procedure described in Listing 1 (see Table 1 and Fig. 1) are very similar to
those given by Donegan and Dodd in [3] and Noble and Sanchez in [5]. It is worth noting
that in [3] the sample size is smaller and is equal to only 100 for m < 12.
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Figure 1: The values of RI obtained for the standard 1-to-9 scale
3.2 Results for the scale of 1.1 to 1.9

Table 2 contains the following rows of values, whose meaning is discussed in section 2.

Table 2: The values of RI obtained for the 1.1-to-1.9 scale

M 3 4 5 6 7 8 9 10 11 12 13 14 15 330

mean(rin) |0.027 0.041 0.050 0.055 0.059 0.062 0.064 0.066 0.067 0.069 0.070 0.071 0.071 0.077
std(rin) |0.034 0.028 0.022 0.018 0.016 0.014 0.012 0.011 0.010 0.009 0.008 0.007 0.007 0.003
RIfm] |0.027 0.041 0.049 0.055 0.059 0.062 0.064 0.066 0.067 0.069 0.070 0.071 0.071 0.077

It is worth noting that for m > 11 the increment of RI is already very slow and reaches its
saturation value of around 0.07.

4 CONCLUSIONS

This paper contains R scripts which can be used for two different scales. For the standard
scale the results achieved are similar to those obtained in [3] and [5]. Furthermore, the
authors of publications on AHP most often included only a dozen or so values of RI. This
may constitute an obstacle to more complex problems. The proposed R scripts allow to
exceed this limit and to determine the necessary value of RI. Moreover, the construction of
the scripts allows to determine RI for those problems in which non-standard scales occur.
The results of calculations for a sample assessment scale ranging from 1.1 to 1.9 are given in
section 3.2.

The proposed form of the approximated formula (4) used to determine RI for the standard
1-t0-9 scale coincides with the value of RI published in the paper [7]. The proposed formula
makes it possible to estimate RI for larger problems where it is necessary to compare more
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than a dozen elements. In contrast to other proposals based on polynomial functions, the use
of a logarithmic function in (4) results in a much slower increase of the estimates of RI for
large values of m.
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Abstract: This paper considers that most actual models for Multicriteria Decision Making (MCDM)
for projects selection present two common drawbacks: Use of subjective considerations that make
unlikely for a problem to get a matching result when different models are used to solve it.In addition,
it is believed that many relaxing assumptions are made in trying to replicate actual scenarios, not only
by simplifying them but also by not taking into account existing conditions. The model presented here
addresses these two issues.

Keywords: Linear Programming, SIMUS, Subjectivity, ERM matrix, PDM matrix, Ranking.
1 INTRODUCTION

Decision-Making practice supported by mathematical help has been around for some time
now, and different mathematical models grounded on diverse postulates have been developed
addressing this issue. They have been devised by authors such as (Dantzig, 1948) [SIMPLEX
algorithm][2]based on  Linear  Programming (LP); (Roy,1968) [ELECTRE
method][8][9]based on outranking; (Brans and Vincke (1985) [PROMETHEE method][1]
based on outranking; (Saaty,1980) [AHP method][9] based on personal preferences;
(Saaty,1996) [ANP method][10] based on personal preferences; (Hwang and Yoon, 1981)
[TOPSIS method][4] based on distances. In most of them different degrees of subjectivity are
present which produces dissimilar results when solving a problem. In addition, poor modelling
is also present.

1.1 Subjectivity.

Given a problem, all of the above mentioned methods reach compromise solutions,
although with different results, regarding project selection and rankings. Since all of them use
sound mathematical procedures, why different models produce different solutions? Because
subjectivity, related to assigning weights, establishing preferences, thresholds acceptance for
outranking, unsupported assumptions, distances selection, etc.

Naturally, decision-making is per se a subjective activity depending on the analysis,
experience and knowledge of the Decision-Maker (DM), and because the amount and
complexity of interrelations, he must be assisted by MCDM tools. Obviously, nobody can
blindly rely on what a mathematical model shows, or take it as the true and irrefutable best
solution; these models are only tools to process data and to help and support the DM. However,
results are based on data, own ideas and experience, supplied by the DM, who of course, is
not infallible when using his judgement. Nevertheless, he applies these models to get results
obtained by using his own objective and subjective inputs, which may be biased, or influenced
by external factors, or simply incorrect because uncertainty. Data reliability, results
examination, analysis and decisions pertain to the DM,while processing is left to a model.
Consequently, results in some extent depend on the person doing the analysis and this explains
the different results. It appears that the only way to get homogenous results, it does not matter
the method used, is avoiding subjectivity, and this is the aim of this paper.

259


mailto:nolmunier@yahoo.com

1.2 Modelling

In addition, all models are crude approximations to reality, as they are very basic in their
formulation by ignoring important aspects of each scenario; therefore, the mathematical model
usually does not accurately represent reality, and then results are debatable. The model
proposed here tries to improve modelling by using useful characteristics from LP.

2 THE MODEL FOUNDATION AND HOW IT WORKS

‘SIMUS”’ (Munier, 2011a,b),[6][7] is the name of the model introduced in this paper; it is an
acronym for ‘Sequential Interactive Model for Urban Systems’, addressing the two issues
above mentioned, that is subjectivity and poor modelling.

SIMUS is a hybrid MCDM method designed to select and rank projects or alternatives
based on both Linear Programming (LP) and Outranking. It is grounded on the fact that
objective functions (which are our goals), and criteria (namely a set of conditions to evaluate
projects), have the same mathematical structure, and thus they are interchangeable.

Modelling starts by building a standard ‘Decision matrix’ in Excel (Table 1), that is, a table
with a set of projects to be evaluated in columns, a set of criteria or targets responsible for this
evaluation in rows,and cardinal values at their intersections or cells, denoting the contribution
of each project with respect to each criterion. The DM must decide which criteria will be used
as objective functions and identify them as ‘Targets’ (Table 2). SIMUS works by selecting the
first target, extracting and deleting it from the decision matrix, and applying said target as the
objective function of a linear programming problem. Then, data is processed by
‘Solver ’(Frontline Systems), an Excel add-in, which operates according to the Simplex
algorithm. The process produces (it exists) an optimal solution that turns up as a score for each
project. This set of scores is saved in the first row of a new matrix called ‘Efficient Results
Marrix’ (ERM) (Table 2), and then the target previously chosen is returned to the decision

matrix.
Table 1:Typical Decision Matrix

Projects
Criteria A B C
Criterion 1 42.4 39.8 42.0
Criterion 2 0.23 0.15 0.18
Criterion 3 801 726 582

Then, the following target is extracted and follows the same procedure, saving the result as a
second row of the ERM. This sequence is repeated until all targets have been tested as
objective functions. The resulting ERM is a ‘Pareto Efficient Matrix,composed by a set values
or scores that cannot be improved, because they are optimal values.

Table 2:Construction of the Efficient Results Matrix (ERM)

Projects
Criteria* A B C
Target 1 023 | - 0.56
Target 2 0.21 1.23 0.15
Target 3 1

* ‘Criteria’ and ‘Targets’ are the same. ‘Criteria’ is a generic name and all of them used to evaluate a set of projects.
However, if the DM selects some criteria (or them all), to be also used as objectives, they are called Targets’.
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The ERM is then normalized (Table 3), and used as a source of reliable data. From it, the
model follows two different procedures or modes that will produce two different results. It is
equivalent of treating the decision matrix of a problem by two different methods.

According to the first procedure (ERM mode), the model examines column-wise the
normalized ERM.

a)
b)

d)

It sums-up the values or scores within each project column (SC) along all
criteria,which constitutes a partial measure of importance for each project.

Computes the number of times each project in its column has scores or contributions
along all criteria, and finds the ratio of this contribution regarding the total number of
criteria considered. This is the ‘Performance Factor '(PF), and it is required because it
could be that a project participates with a very high score in one criterion and with ‘0’
in others, and then being selected because it has a high (SC), while there could be other
projects that participate in many criteria although with smaller values, and thus
yielding a smaller (SC). Once computed the (PF) is normalized (NPF).

The model multiplies (SC) by the normalized (NPF) and delivers the final score for
each project.

These final figures (when > 0) not only identify selected projects from the original set,
but also rank them according to their decreasing values.

Table 3: Normalized ERM and results according to the ERM mode

Projects
Criteria A B C
Target 1 029 | - 0.71
Target 2 0.13 0.77 0.09
Target 3 1
SC 0.42 1.77 0.80
PF 2/3 2/3 2/3
Scores (SC) x(NPF) 0.28 1.17 0.53

Thus, the ranking, using the ERM mode is:  Project B — Project C — Project A
According to the second procedure (PDM mode), the model also starts from the normalized
ERM (Table 2) and analyzes it row-wise. It works as follows:

a)
b)

c)

d)

The model builds a new square matrix called ‘Project Dominance Matrix’ (PDM)
(Table 4) composed by projects in columns and rows.

Examining the first row of the normalized ERM (Table 3), finds the highest score on
that row (Target 1) and identifies the project it belongs to (in this example, C, with
0.71).

Find the differences between this score and each score on the same row corresponding
to the other projects; that is, C with A and B, and after that, A and B.

Project C — Project A = 0.71-0.29 = 0.42

Project C —Project B=0.71-0 =0.71

On this same row Project A outranks Project B, then

Project A —ProjectB=0.29-0 =0.29

In PDM enters the two first difference values on the row corresponding to project ‘C’,
and at the intersections with the columns pertaining to projects ‘A’ and ‘B’ respectively
as shown in Table 4.

The third difference value is placed on PDM on row A and at the intersection with
column B.
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e) The model then analyzes row two of the normalized ERM and follows the same
procedure.

f) The model then analyzes row three of the normalized ERM and follows the same
procedure. Notice that ‘1s’ are added on row B to the cells for projects A and C,
because the differences are unitary when analyzing target 3.

Table 4: Project Dominance Matrix (PDM) and result according to the PDM mode

Subordinate Projects
Dom_mant A B C Sum of Net difference
Projects rows
A 0.29 0.04 0.33 0.33-2.06 = -1.73 Third
B 0.64+1 0.68+1 3.32 3.32-1 = 232 First
C 0.42 0.71 1.13 1.13-1.72 = -0.59 Second
Sum of 2.06 1 1.72
columns

Next step is the summation of values on each row. The result indicates the dominance of the
project corresponding to each row. Thus, project A has a dominance value of 0.33.

Next step is the summation of values on each column. The result indicates the
subordination of the project corresponding to each column. Thus project A, has a subordinate
value of 2.06.The net difference between dominant and subordinate values for a same project
gives its importance. In this case, Project B is a clear winner, followed by Project C and Project
A.

Thus, the ranking using the PDM mode: Project B - Project C - Project A
Observe that the two procedures (ERM mode and PDM mode), deliver the same ranking.

In a more elaborate scenario with say 17 projects, probably there will be as a result a subset
of selected projects with values >0, and a subset of unselected projects with values = 0. In this
case both ERM and PDM modes will identify the same selected and unselected projects and
in addition the same rankings for those selected.

3 SIMUS FEATURES TO IMPROVE ACCURACY AND MODELLING

It is detailed here a list of the model features - that this author believes are not present in other
methods - to generate results that are subjectivity free, and that in some extent reflect more
precisely real life situations and circumstances, and in so doing helping the DM.

3.1 Regarding subjectivity

It has been stressed at the beginning of this paper that subjectivity is the culprit for which
different methods, even when based on mathematical procedures do not coincide in their
results when analyzing a problem. Subjectivity is a product of uncertainties and materializes
in different ways according to the methods, such as establishing weights for criteria, using
personal preferences, establishing thresholds to determine when a project outranks another,
selecting a certain distance scheme to reach a solution, etc. LP does not need any of these
subjective estimates, except in the selection of the number of criteria and their definitions (that
is the decision matrix), which is a common ground to all methods. Consequently,it is believed
that LP possesses a definitive advantage, as well as some drawbacks in other aspects, for
instance, in working only with one objective function, which is not realistic in many cases.
SIMUS, which is heavily based in LP, takes advantage of LP properties regarding absence of
subjectivity and tries to overcome the drawbacks.
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3.2 Regarding reliability

Probably the most important feature in this model is that for each problem it simultaneously
delivers two solutions. This is a unique and very important attribute amongst MCDM models,
because considering that if two different procedures deliver the same set of selected projects
and the same ranking, it means a large probability that the ‘right’ result has been achieved. It
is equivalent to treat a problem with two different methods and reaching the same outcome.
Naturally, this does not guaranty that the method reaches the optimal solution, even if it exists,
but obviously offers an additional dimension for acceptance when compared with other
methods.

3.3 Approximation to reality

The model acknowledges the fact that everything in our world is limited or restricted in some
way or the other, be it funds, man-hours, level of contamination, public acceptance, annual
budgets, etc., which in most systems are ignored. In this model these limitations are taken into
account by establishing limits or thresholds for each criterion, but which are not arbitrary,
because they depend on economical, technical, social and environmental conditions that will
be affected by a project. These limits can be physical and known quantities such as available
funds, storage capacity, allowable contamination levels, maximum amount of energy to be
generated, etc., and corresponding to quantitative criteria. However, normally there are also
qualitative criteria such as for instance ‘Maximize Disposable Income’, or ‘Minimize Poverty’,
which do not posses limits, as they are just ‘wishes’ or goals; however, the method generates
limits ased on the extreme values of the respective cardinals. Therefore, the model is capable
of representing reality more faithfully than other methods.

3.4 DM participation

The method allows - and in fact demands - strong DM participation, but not related with
subjective figures or personal preferences, conditions, or assumptions, unless data come from
experts. His duties are associated to the construction of the decision matrix and keeping an eye
when examining every partial result and its significance related to selected projects. As a
matter of fact, this characteristic allows for solving problems in Group Decision-Making,
where the DM participates jointly with his/her staff, proposing amendments and
modifications, and most important examining and quantifying these outcomes, which allow
for accepting or rejecting changes proposed by any member of the team.

3.5 Projects discrimination

In a portfolio of projects, it usually occurs that two or more projects show the same or very
close scores. If this happens, a model is not helping in project selection because it does not
discriminate, and then putting the DM in a difficult situation leaving him at square one. SIMUS
has various procedures to break these ties. This author is not aware that this discriminatory
power exists in other methods.

3.6 Projects dependency

In many situations in which there are several projects, a condition or restriction may exist
establishing that if project B is selected, then project D, must also be selected because they are
complementary. The same happens when for whatever reasons a project H can only be started
when project J is finished, that is, there is a functional or construction dependency between
projects that must be honoured. These aspects are easily managed by SIMUS. Again, this
author is not aware that this consideration of dependencies exists in other methods.

Considering these comments there is no doubts that SIMUS has the ability of modelling
more faithfully actual scenarios than most popular MCDM methods.
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4 TESTING

The model has been tested in about 75 different large and small projects involving many
different activities such as large Hydroelectric projects (Argentina and Nepal), Non-
conventional sources of energy (Canada), Manufacturing and Risk (Spain), Urban highways
(Argentina), Urban planning (various cities in the Americas and Europe), City rehabilitation
(Spain, Mexico and Palestine), City Planning (China), Environmental indicators (Canada),
Social housing development (Ghana, World Bank), Doctoral Thesis (Spain and Cuba),
Location analysis (Italy), Airport expansion (The Netherlands), Land use (Taiwan), Recycling
policies (Canada), SWOT analysis and Business Administration (Valencia Polytechnic
University, Spain), as well as teaching examples on People selection, Crops planning,
Broadband options, etc. SIMUS software in 3 version (Lliso, 2014)[5]is in the Web and freely
available.

5 CONCLUSION

This paper proposes and explains a new method called SIMUS for MCDM, which addresses
two main observable aspects, namely subjectivity, which provokes different results according
to the method and the person doing the analysis, and lack of a proper modelling of an actual
scenario to represent it more faithfully. For the first aspect the proposed model is explained
stressing the fact that it does not need any subjective consideration. It also demonstrates step
by step how SIMUS generates more accurate results, based in the concordance of two different
procedures. The paper comments the different advantages of the proposed method to
represent reality more accurately, by supporting scenarios where facts such as project
discrimination is needed, project dependency considered, limited resources included, and
group participation admitted. Due to page limit it was not possible to illustrate each one of
these advantages, which will be the matter of another paper. Section 4 provides information
about the different types of projects the different fields where the model has been applied.
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Abstract: In this paper we propose a new linearization approach for solving multi objective linear
fractional programming problems by using goal programming methods. The applicability of the
proposed methodology has been tested on the example of financial structure optimization of a
company. The obtained results show the advantages of the proposed methodology compared to the
existing methods. The proposed methodology is simple for both the analyst and the decision maker.
Determining objective function weights by the decision maker, the obtained solutions reflect the
decision maker's preferences.

Keywords: Multi objective linear fractional programming; goal programming; financial structure
optimization.

1 INTRODUCTION

If the economic problem goals are expressed as the ratio of two economic magnitudes, and if
the parameters and variables in the model are linear, then the optimization of economic
problems requires multi objective linear fractional programming (MOLFP).

The problem of linear fractional programming with one objective function was extensively
researched and efficient methods were developed for solving such problems ([3], [5]).

However, in MOLFP problems determining efficient (Pareto optimal) solutions is
technically demanding. Solving multi objective linear fractional programming models is
limited to a small number of multi objective programming methods which are not efficient
enough either from the viewpoint of the analyst or the decision maker ([1], [2], [6], [7])-

A special problem arises in the application of goal programming methods as by adding the
deviation variables d~ and d* to the fractional linear functions to form the constraints of the
goal programming model, nonlinear constraints are obtained which cause problems in model
solving. Several methods have been developed that use goal programming to solve multi
objective fractional linear programming model ([4], [8], [9]), but there are few studies in
which these methods are applied and tested in solving real economic problems ([7], [9]).

In this paper a new goal programming approach based on the linearization of linear
fractional objective functions for solving multi objective fractional programming problems
has been proposed. In the proposed method the decision maker is only asked to provide the
information on the relative importance and the aspired value of the objective functions. The
proposed method has been tested on the example of financial structure optimization of a
company.
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2 GOAL PROGRAMMING METHODOLOGY FOR SOLVING MOLFP
PROBLEMS

2.1. MOLFP model
A MOFLP model can be written as ([8])

nggasx[fl, f f],  S={Ax<=2b}, (1)

where fi = LZCWXj +c§J/LZdjkxj +d(‘,‘J, k=1,2,..,K, are linear fractional functions, A
=1 =1

IS am x n matrix, X is a n — dimensional nonnegative variable vector, b is a m — dimensional
constraint vector.

To solve the model (1) by the goal programming methods the linear fractional objective
functions have to be linearized. Many different methods of the linearization of objective
functions have been proposed ([9], [10]).

2.2. The proposed goal programming model

To solve the model (1) by the goal programming method we need to linearize the objective
functions. Let

m, = misn f.(x), M, = max f.(x), k=12,..,K.
We have
m<f(XxX)<M, = 0<f (x)-m <M, —-m,.
If we divide these inequalities by M, —m, >0, we obtain

0< n¥)=m g
Mk —my
Thus, if we define
()
fOO-m _d () () -md(x)
M, -m, M, —m, (Mk_mk)dk(x)’

f (x)= =1,2,... K, (2)

then we have

0< f (x)<1, min f (x)=0, max f(x)=1, (3)

where the optimal points for min and max for fk(x) are the same as those for f,(x). In this
way we have normalized the objective functions in the sense that the functions
f,:S—[m,M,] with different sets of values are transformed into the functions
f.:S—[01] with the same set of values. Generally speaking we have done an affine
transformation of the given objective functions,

f (x) = f () =af(x)+4= m,

f (X) - , k=12, K.
M k mk M k mk
The same is true for inverse transformation,

fx)>fx)=af(x)+f=M, -m)f (x)+m, k=12,..K.
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Now we can transform the initial problem into the problem
max ( f.(x), 00, . fe(0)). (4)
Let

f(x)= ;k(();)) k=12..K.

By this definition, ¢, (x) and d, (x) are not uniquely defined. Using (2) we have
G (x)= z'[Ck(x) _mkdk(x)]! CTk(x) =7r(M, -m)d,(x), z=#0.
Let
S, =sgn(d,(x)), k=12,.,K.
xeS
Note that o, is well defined because we have assumed that d, (x) has a constant sign on S.
In the above expressions we take such z for which sgn(z) =g, , or equivalently =3,
holds. This yields d, (x) >0 and, using (2), d, (x) =& (x) >0. Let
Z,(x) =d, (X) = €. (x) = 7[M,d, (X) = ¢, (X)] = & |7 [M,dy () — ¢, (¥)], k=12,...,K.
Obviously 7, (x) is linear function and we have Z (x)>0, xeS and also misn Z.(x)=0.

Now, we normalize Z, (x) by dividing it by its maximal value on the set S. Thus, we define

Z (x
zk(x):ﬁ_
Since '
max z,(y) = max r[M,d,(y) - ¢ ()] =[r[max &, [M,d. (y) - e (y)],
we have
zk(x)=5k[Mkdk,(\lX)_Ck(x)], N, =max 5, M, ()-c, (0], k=12..K, ()

which is now uniquely defined (it does not depend on 7 any more). Note also that
5 [M,d, (x) — ¢, (X)] =M, d, (x) — ¢, (X)|. By this construction we obtain
0<z.(x) <1, misnzk(x):o, masxzk(x):l, k=12,..K, (6)

where minimum is attained in the same point(s) where fk(x) and f,(x) achieve maximum.
Now, we state the MOLFPP (4) in the following linear form,

min (2,(x), 2,(x), -, (). ™
The problems (4) and (7) are equivalent in the sense that for each k =1,2,..., K we have
max f,(x) = f,(x") & maxf,(x)=f,(x")=1 & minz(x)=z,(x")=0.
Now we can form the following goal programming model:

misn gk(wd,, wd,), SIZ{Zk+dk_—dk+=Ek;AXS=Zb}, k=1,...,K (8)
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where zi is decision maker’s aspired value of kth objective function. In the model (8) both
the objective function and the constraints are linear. This model can be solved by using the
following linear programming model ([11]):

(x,2)eS"

min A, S"={/12Wk(dk‘+dk+);zk+dk‘—dk+=Zk;Axs=2b}, k=1,..,K (9

3. PRACTICAL EXAMPLE: FINANCIAL STRUCTURE OPTIMIZATION
3.1. MOLFP model

The data for the problem are taken from [10]. Based on the data the following model is
formed:

max (f,, f,, f;, f,),

xeS
—X —X, — X 60 X
where f (X, X%;)=—=, f,(X, X, Xe, X ) = ——2, f. (X, X,)=——, f,(X;) = =2, (10)
1\ 73 X3 2 314 51 %6 X5 ; 3\ 2 1+X2 4 6 60
(X1, Xy, Xg, Xy, Xs, Xs ) € R 1X,, X5, X5, X, Xs, Xg 2= 0,150 < X, <250, x, <300,
S =X +X,2>350, 75<x,<300,100 < x, <300, x,+ X, =250,

75< X, <125, 100 < X; <140, X, + X, = X3 + X, + X5 + X;.

Note that minimization of current and debt ratio is turned into maximization by changing the
signin f, and f,.

3.2. MOLFP model solving

The extreme values m, and M, of the model (10) are given in Table 1.

Table 1. Marginal solutions

Extremes m, and M, (Xp1 Xy, Xy Xy, X5, Xg F)
m (250, 300, 75, 210, 125, 140, —10/3)
(150, 300, 175, 100, 75, 100, —6/7)
(250, 300, 275, 100,75, 100, —15/7)
(250, 265, 150, 100, 125, 140, —50/53)
(250, 300, 75, 210, 125, 140, 6/55)
(250, 175, 75, 175, 75, 100, 12/85)
(250, 300, 75, 300, 75, 100, 5/3)
(250, 300, 75, 260, 75, 140, 7/3)

fily

>

[

HEIHEIE

w

4

<3

4

The normalization is done by using (5) and the data from Table 1. Now we have

5[Md,(0-c,(9] = (+1){—$x3—<—x1)J=”1+6X3,

53X, +53x, —50X; —50X%,
53

52 [Mzdz(x) _Cz(x)] = (+1) {_%(Xs + Xe) - (_Xs - X4)j| =

12x, +12x, -5100

53[M3d3(x)—C3(X)] 85

12
(+1) [g(x1 +X,)— 60} =

5,[M,d, (0 -c,(9] = (+1) %~60—x6}:140—x6,
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and N, =1300/7, N, =11125/53, N, =1500/85, N, =40,

_ TX, —6X, . 53X, +53X, —50%; —50X, _ X +X,—425 , 140 —x,

) EH Z 1
' 1300 7 11125 : 125 Y40
The problem (8) is given in the form:

min (w,(d, +d,");wy(d, +d;); wy(dy +d3);w,(d; +d,)), k=1,2,34

(x,dg ,dg)eS!
7%, —6X .

X = (X, X5 X3, Xy X5, X) €S, W—Fdl —d,” =1.05, a

g 53X, +53x, —50x, — 50X, od; —d; =11, X, + X, _425+d3_—d3+ L
11125 125
108 20=% 4 _qr-11d;,d >0 k=12,34
The model (11) is transformed to the following linear programming model:
min 4
(x,dy ,dy,A)eS (12)

$"={(xd,,d,)eS" 120, 22w (d; +d;),k=12,34}.

The aspired value of the objective functions (1.05; 1.1; 1.08; 1.1) is obtained from the
decision maker. For different values for wy, k = 1, 2, 3, 4, the following solutions have been
obtained:

Table 3. Goal programming solutions

GP solution Variable values fi 1o fa fa
Model (12) w; = | x;,=153.19 X, =271.82

Wy, = W3 = Wy = | Xx3=150.00 X4 =100.00 1.0213 | 1.4286 | 0.1412 | 1.6667
0.25 Xs= 75.00 Xs = 100.00

Model (12) w; = | x; = 150.00 Xo = 300.00

0.4, w, = 0.3, w3 | x3=150.00 X4 =100.00 1.0000 | 1.2500 | 0.1333 | 2.0833
=02, w,=0.1 xs= 75.00 X = 125

Model (12) w; = | x,=219.17 Xo = 205.83

0.1, wp, = 0.2, w3 | x3=150.00 X4 =100.00 1.4611 | 1.4286 | 0.1412 | 1.6667
=0.3,w; =04 Xs = 75.00 xe = 100.00

Model (12) wy = | x; = 166.85 X2 = 300.00

0.1, w, = 0.3, w3 | x3=190.85 X4 =100.00 0.8742 | 1.6614 | 0.1285 | 1.6667
=0.4,w,=02 Xs = 75.00 xe = 100.00

The application of the proposed model to solve financial structure optimization problem
gives different solutions for different values of the objective function weights. In doing so
greater weight of the objective function gives greater value to the objective function, and vice
versa (see the Table 3). Therefore the obtained solutions express the decision maker’s
preferences. The decision maker can give information of the objective function weights as
well as information on the preferred value of the objective functions.

Conclusion

This paper proposes the methodology of linearization of linear fractional objective functions
in order to solve MOLFP problem by goal programming methods. The proposed
methodology has been tested on the problem of optimization of a company’s financial
structure using the weighted sum deviations approach of the goal programming method.
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The obtained results reveal the possibility of an efficient application of the proposed

methodology in solving the given problem.

There are many advantages of the proposed methodology compared to the existing

methods:

e The methodology is simple for both the analyst and the decision maker.

e The decision maker can determine objective function weights, and thereby the
obtained solutions reflect the decision maker's preferences.

e This method allows the analyst to form a set of efficient solutions by varying the
objective function weights, from which the decision maker can choose the preferred
one.

For the next research we propose using the proposed linearization technique in solving
practical multi objective linear fractional programming problems by different multi objective
programming methods to test their efficiency.
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Abstract: Analytical solution for the log-likelihood function maximization using first and second
derivatives is too complex within GARCH type models. This paper examines NR, BHHH, BFGS and
DFP as commonly used numerical algorithms. As solutions of different algorithms are sensitive to the
initial values and convergence criteria, the contribution of this paper is to determine which algorithm
gives the most stable estimates of the GARCH(1,1) parameters with application to time series of daily
returns from Zagreb Stock Exchange. This paper reveals advantages and disadvantages of different
iteration procedures according to the approximation of the Hessian matrix.

Keywords: GARCH(1,1), maximum likelihood estimation, Newton-Raphson, BHHH, BFGS, DFP.
1 INTRODUCTION

Maximum likelihood estimation (MLE) is one of the fundamental estimation approach in
statistical estimation theory. Researchers have a preference for MLE since it has desirable
statistical properties as efficiency and consistency. In most cases explicit formula for the
parameter estimates is not available, so various algorithms are employed in order to yield the
optimal solution. The fastest algorithm applicable to MLE problem is Newton-Raphson. It
uses the first and the second derivative of the likelihood function resulting with rather rare
usage in practical applications. The algorithms that are in researcher’s main focus use secant
updates as DFP (Davidon, Fletcher, and Powel) and BFGS (Broyden, Fletcher, Goldfarb and
Shanno) algorithms, or statistical approximation as BHHH algorithm (Berdnt, Hall, Hall and
Hausman). Trough years various updates are proposed as switching algorithms (e.g. using
one algorithm in 5 iterations, than second etc.), line search technique or trust region
approach. Various researchers have dealt with algorithms designed to solve specific MLE
problem. Authors in [1] and [14] have investigated algorithms in context of volatility models,
particularly about GARCH type models. They have concluded superiority of BHHH
algorithm in comparison with DFP and BFGS method.

Probabilistic choice models are considered in [5]. The author compares performance of
quasi-Newton algorithms (DFP, BFGS, and BHHH) by including model switching and trust
regions approach. Author concludes that choice of specific secant method does not appear to
be critical, while setting the initial value of Hessian seems to increase speed significantly.
Authors Mai, Bastin and Toulouse in [10] have investigated maximum likelihood estimation
in the framework of discrete choice models (mixed logit and logit based route choice
models). They reviewed standard trust region and line search algorithms with emphasis on
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different Hessian approximations. They conclude that predictive approach outperforms
switching approach and classical optimization algorithms (Newton, DFP, BFGS and BHHH).
Carling and Soderberg discussed in [6] maximum likelihood estimation in econometric
duration analysis with examining time and number of iterations upon convergence.

This paper attempts to fill a niche which algorithm has shown to be the best for estimating
parameters in GARCH(1,1) framework using STATA software, i.e. to determine which
algorithm gives the most stable parameters estimates that are robust on changing the initial
values and convergence criteria.

2 MAXIMUM LIKELIHOOD ESTIMATION OF GARCH(1,1) MODEL

Most financial time series experience stylized facts, i.e. time varying variance, volatility
clustering, ARCH effects (heteroskedasticity), etc. Models used for describing daily volatility
are GARCH(p,q) type models. Due to simplicity and sufficiency of GARCH(1,1) to capture
all statistical properties of returns standard GARCH(1,1) model is analyzed:

Y, =u+s, & =Unlo. ;u, ~iid
2 2 2 (1)
o =yt + oy,
Log-likelihood function for GARCH(1,1) model assuming Gaussian distribution is:
T T .2
In L(ﬂ)=—Ilog(27r)—EZIogat2—l L )
2 2 t=1 2 t=1 O}

In comparison with linear regression model, the system of equations (by setting all partial
derivatives equal to zero) does not yield analytical formula for estimator of unknown
population parameters S = [/1 a, o ﬁl]'. Therefore, numerical approach is necessary to
for maximizing the log-likelihood. Various numerical algorithms can be employed to solve
this problem, but the choice of specific algorithm depends on the objective function (model
complexity), prior knowledge of initial values and convergence criteria.

3 OPTIMIZATION ALGORITHMS

Since the log-likelihood is infinitely differentiable function, Newton algorithm can be
employed. Let S, be an estimate of S in i-th iteration, than i+1-th iteration is computed

with second order Taylor's approximation of InL(/) arround g, (evaluated in 3.,) :

INL(B.0) =LA+ (B~ A0, +5 (B = A H. (B ) ®
After calculating the first order condition and rearranging, the iterative algorithm is:
B =B+ (_ H; )71 gi 4)
oInL(p) o’ InL(p)

where ¢; = is the gradient vector and H, = e Is Hessian matrix.

aﬂ B=p; B=p;
The procedure is known as Newton-Raphson’s algorithm. The algorithm is
quadratically convergent, resulting with very fast descent toward the optimal value. The main
disadvantages of this method is the usage of the exact Hessian matrix and highly dependent
convergence on initial values (local convergence). The analytical formulas for Hessian matrix
are not easily computed so various upgrades of the algorithm were introduced. To assure that
in each iteration log-likelihood is increased, scalar 4, is added into the equation (4):

B =5 +ﬂ“i(_Hi)_lgi' ©)
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The vector d, =(-H,)™g,

is called direction vector, A is step length and algorithm in (5) is
usually referenced as modified Newton’s algorithm. Scalar A can be calculated using
simpler optimization procedure as golden ratio algorithm [7].
Davidon, Fletcher, and Powel have discovered the following relation:
H ‘-H 1y pip; _ Hiilqui'Hiill
R I TR A P A
where g. =g,,—9; and p, =B, — 5. When Hessian matrix in relation (5) is calculated
with (6), the algorithm is usually called DFP method.
Broyden, Fletcher, Goldfarb and Shanno have developed the following iteration
procedure:
1 -1 1 ' -1 -1 '
Hi+1—1 — Hi—l+ l+ qi Hli qi pi'pi _ piqi Hi '_'_HI qi pi .
pi qi pi qi qi pi
This method is usually called BFGS.
Berdnt, Hall, Hall and Hausman have proposed slightly different approach in [4], founded
on the information matrix equality. If the model is correctly specified and assuming that 2,

is the vector of true model parameters, the following equality is valid:

1(6,)=—E[H(5,)] (8)
where 1(f,) is the Fisher information matrix, defined as the covariance-variance matrix of
the score at f3,. H(f,) denotes Hessian matrix of likelihood function, while the gradient
vector is defined as:

(6)

(")

— In f
a(yls)=- ; (v18) )
The score function can be differently ertten in expanded formulation as:
0
0¥y, ¥r18)= Z@ In £ (y,/8) (10)
=1
where f denotes individual density. The information matrix can be differently expressed as:
1(8,)=Var(g(y|s, )= E {@ In(y|5, )— In (|3, )J (11)
For a finite sample, the information matrix 1(4) can be consistently estimated as
s\ 14 0
=T A 1P ) A, t
B)=5 X S5 tll) (v )p) (12)
According to these findings, Hessian matrix can be approximated with formula:
T
H i _Z ht ht I (13)
t=1

The equation (13) is usually called outer product of gradients (OPG).

All discussed algorithms converge to the optimal value if starting value is “near” the
global maximum. If this is not the case, algorithm can converge to a local maximum. The
best possible approach is to have a good feeling about the value of parameters. Most
algorithms have predefined maximum number of iterations to prevent endless loop. If
algorithm stops due to this reason, maximum value is not probably found. Other numerical

convergence criterion considers increase in (absolute) parameter value |,Bi+l — ﬂi| or increase
in (absolute) function value|InL(8,.,)—InL(3, ).
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4 COMPARISON RESULTS

Four algorithms Newton-Raphson, BHHH, BFGS and DFP are compared within parameters
estimation of GARCH(1,1) model using daily returns of Croatian stock market index

CROBEX from January 05, 2010 to December 20, 2014 (total of 1246 observations).

Table 1: Comparison of Newton-Raphson, BHHH, BFGS and DFP algorithms within parameters estimation of
GARCH(1,1) model using different initial values and different convergence criteria

Panel A) Convergence criteria |3,,; — ;| < 0.0001 with initial values z =, =0, &, =0.1, 5, =08
Recursion started with expected unconditional | Recursion started with estimated variance from
variance OLS residuals
NR BHHH BFGS DFP NR BHHH BFGS DFP
H -0.000039 | -0.000039 | -0.000039 | -0.000039 | -0.000045 | -0.000045 | -0.000045 | -0.000045
a -0.000021 | -0.000021 | -0.000021 | -0.000021 | -0.000021 | -0.000021 | -0.000021 | -0.000021
o 0.063166 | 0.063158 | 0.063139 | 0.063141 | 0.063149 | 0.063170 | 0.063145 | 0.063151
i 1.328317 | 1.328400 | 1.328618 | 1.328601 | 1.328732 | 1.328550 | 1.328728 | 1.328725
InL 4386.927 | 4386.927 | 4386.927 | 4386.927 | 4386.922 | 4386.922 | 4386.922 | 4386.922
No. iter. 6 41 28 27 7 44 26 28
Panel B) | Converg. criteria [In L(43,,)—In L(4 ] <0.0001 with initial values = c =0, &g =0.1, 4, =08
M -0.000039 | -0.000039 | -0.000039 | -0.000039 | -0.000045 | -0.000045 | -0.000045 | -0.000045
a -0.000021 | -0.000021 | -0.000021 | -0.000021 | -0.000021 | -0.000021 | -0.000021 | -0.000021
o 0.063166 | 0.063158 | 0.063139 | 0.063141 | 0.063149 | 0.063170 | 0.063145 | 0.063151
i 1.328317 | 1.328400 | 1.328618 | 1.328601 | 1.328732 | 1.328550 | 1.328728 | 1.328725
InL 4386.927 | 4386.927 | 4386.927 | 4386.927 | 4386.922 | 4386.922 | 4386.922 | 4386.922
No. iter. 6 41 28 27 7 44 26 28
Panel C) | Convergence criteria g] (—H; )" g; <0.0001 with initial values . =aq =0, g =0.1, 8, =0.8
H -0.000039 | -0.000039 | -0.000039 -0.000045 | -0.000045
ay | -0.000021 | -0.000021 | -0.000021 | Flatlog |.0.000021 | -0.000021 o
o, | 0.063142 | 0.063149 | 0.063138 ";‘f;'nr:%‘;d 0.063149 | 0.063160 '(:C':;r']%? ]ll'rfg'gg’hc:ﬁ
i 1.328581 | 1.328502 | 1.328627 | find uphill | 1.328732 | 1.328612 direction)
InL 4386.927 | 4386.927 | 4386.927 | direction) | 4386.922 | 4386.922
No. iter. 39 81 38 39 82
Panel D) Convergence criteria |3,,; — ;| < 0.0001 with initial values z=a, =0, a; =0.2, f, =0.7
H -0.000039 | -0.000039 | -0.000039 | -0.000040 | -0.000045 | -0.000045 | -0.000045 | -0.000045
Qg -0.000021 | -0.000021 | -0.000021 | -0.000021 | -0.000021 | -0.000021 | -0.000021 | -0.000021
o 0.063147 | 0.063136 | 0.063112 | 0.063151 | 0.063159 | 0.063146 | 0.063157 | 0.063135
o 1.328527 | 1.328669 | 1.328904 | 1.328507 | 1.328619 | 1.328788 | 1.328634 | 1.328890
InL 4386.927 | 4386.927 | 4386.927 | 4386.927 | 4386.922 | 4386.922 | 4386.922 | 4386.922
No. iter. 7 87 40 38 7 89 36 43
Panel E) | Converg. criteria [In L(B;,,)—In L(5, ] <0.0001 with initial values x =y =0, ¢y =0.2, =07
H -0.000039 | -0.000039 | -0.000039 | -0.000040 | -0.000045 | -0.000045 | -0.000045 | -0.000045
a -0.000021 | -0.000021 | -0.000021 | -0.000021 | -0.000021 | -0.000021 | -0.000021 | -0.000021
o 0.063090 | 0.063136 | 0.063112 | 0.063151 | 0.063159 | 0.063146 | 0.063157 | 0.063135
B 1.329169 | 1.328669 | 1.328904 | 1.328507 | 1.328619 | 1.328788 | 1.328634 | 1.328890
InL 4386.927 | 4386.927 | 4386.927 | 4386.927 | 4386.922 | 4386.922 | 4386.922 | 4386.922
No. iter. 6 87 40 38 7 89 36 43
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Panel F) | Convergence criteria giT (— H; )_lgi < 0.0001 with initial values y=ay =0, ¢ =0.2, B, =0.7

H -0.000039 | -0.000039 -0.000045 | -0.000045

o -0.000021 | -0.000021 -0.000021 | -0.000021
Flat log likelihood

Flat log likelihood

o 0.063139 | 0.063136 (cannot find uphill 0.063149 | 0.063146 (cannot find uphill
By 1.328614 | 1.328669 direction) 1.328738 | 1.328788 direction)
InL 4386.927 | 4386.927 4386.922 | 4386.922

No. iter. 40 87 40 89

Stability of the above-mentioned algorithms is examined due to different convergence criteria
(relative change of parameters vector, relative change of the log-likelihood value between
two successive iterations and gradient vector), different initial values of unknown parameters
vector g = [/1 a, o ﬁl]' and different setting of pre-sample variance o for starting

recursion (either expected unconditional variance or estimated variance from OLS residuals).
In theory the maximum of log-likelihood occurs when the gradient vector is zero. Namely, in
practice the calculated gradient vector is never exactly zero, but can be very close. Therefore,

giT(— Hi)*lgi is often used to evaluate convergence. If inequality giT(— Hi)*lgi <0,0001 is
satisfied, the iterative process stops and the parameters at current iteration are considered as
estimates. However, small changes in parameter values, with small increases in log-
likelihood function could be evidence that convergence has been achieved. Even so, small
changes in accompanied by a gradient vector that is not close to zero indicate that we are not
effective in finding the maximum. To investigate if local maximum is the global optimum we
should use different starting values and observe whether convergence occurs at the same
parameter values. Empirical research has showed that initial vector of parameters as null-
vector is not appropriate because it would result in portion of not concave log-likelihood
function at null iteration.

For constant terms in mean equation and variance equation initial values are set to zero,

i.e. u=a,=0, while for ARCH term «; and GARCH term g, , different initial values are
taken into account. Model GARCH(1,1) usually indicate high volatility persistence, i.e. the
sum of parameters «, + f, is close to one, describing almost integrated behaviour of the

conditional variance. In other words, it is expected that long time is needed for shocks in
volatility to die out and that volatility reacts at low intensity on past market movements.

Therefore, two combinations of initial values are introduced a) =, =0, ¢y =0.1, 5, =0.8

and b) u=a,=0,a,=0.2, B, =0.7. Procedure starts with calculating gradient vector with

respect to initial parameter values. At each iteration the step size is reduced (Stepping
backward) or increased (stepping forward) in purpose to calculate "new f". Step size is
reduced when the initial step is "bad", and it is increased when the initial step is "good".
Procedure stops at last iteration when a convergence criterion is satisfied and the last step is
"ignored”. Table 1 summarizes comparison results of parameters estimation according to NR,
BHHH, BFGS and DFP algorithms.

5 CONCLUSION

This paper attempts to fill a niche which algorithm has shown to be the best for estimating
parameters in standard GARCH(1,1) model, i.e. to determine which algorithm gives the most
stable parameters estimates that are robust on changing the initial values and convergence
criteria. All four algorithms (NR, BHHH, BFGS and DFP), have advantages and
disadvantages. Newton-Raphson’s algorithm uses the Hessian matrix which needs to be
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computed in every iteration. If the second derivatives of log-likelihood function are
(numerically) complex, this method should be avoided. DFP and BFGS algorithm use similar
approach with approximating Hessian matrix and generating sequence of matrix, where the
current one is computed from previous version. The procedure is highly dependent upon
initial value. BHHH algorithm also uses Hessian approximation by computing outer product
of gradients. It can be noticed that iterative optimization procedure does not have much

influence on constant terms in both equations, while parameters ¢, and g, differs between

algorithms. However, these differences are negligible when a convergence criterion based on
the relative change of parameters vector or the log-likelihood value between two successive
iterations. When a convergence criterion is based on gradient approximately close to zero
more iterations are needed in general, while BFGS and DFP algorithms do not converge due
to flat log-likelihood function (cannot find uphill direction). Newton-Rapson and BHHH
algorithm have proved to be stable according to different convergence criteria. Further
research will be based on simulation techniques to investigate which algorithm gives
parameters estimates that are most likely to be the true parameters values.
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Abstract: Developing and interpreting a prediction model can be quite a difficult task especially
when dealing with highly correlated variables. The aim of this paper is to demonstrate the application
of factor analysis for the purpose of increasing overall interpretability of the logistic regression
model. The results show that by conducting factor analysis prior to building regression model
researchers can overcome some model interpretability issues, such as misalignment with theoretical
background, and create a model that is easier to understand, explain and apply in real-life business
situations.

Keywords: factor analysis, logistic regression, interpretability, growth prediction model
1 INTRODUCTION

Logistic regression modeling is widely used for the analysis of multivariate data involving
binary responses we deal with in our research. It provides a powerful technique analogous to
multiple regression and ANOVA for continuous responses. However, when working with
highly correlated variables, logistic regression may provide results that are, from the
theoretical perspective, very hard to interpret. The aim of this paper is to demonstrate the
application of factor analysis prior to building logistic regression model in order to boost
interpretability without compensating on predictive power of the model. The goal of the
study is to develop a model for estimating growth potential of small and medium-sized
enterprises (SMES) in Croatia based on predominantly financial data and some nonfinancial
data noted in their financial statements.

Previous studies used various approaches to tackle the issue of interpretability and
accuracy of the prediction model. Schielzeth (2010) suggests some simple methods, such as
centering and standardization of input variables or thoughtful removal of intercepts or main
effects, to improve interpretability of regression coefficient in linear regression models.
Furthermore, Li (2014) used a combination of principal component and logistic regression to
distinguish accounting information distortion and achieve higher model accuracy. Similar
approach was used in two other studies (Shengyuan, 2009; Kehong and Zhansheng, 2006)
that combined principal component and logistic regression but in context of corporate
financial distress prediction. Zhu and Li (2010) used principal component as a preprocessing
method before applying logistic regression and discriminant analysis for credit risk
estimation. Suleiman et al. (2014) used principal component as input for predicting
applicants’ creditworthiness in order to improve the predictive power of linear discriminant
and logistic regression models. Results showed that the use of principal component as input
improved models prediction by reducing their complexity and eliminating data co-linearity.

Methodological steps undertaken in this paper are the following: (i) development of the
logistic regression model where independent variables are financial ratios defined as
observed variables; (ii) application of factor analysis on independent variables in order to
create factors; (iii) development of the logistic regression model where independent
variables are factors; (iv) comparison of both logistic regression models in light of their
interpretability and predictability.
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The structure of the paper follows the methodological steps and ends with the discussion
on advantages and limitations of this approach, possibilities of application and suggestions
for further research.

2 DATA AND VARIABLES

The sample used in this research consists of 1492 privately-owned small and medium-sized
companies in Croatia. They were chosen from the Financial Agency (FINA) data set that
include 53434 SMEs which existed over the period from 2008 to 2013. An enterprise is
defined as high growth if it has average annualized growth in assets greater than 20% a year,
over a three-year period, from 2010 to 2013 (OECD, 2010). Out of total number of SMEs,
746 enterprises met this criterion. Development sample included 650 high growth SMEs,
while validation sample consists of 96 high growth SMEs. The other 746 SMEs, which are
not high growth, were selected randomly from the whole data set. They were divided in the
same way as high growth enterprises.

Independent variables for growth prediction model are created for every enterprise in the
data set for the period from 2008 to 2010. Total of 101 variables were created. They are
grouped in 5 groups: liquidity (15 ratios), turnover (30 ratios), leverage (15 ratios) and
profitability (15 ratios). In general, it could be noticed that most of the financial ratios from
all of the groups are higher in growing SMEs compared to not growing SMEs although there
are some ratios which show different behavior. The fifth group consists of 26 variables
which include industry sector, non-tangible assets and percentage change in number of
employees, assets, profitability, sales and some other performance indicators.

3 METHODS

In the process of developing a model with the binary dependent variable Y — probability for
a firm to become high growing or not — logistic regression was used. In simple terms, for one
independent variable x the logistic function would be:

eﬁO+B1x
y= 1+eBotB1x @)

The goal is to obtain S, and f,. Because the above formula is not linear, through logistic
transformation it becomes:

logit(y) = Bo + B1x (2
where logit(y) = lf—y often called 'log odds'. Intuitively for more variables logit(y)
becomes
) logit(y) = Bo + B1x1 + -+ + Bnxn

Selection procedures forward and backward were used, and the selected variables were used

with R built in function g1m () to obtain our first model (Agresti, 2002). To address the

difficulties with interpretation of regression coefficients, factor analysis was conducted.
Factor analysis is a procedure to get a model with the following structure:
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X1 — 1 = a1 By +apk+ -+ a B+ Uy
Xy — Uy = apFy + axFy + -+ ay B+ U,

Xp - ,Llp = ap]_Fl + aszz + -+ ap-rFr + Up (4)

where X;, i = 1,2,...,p are observed variables, and F; and U; ,i=1,2,..,p; j =12,..,7
are unobserved. Equivalently, the set of equations can be written as

(x—pw) =Af +u )

where A is the factor pattern matrix consisting of its elements a;; which are called factor
loadings, x is the p x 1 vector of elements X;, i = 1,2, ...,p and u is vector of their means.
While f is the r X 1 vector of elements F;, j = 1,2,...,r, they are called common factors
and are assumed to have mean 0 and variance 1. U; , i = 1,2, ..., p are unique factors and are
assumed to have mean 0, but variance ¢?,i = 1,2, ...,p, they form the p x 1 vector u.
Addionally, it is assumed that the unique and common factors are uncorrelated. So, by
marking the covariance matrix of x with X, the previous equation turns into:

T=E[x-wx-p']

=E[Af +wAf +u)']

E[(Af + W) (f'A" +u')]

E[Aff'A" + uf'A" + Afu’ +uu’']

E[Aff'A'| + E[uf'A’] + E[Afu’] + E[uu']

AE[ff'|1A" + E[uf’ + AE[fu'] + E[uu’]

=AA + ¥, (6)

where W is the vector of variances of U;. Whereas the right side of the equation consists only
of unobserved data, this process is not unique, and different factors can be obtained (Jobson,
2012).

To get the factor scores, F;, j =1,2,..,7 R was used and the function fa (), from the
package psych. Not all variables showed correlation with at least one factor, so one by one
was excluded from the factor analysis, until the desired result was reached. With the factor
loadings from function fa () and some additional variables that covered profitability once
again glm () was used to develop new logistic regression model.

4 RESULTS

For the purpose of this study, data analysis and model development procedures can be
divided into four steps. First, the standard logistic regression model was built based on
predefined set of financial ratios. The model was juxtaposed to the underlying theoretical
background and inconsistencies in model results were identified. Second, factor analysis was
applied on independent variables and three factors were singled out. Third, a new prediction
model was developed by using factors as independent variables. And finally, a comparison
of a prediction model without factor analysis and a prediction model with factor analysis was
given and the results were evaluated in the context of both theoretical framework and
methodological approach.

The first step covered development of logistic regression prediction model in a standard
way with financial ratios set as observed variables. The model consists of 15 variables and
has satisfactory performance measures (total hit rate 64.65%, hit rate for growth firms
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64.1%, hit rate for non-growth firms 65%; AUC=0.7, KS=40.26%; AIC = 828.32). To reach
an adequate level of prediction, the authors developed several prediction models that showed
average performance. Still, interpretation of the model was challenging as the results collide
with the underlying theory and, in some cases, even with the common sense. In that context,
several inconsistencies should be noted. First, some predictor variables have negative
coefficients while the theory and sound reasoning suggest the opposite. For example, Fixed-
asset turnover has a negative regression coefficient suggesting that the increase of the
turnover leads to decrease of potential to growth. Second, while the descriptive analysis
shows that higher values of a particular indicator are characteristic for growing companies,
the final model can show the negative value of respective coefficients, such as Ratio of
short-term liabilities to equity. Third, sometimes the sign of the coefficients can change in
the process of model development which happened with Return on equity and Ratio of
retained earnings and total assets.

To account for these inconsistencies, factor analysis on independent variables was applied
in the next step. Analysis of variance of eigenvalues showed that three factors could be
generated. This represents 99% of total variance. The results of this procedure are shown in
table 1.

Table 1: Factor loadings of three extracted factors

Factor 1 Factor 2 Factor 3
(Turnover Factor)  (Liquidity Factor)  (Leverage Factor)

Current Ratio -0.00012 0.998667 -0.0001
Leverage Ratio 3.04E-06 -0.000000172 0.998749
Total Equity to Total Asset Ratio -3.00E-06 0.000000261 -0.99875
Quick Ratio -6.30E-05 0.998669 -0.0000527
Total Asset Turnover 0.99873 0.000197 0.000205
Current Asset Turnover 0.998119 -0.00016 -0.00016
Sales to Total Asset Ratio 0.998516 -0.0000416 -0.0000468
Cash Ratio 0.000301 0.847054 0.000251

Looking at the factor loadings it could be noticed that variables are grouped in theoretically
sound way assessing three groups of business performance indicators: business activity
(turnover ratios), liquidity and leverage.

Furthermore, in the third step, the factors were treated as independent variables and the
new logistic regression model was developed. Additionally, since profitability ratios were
removed in the process of factor analysis, they were put back during the logistic regression
model development together with some variable from the fifth group of variables. The
logistic regression results are given in the table 2.
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Table 2: Logistic regression model with factors as independent variables

Factor/Variable Regression coefficient

Factor 1 (Turnover Factor) 160.3426

Factor 2 (Liquidity Factor) 8.2408

Factor 3 (Leverage Factor) 147.246

Intangible Assets/Total Assets 1.6228

Net Income/Sales -0.0068

Net Income/Equity 0.0002

Change (%) in number of employees -0.1437

Accuracy of the model: total hit rate 60.67%, hit rate for growth firms 56.1%,
hit rate for non-growth firms 64.58%; AUC=0.64, KS=29.42%; AIC = 748.77

The final step in the analysis was to compare logistic regression models with and without
factor analysis applied prior to model building. Comparison is done according to model
quality, interpretability and predictability. Based on hit rates, area under the curve and
Kolmogorov-Smirnov indicators, the first model exhibits a slightly better performance in
terms of model predictability. Nevertheless, according to Akaike information criterion
(AIC), the second model shows a higher relative quality and therefore represents a better
option when choosing a model for predicting growth. As regard to interpretability, all of the
three issues introduced in the paper have been addressed. First, results obtained by
combining factor analysis and logistic regression gave results that are more logical and in
line with the theoretical framework (Sampagnaro, 2013; Segarra and Teruel, 2009). As it can
be seen from the table 2, the potential for growth rises with an increase of liquidity, turnover,
leverage and profitability, with a drop of return on sales and with a decrease in change in
number or employees. Second, regression results coincide with the input data. Leverage
ratios are higher in high growth SMEs and the same can be seen in the final model. Third,
the results are consistent. Since one factor represents liquidity it implies that higher liquidity
means higher potential to growth and it cannot happen that one liquidity coefficient is
positively associated with the growth potential and the other negatively (which was the case
in a regression model developed in a standard way).

5 CONCLUSION

Logistic regression is a method of choice when analyzing multivariate data involving binary
responses. Still, sometimes logistic regression may result in models that are very difficult to
explain, especially if derived from a large set of highly correlated variables. To overcome
these issues without any great loss in information contained in data, the authors conducted
factor analysis prior to regression model building. The goal was to improve interpretability
of the model by identifying most important factors and reducing large number of variables,
as well as lowering multicollinearity levels. Based on the empirical analysis, the model
created by combining factor analysis with logistic regression exhibits variables that are
simpler and easier to interpret. Those variables, when observed separately, depict the main
area of business performance — business activity, liquidity, leverage and profitability.
Moreover, the influence of each variable on predicting growth is unambiguous and aligned
with the underlying theory.

This study has certain limitations and they are predominantly related to the data itself.
Financial statements of small and medium-sized companies are not subjects to regular
financial review process and therefore may have questionable quality and reliability.
Furthermore, the period covered with the analysis refers to time of worldwide economic
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crisis and the data may be under the influence of some macroeconomic forces that are not
typical for the time of economic prosperity.

However, model for predicting company’s growth can be a powerful strategic tool for
managers and entrepreneurs, and is widely applicable in many areas of business decision
making such as finance, management, marketing and sales. This only emphasizes the need
for developing growth prediction models that are easy to understand and apply in business
decision making, not only for researchers and academics, but for business people as well.

Growth prediction models can further be improved by focusing on two aspects:
improving the existing data (strengthening the supervision and increasing the reliability of
financial statements), and expanding the data set (by including non-financial and
macroeconomic variables). All of that could lead to an increase of predictability of the
model.
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Abstract: Although the use of information technology in business to business (B2B) sales is high,
and generates lots of data, sales forecasting relies more on the personal judgement and established
mental models. Business domain data sets often list a high number of descriptive features, however
only a few have some value for machine learning techniques. Small number of features is important
for understanding and interpretation in the context of organizational learning. We present an
operational guideline for selection of small number of the most relevant features while maintaining
high classification accuracy. Promising results of introduced three-step operational guideline are
presented in this paper.

Keywords: feature subset selection, machine learning, business case, knowledge engineering

1 INTRODUCTION

We investigate a feature subset selection problem for business data sets. As a use-case we
present a data set built on insights from B2B sales experts provided in a form of sales history.
In human reasoning the number of features impacts the comprehensibility and perceived
complexity, therefore one has to focus only on the most important features. Definition of
features relevant for human comprehension may be highly subjective. Reduction in the
number of features is motivated by a need of sales teams to understand and discuss
relationships between features and the sales outcome free from personal biases. In [1] author
suggests the number of features should be in the range of 7 + 2 non-redundant features.

Our research question is related to whether we can define operational steps to achieve an
optimal balance between subset of features and classification accuracy (CA) of machine
learning (ML) model trained on the selected subset. This optimization problem is formulated
in (1).

min(«<- (1 — CA) + (1—) - |S|/|A]) O0<oa<1 (1)

where a is balance factor, |S| is a power of subset of features and |A| is power of all listed
features. An exhaustive search through all possible feature subset is impossible due to its
exponential size. We propose a sequence of operational steps which shall result in a balanced
subset.

This paper is organized in three sections. In Section 2 we introduce data set, filter and

classifier methods. In Section 3 proposed operational guideline is applied and in Section 4 we
conclude the paper with outlined findings and suggestions.
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2 METHODOLOGY OVERVIEW

The feature subset selection problem is a well-researched topic within data mining and
machine learning [2, 3, 4, 5, 6]. Various techniques were proposed and thoroughly validated
on different publicly available data sets, which helped us to select three techniques, suitable
for our problem based on characteristics of data sets in B2B sales domain.

2.1 Building a full list of features
Our real-world domain is described by carefully selected set of features, reflecting B2B sales
history. Sales opportunities are labelled with their final outcomes (yes or no). Features can be

of different (numeric, nominal or ordinal) types. A data set sample is present in Table 1.

Table 1: B2B Sales history data (a sample only).

Cint_stats | Deal _type | Scp_clrty | Strat deal | Cross_sale | Up_sale | Imp_Client | Signed
current project clear avg yes no strategic Yes
current solution clear unimport | yes no normal No
current project clear avg no yes normal Yes
new project limited avg no no normal No
current project clear very imp | no yes strategic Yes
current solution clear avg yes no normal Yes

This data set was obtained from a software development company, participating in the
research. The data set consist of 22 features and 150 sales cases, among which for 65 cases
the deal was signed and for 85 it was lost.

2.2 Feature ranking methods overview

In feature subset selection in machine learning relevant features should be detected and
preserved, and irrelevant should be discarded. This typically has a positive impact on
learning speed, generalization capacity and simplicity of induced models [6]. Same authors
indicated other benefits, like reduced measurement costs and better understanding of a
domain. These are important criteria also for our B2B sales forecasting case where the cost of
data acquisition can be significant. Feature subset selection enables better understanding of
the sales domain as the important features are ranked higher than rest of them. This creates a
basis to effectively mitigate prior mental models based on intuition and biases of participants.
A comprehensive overview of feature selection methods is available in [6], where three main
techniques are listed: filters, wrappers and embedded methods.

Filter methods try to extract general characteristics of training data and rank features in a pre-
processing step without interaction with classification models. This approach is promising for
our research, as we would like to maintain independence from classifiers and compare CA of
different classification models using top ranked features. Wrapper methods take a particular
classification model as a part of feature selection process. A contribution of a feature is
determined with the performance of the model for different subsets of features. This approach
is computationally expensive as it requires a training re-run for each feature subset; however
it has an advantage to expose low performing features and detect redundant features. For
example, two features can be both relevant, however, they might be correlated and thus only
one is needed in the model. Embedded methods are integrated into a specific classifier and
evaluate features during the training process.
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Our goal is to find a minimal non-redundant subset with acceptable CA. As most filter
methods are inferior in detecting redundancy (but they are fast, tough), wrapper methods are
also considered in our research.

2.3 Filter methods

Based on previous research [4,5,6], we identified a few filters, which are perceived as the
best performing and are frequently used as a method of choice for ranking features. They are
described in a compact form below.

ReliefF

ReliefF [4] is an extension of algorithm Relief [7] and estimates the quality of features based
on how well their values separate similar cases. This means that the quality of individual
feature depends on the context of other features which allows this method to detect
interactions between features [4, 5].

Random Forest as a filter

Random Forest [8] is a state-of-the-art classifier, which can be applied as a feature quality
estimator and selector. When used as a filter it compares classifier’s performance on original
and modified data, generated by random value permutations. Difference in performance on
original and locally perturbed data for each tree in the forest is summarized as an importance
estimate [5].

Gain Ratio

The Information Gain [12] is a classical measure based on class value impurity. It measures
entropy of features conditioned upon class. To avoid preference of features with more values,
Gain Ratio uses normalization with feature entropy [9].

2.4 Selected Classifiers

We selected several classifier methods, which have performed well in previous studies ([5],
[10]) or exhibit good comprehensibility.

Random Forest classifier (RF)

Random Forest learning algorithm [8] is constructing a set of decision trees, called forest.
Individual tree are grown with a limited set of randomly selected features. During the
classification each tree is an independent “voter” for testing instances. Votes are counted and
the majority class is taken as a prediction for a given instance.

Naive Bayes (NB)

Naive Bayes is a popular classifier due to its simplicity. Using Bayes rule is called naive due
to the assumption that features are independent.

Decision Tree classifier (DT)

Decision tree is classification technique popular due its visualization in a form of a tree.
Internal nodes of trees contain features. The branches are formed based on the values of the
feature. Leaves of the tree contain the predicted class.

3 APPLICATION OF METHODOLOGY
We propose application of introduced methods as an order of three steps:
1. Rank features according to their relevance using filter methods.

2. Build ML model by incrementally adding ranked features, monitoring maximal CA to
detect the cut-off point.
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3. Eliminate noisy and redundant features with wrapper method.

To create an initial set of features for description of sales cases, we worked with the
company’s sales team through guiding workshop. From the initial data set 60% of cases is
randomly assigned to the training set (90 cases) and the rest are left as the testing set (60
cases). Statistical, data mining and machine learning suite R ver. 3.2.0 was used for data
analysis, visualization and programming tasks. CORElearn library of machine learning
techniques and methods [11] was utilized for ML model building, feature ranking and
wrapper creation.

3.1 Feature ranking
We ranked features according to their relevance by applying selected filters. Comparing the

obtained rankings we concluded that for all filters only between 4 and 6 features (mostly the
same) rank high, the rest are less important. Figure 1 shows the distribution of rankings.
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Figure 1: Feature ranking by selected filter methods (each point represent a feature).
3.2 Increasing CA with progressive addition of ranked features

Next we added ranked features (by ReliefF) one by one to training of ML model and measure
their CA. As a result the maximum CA defines cut-off point of ranked features, where the
rest can be discarded, as they decrease CA. Figure 2 shows growth of CA as result of adding
features one by one to the model. We tested RF, NB and DT classifiers on testing data.
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Figure 2: Incrementally adding features ranked by ReliefF to 3 classifiers — CA on testing data set.
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Figure 2 reveals that RF and NB achieve their maximum CA faster than DT. After 8th feature
is added to the first two models, CA starts to drop and then varies, however it never reaches
maximum CA again.

3.3 Dealing with noise and redundancy

We noticed negative or no difference in CA during incremental addition of some features,
which indicated noisy and redundant features. Therefore we constructed a wrapper method
capable of eliminating such features. We excluded features one by one from the list of
features (top down) and monitored CA. When excluded feature increased CA performance
(Table 2, column Row_miss), we excluded it from the list. Table 2 shows remaining features
after these steps. All differences in column Diff are negative, therefore features are
contributing to CA and they can’t be dropped. This list of features defines minimum feature
list for our data set.

Features in Table 2 are: Post_statmn (does a client makes public positive statements),
Up_Sale (does company sells more of the same service/product to existing client),
Competitors (indicates presence of competing offerings) and Procrmnt (indicates
involvement of a purchase department in the sale).

Table 2: The final list of the most important features for Naive Bayesian classifier.

Feature name | All_Feat | Row_miss Diff | Prct_Diff
Post_statmn 0,80 0,78 -0,02 -2,78%
Up_Sale 0,80 0,78 -0,02 -2,78%
Competitors 0,80 0,78 -0,02 -2,78%
Procrmnt 0,80 0,77 -0,03 -4,17%

4 CONCLUSIONS

We introduced a heuristic, but operational solution to the sales forecasting optimization
problem. The proposed order of application of ML methods can be used as a general
approach to balance CA for models built with selected subset of features. Reduction in
number of features improves speed of execution for most ML techniques and increases
parsimony of a model.

The proposed solution was applied to the real-world business data set. For this data set the
minimum number of features is 4 (Table 2) for NB classifier, which represents less than 20%
of the initial number of features. For different data set and different classifier different
minimum number would be identified by the proposed methodology.

In the future we will test the methodology on B2B data sets from other companies and test
additional methods for detection of redundancy, e.g., the wrapper approach using other
classification models. It would be interesting to analyse if pairs (features, cases) create a line
of equal CA for different pairs (kind of “iso-CA”).
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Abstract: The paper focuses on the testing of regional income convergence of NUTS2 EU regions
during the 2000-2011 period using both non-spatial and spatial approaches. The first part of analysis
was aimed to the testing of absolute and conditional hypotheses by using traditional beta-
convergence concept, i.e. spatial regional dependences were not considered. The results of our
analysis showed that the regions with lower per capita GDP grew at a higher speed during the period
2000-2011. Also the inclusion of dummy variable to the model was used to control different steady
state levels of per capita GDP of different regions. The estimation of the spatial income convergence
models confirmed that the spatial dependence among regions does matter. The inclusion of spatial
effects and also the use of conditional convergence concept led to worsening of convergence
characteristics. Overall, the results of our analysis imply that convergence process is not determined
only by a region’s initial income and other specific factors but also essentially by its neighbourhood
region’s growth performance.

Keywords: beta-convergence, spatial econometric models, NUTS2 regions.
1 INTRODUCTION

In recent years, income disparities and convergence in European Union (EU) countries and
regions become an important research area for analysts and also for economic policy
creators. This growing interest is mainly caused by the process of the eastward enlargement
of the EU which is accompanied by the problem of regional disparities and convergence.
Balanced regional development and reduction of regional disparities is one of the main
objectives of the EU, as it is recognized in the EU treaty [4]. The essential argument is that
the balanced regional development is necessary condition for social cohesion and increased
competitiveness in the EU. Also the EU's strategic document Europe 2020 [3], new
economic geography and growth theories emphasize the role of geographic spillovers in
growth mechanism. Just the integration of the spatial dependence among regions and growth
processes was our main motivation for spatial analysis of income convergence of EU
regions.

As it has been already mentioned, regional income convergence has become more popular
in recent years, but despite this interest, studies on spatial regional convergence in the
enlarged EU are relatively scarce. From the studies dealing with the European regional
convergence, income disparities and spillovers taking into account spatial pattern we can
mention e.g. [2], [6], [7], [8].

The aim of this paper is to consider the geographical dimension of data in the estimation
of the income convergence of 252 NUTS2 (Nomenclature of Units for Territorial Statistics)
EU regions and to emphasize geographic spillovers in regional economic growth process.
Using the 2000-2011 period we try to test hypotheses of absolute and also conditional
income convergence using both non-spatial and spatial approaches. GDP per capita in euro
of NUTS2 regions is used as a proxy for the income level of individual regions.
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The rest of the paper is organized as follows: sections 2 and 3 deal with theoretical
backgrounds of the study. Estimation results are presented and interpreted in section 4. The
paper closes with concluding remarks.

2 INCOME CONVERGENCE MODELS

The issue of income convergence deals with the question whether poor economies catch-up
to wealthier economies. In the literature we can distinguish the three hypotheses concerning
the regional convergence: the absolute (unconditional) convergence hypothesis, the
conditional convergence hypothesis and the club convergence hypothesis (for more details
see e.g. [5], [7])-

In order to empirically test the convergence, the concepts of so called beta-convergence
and sigma-convergence are usually used (see e.g. [7]). Furthermore it can be distinguished
the unconditional and conditional beta-convergence [5]. Since the beta-convergence is
concentrated on detecting of the catching-up processes, sigma-convergence focuses on the
reduction of disparities among regions in time and gives information about the convergence
“journey”. In this paper we will furthermore deal only with the concept of beta-convergence.
The analysis of the beta-convergence is usually based on the following cross-country/region
growth regression [7]:

|”Lyi_'TJ:05+,B|n(yi,o)+5i & ~i.i.d(0,a§) (1)

i,0
where y,, and y;, are the per capita GDP’s of the region i (i=12,...,n) in the base year 0

and in the final year T, respectively. In {y'—TJ is the growth rate of the i-th region per capita

i,0
GDP in the period (0, T), T denotes also the number of periods for which we have data, n is
the number of regions in the data set, ¢ and gare unknown parameters and ¢; is an error
term. The absolute convergence hypothesis can be accepted if the estimated g parameter is

statistically significant and negative. Concerning the equation (1), two more indicators can
be calculated — the speed of convergence and the half-life (formulas for calculation see e.g.

[1], [7]).
The conditional beta-convergence hypothesis incorporates the variables which enable the
differentiation of the regions and also enables to capture different initial conditions. Since in

the further analysis only one dummy variable D, will be used, the model (1) can be
reformulated as follows:

InLyi—'TJ:05+,B|n(yiyo)+7/Di+gi &, ~i.i.d(0,of) 2
i,0
where D, is adummy variable indicating if the region i belongs to a postcommunist country
(D;=1) or not (D, =0), y is a parameter and all other terms were previously defined
above. The conditional convergence hypothesis can be accepted if the estimated value for g
is significantly negative.

Models presented above are based on the fact that each region is a geographically

independent entity and no spatial interactions were considered. During the last years these
models have been modified in order to incorporate the mutual regional interactions. In
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spatial econometric models the spatial relationships are expressed by the spatial weight
matrix W of dimension (nxn). There are various possibilities how to specify the spatial
weight matrix W (see e.g. [1]). One of the possibilities is to use the queen case contiguity
matrix W.

3 SPATIAL CONVERGENCE MODELS

After estimation of the model (1) or (2) using the Ordinary Least Squares (OLS) it is
necessary to calculate the spatial diagnostic statistics (e.g. the Moran’s | — see e.g. [1]) which
indicate whether there is spatial autocorrelation in the residuals. In case that the spatial
autocorrelation is present, the Lagrange Multiplier (LM) tests can be used in order to decide
whether a spatial autoregressive (SAR) or a spatial error (SEM) model of spatial dependence
is the most appropriate. If both statistics are significant, robust modifications of these
statistics should be used (see [1], [7]). Both SAR and SEM models can be estimated by e.g.
the maximum likelihood method (ML).

3.1 Spatial Autoregressive Model

Model SAR, known also as spatial lag model, is appropriate if spatial autocorrelation among
neighbouring regions exists, i.e. if the growth rate in a region is related to those of its
surrounding regions conditioning on the initial level of per capita GDP. In this case the beta-
convergence model (2) can be modified as follows:

|n£yi_fj —a+p(y,,)+yD, +pzj:WijL|n[yj'T JJmi . & ~iid(0,6?) (3)

Yio i.0

where p is the scalar spatial autoregressive parameter, w; are the elements of matrix W

describing the structure and intensity of spatial effects and all other terms were previously
defined.

3.2 Spatial Error Model

The specification of spatial error model (SEM) is appropriate when it is supposed that the
spatial autocorrelation exists in the error term. In such a case the non-spatial model (2) can
be modified as follows:

In[i;i_VTJ:a-’_IBm(Yi,o)"'VDi+5i’ =4 ‘Wijgi+9gi’ §i~i.i.d(0,0'§) )

where A is a scalar spatial error coefficient expressing the intensity of spatial autocorrelation
between regression residuals.
4 EMPIRICAL RESULTS

The above presented spatial econometric models were used to detect and to treat spatial
dependence in the model of beta-convergence on per capita GDP (defined at current market
prices in Euro) of 252 NUTS2 EU regions® over the 2000-2011 period?. The data were

1 We considered NUTS2 regions of EU corresponding to actual state in 2011. Due to the possible problems
with isolated regions we excluded 20 island regions of Cyprus, Malta, France, Finland, Spain, Greece, Portugal
and Italy.
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retrieved from the web page of Eurostat [9] and the whole analysis was carried out in the
software GeoDa (Geographic Data Analysis) [11]. The corresponding shapefile (.shp) for
Europe was downloaded from the web page of Eurostat [10] and thereafter 252 NUTS 2
regions were selected in GeoDa.

This paper is aimed to test absolute and conditional beta-convergence hypotheses using
both non-spatial and spatial approaches. We begin with estimation of the traditional absolute
beta-convergence model (1) in which the effects of spatial dependence are not considered.
The estimation of this model (Modell) was done by OLS and thereafter the tests aiming at
detecting the presence of spatial dependence were carried out using a spatial weight matrix
W. The spatial weight matrix W was specified as a contiguity weight matrix of queen case
definition of neighbours. The estimation results are summarized in Table 1.

The parameter f of Modell associated with the initial per capita GDP is significant and

negative, which confirms the hypothesis of absolute convergence for the EU regions. This
means that the regions with lower per capita GDP grew at a higher speed during the period
2000-2011. The speed of convergence associated with this estimation is 3.24% per year and
half-life is 21 years. The Moran’s | test adapted to the OLS regression residuals confirms a
presence of spatial dependence but does not allow testing the presence of the two possible
forms of spatial dependence. For this reason we use two LM tests as well as their robust
counterparts. Robust LM tests show that the absolute beta-convergence model is
misspecified due to spatial autocorrelation and more appropriate model is model SAR
because the Robust LM (lag) statistic is statistically significant while the robust LM (error)
statistic is not. Therefore the model of absolute beta-convergence should be modified to
integrate this form of spatial dependence explicitly.

We proceeded with estimation of SAR model (Model2) following the model defined in
(3). The estimation results by ML for Model2 are given in Table 1. The parameters are all
strongly statistically significant; /[ coefficient is again negative confirming absolute beta-
convergence hypothesis. The statistical significance of spatial autoregressive parameter o
confirms the existence of spatial effects among neighbouring regions. In spatial
autoregressive model, we can notice that the convergence process appears to be weaker if
spatial effects are taken into account, i.e. speed of convergence is 1.33 % per year and half-
life increased to 52 years.

The concept of so far tested absolute convergence is appropriate in case that the regions
are homogeneous, i.e. consideration of initial conditions is irrelevant. Concerning our
analysed group of regions, this assumption is not so straightforward; we therefore proceeded
with testing of conditional beta-convergence hypothesis based on the model (2). The
estimation results of this model (Model3) are given in Table 1. The region’s specific dummy
variable was used to test the conditional convergence hypothesis assuming that it controls for
region specific factors in our case we chose the former political orientation of the analysed
region (postcommunist or not). As in previous cases, the parameter [ is statistically
significant and negative and the parameter y, associated with the above defined dummy
variable, is also statistically significant which confirms the hypothesis of conditional
convergence hypothesis. The results of LM tests and their robust versions led to the
estimation of the model SEM (Model4 — see Table 1). Since the parameter £ in this model

was not statistically significant and also there was not notable difference in the statistical
significance of the Robust LM(lag) and Robust LM(error) statistics, we decided to prefer the
SAR model with region’s dummy (Model5 — see Table 1). In addition, the results of Model5
provide statistically significant estimations of all parameters.

22011 was the last year of published statistics by Eurostat.
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It can be noticed that models assuming conditional convergence hypotheses yield worse
values of convergence characteristics. The convergence process according to these models
seems to be weaker, e.g. the half-life of convergence — the time that it takes for 50% of the
initial gap to be eliminated is in case of Model5 184,811 years and the speed of convergence
is only 0,38% per year. The appropriateness of the spatial aspect was checked and confirmed
by Moran’s | statistics for spatial residuals (see the last row of Table 1).

Table 1: Estimation results of beta-convergence models

Modell Model2 Model3 Model4 Model5

(Linear (SAR (Linear model, | (SEM model, | (SAR model,

model) model) region’s region’s region’s
dummy) dummy) dummy)

Estimation OLS ML OLS ML ML

a 3.240*** 1.459%** 1.585%** 0.564** 0.508**
,B -0.300*** - -0.136*** -0.032 -0.040 **
0.136***
4 - - 0.367*** 0.532*** 0.252***
Yo - 0.584*** - - 0.524***
y) - - - 0.662*** -
R? 0.692 0.814 0.749 0.857 0.835
Convergence characteristics
Speed of 0.0324 0.0133 0.0132 0.0030 0.0038
convergence (3.24%) (1.33%) (1.32%) (0.30%) (0.38%)
Half-life 21.417 52.148 52.346 233.051 184.811
Tests
Moran's | (error) 9.265*** - 11.012*** - -
LM (lag) 103.470*** - 99.686*** - -
Robust LM (lag) 23.295*** - 3.727* - -

LM (error) 80.783*** - 112.676*** - -
Robust LM (error) 0.607 - 16.717 *** - -
Moran's | (spatial

residual) - -0.062 - -0.069 0.023

Note: Symbols ***, ** * jndicate statistical significance at 1%, 5% and 10% level of significance,
respectively.

5 CONCLUSION

This paper tests the hypothesis of regional income convergence in NUTS2 EU regions
during the 2000-2011 period using both non-spatial and spatial approaches. The estimation
of absolute beta-convergence model was the initial point of our analysis and the absolute
income convergence among regions was confirmed. Since the spatial effects were proved,
also the spatial version of this model was estimated based on SAR model. The second part of
our analysis was oriented on testing of conditional income convergence including region’s
effects using the region’s dummy (postcommunist region or not) controlling for different
steady states of the analysed regions. As well as absolute convergence, the conditional
convergence was also confirmed. Since the spatial dependence was again revealed by the
Moran's | and the set of LM tests, the spatial versions of this model were used.

The results show that the inclusion of spatial effects and also the use of conditional
convergence concept led to worsening of convergence characteristics. Despite these facts we
prefer the conditional convergence models with included spatial effects for modelling of the
income convergence process. The results of our analysis imply that convergence process is
not determined only by a region’s initial income, but also essentially by its neighbourhood
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region’s growth performance. Accordingly, we found out that inclusion of region specific
factors that affect income growth in particular region seems to be appropriate addition to the
model of income convergence. Similar conclusions were received also by other studies
dealing with this subject of area.
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Abstract: In this paper, after data exploration, the cluster analysis is used to identify which of the
selected 8 European countries have similar housing affordability, measured by seven indicators: Price
to income ratio; Gross rental yield city centre; Gross rental yield outside of centre; Price to rent ratio
city centre; Price to rent ratio outside of city centre; Mortgage as a percentage of income and
Affordability index. The results of the analysis have shown that there is a substantial difference
in the housing affordability levels between analysed groups of European Union and Western Balkan
countries.

Keywords: housing affordability indicators, hierarchical clustering, Ward’s linkage method, squared
Euclidean distances, Western Balkan countries.

1 INTRODUCTION

Housing affordability is, in this research, defined as the measure of population’s ability to
afford or to purchase a particular item, such as a house, indexed to the population's income.
Although, multiple indices for measuring housing affordability exist, see [1, 2, 4, 12], [8]
stated that the precise definition of housing affordability is ambiguous. Anyhow, the most
general measure of housing affordability is simply the relationship between housing costs and
income. In that sense, affordability considers not just housing, but also the quality of housing
and whether the household has enough income remaining for other necessities of life after
paying the cost of housing [7, 11]. Affordability, as defined by [11], is the challenge that each
household faces in balancing the cost of its actual or potential housing and its non-housing
expenditures, within their available income. With the aim of accurately measuring the
housing affordability, [11] made a compelling argument in favour of the residual income
approach as the logical alternative to the ratio approach. Furthermore, according to [3]
housing affordability is difficult to define. Different definitions of housing affordability result
with different estimates of the magnitude and distribution of the housing affordability. In
order to define the affordability of housing in communities, some approaches compare
median housing prices and median household income. In their research [6] focus on measures
that account for an individual household’s ability to afford a home, providing a conceptual
review of three commonly used housing affordability indices in the United States.

As housing affordability is considered to be one of the key factors that can be used to
describe the socioeconomic stability and development of a state [5], in this paper an
exploratory cluster analysis is used to identify which of the selected 8 European countries
have similar housing affordability, measured by seven selected housing affordability
indicators. This research is very interesting since it gives some insights in housing
affordability levels in four different groups of countries. Namely, from the Western Balkans
(WB) group, five countries were selected (Albania, Bosnia and Herzegovina, Croatia,
Montenegro and Serbia); from the New Member States (NMS) Slovenia; from the EU 15
group of countries, Austria; and, finally, from the South East European countries (which is
also a candidate country), Turkey is included into the analysis. We provide and discuss the
results of hierarchical clustering using Ward's linkage and squared Euclidean distances, with
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two, three and four cluster solutions, where four cluster solution gives the most interesting
and economically interpretable results.

The reminder of this paper is the following. After brief introduction, in section two, data
and methods used in the empirical analysis are presented. In section three the results of
descriptive analysis of housing affordability in eight selected countries are given. Section
four presents the results of conducted cluster analysis. Finally, section five concludes.

2 DATA AND METHODS

Housing affordability is observed using following seven indicators (variables) of housing
affordability: Price to income ratio (Price income); Gross rental yield city centre (Rent yield
centre); Gross rental yield outside of centre (Rent yield out centre); Price to rent ratio city
centre (Rent ratio centre); Price to rent ratio outside of city centre (Rent ratio out centre);
Mortgage as a percentage of income (Mortgage income); and Affordability index (Afford
index). Each of the observed indicator measures housing affordability on a slightly different
way. Observing them all together enables making a reliable conclusion about housing
affordability level in a country.

Variable Price income is given as a ratio of median house price and median family
disposable yearly income. The higher Price income is, the lower housing affordability level
will be. Variable Rent yield centre is defined as a ratio of average yearly rent per square
meter in the city centre and buying price per square meter city centre, multiplied by 100. This
variable reveals if it is better to rent or to buy a house in city centre. Opposite to this variable,
variable Rent yield out centre observes if it is better to rent or to buy a house outside of a city
centre. Variable Rent ratio centre is an inverse of Rent yield centre variable. The higher Rent
ratio centre is, the lower housing affordability level will be. Consequently, people are
considering renting instead of buying a house in city centre. Similar measure, but for houses
outside of a city centre is variable Rent ratio out centre. Variable Mortgage income is a ratio
of monthly payment for 20 years mortgage and median family disposable monthly income
multiplied by 100. Obviously the lower this variable is, the higher housing affordability level
is. Finally, variable Afford index is a ratio of value 100 and variable Mortgage income [9].

The statistical analysis is conducted for overall 8 European countries: Albania, Austria,
Bosnia and Herzegovina, Croatia, Montenegro, Serbia, Slovenia and Turkey. The data for
analysed variables are collected for period from 2009 to 2015. Due to the limitation of the
database which was used for collecting data, the data are not available for all countries during
the whole analysed period. Accordingly, the main focus is given on the most recent year:
2015. The statistical analysis is based on descriptive statistics methods. Statistical cluster
analysis is conducted, as well.

3 EXPLORATORY DESCRIPTIVE ANALYSIS OF HOUSING AFFORDABILITY
According to analysed housing affordability indicators, housing affordability level varies
substantially among observed countries. In order to make comparison of housing

affordability level among observed countries, actual values of variables are standardized and
are presented in Table 1.
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Table 1: Standardized variables of housing affordability for 8 European countries in 2015 [Authors’
calculations, 10].

Variable

. Rent Rent Rent Rent
Country 'Prtce yield yield out ratio ratio out Mortgage Aﬂ ord
income income index

centre centre centre centre
Albania 0.62 -0.01 0.87 -0.23 -1.15 0.59 -0.69
Austria -0.83 -0.56 -0.31 0.68 0.14 -1.37 1.77
Bosnia and Herzegovina 0.01 -0.35 -0.71 0.30 0.90 0.20 -0.43
Croatia 0.01 -0.43 -0.48 0.44 0.44 -0.16 -0.13
Montenegro 1.05 -0.45 -0.61 0.47 0.70 1.44 -1.08
Serbia 1.34 -0.69 -0.67 0.96 0.82 1.04 -0.93
Slovenia -0.53 0.10 -0.22 -0.39 0.01 -0.97 0.91
Turkey -1.66 2.39 2.13 -2.22 -1.87 -0.78 0.58

According to Table 1 the highest and the lowest values of each variable have been specially
noted. The lowest standardized value of Price income variable was observed for Turkey (z=-
1.66) whereas Serbia had the highest value (z=1.34). These results lead to the conclusion that
Turkey had the highest and Serbia the lowest housing affordability level among observed
countries in 2015.

Variable Rent yield centre shows that in Turkey (z=2.39) it was far better to buy a house
in city centre than to rent it, in comparison to the other countries in 2015. On the other hand,
in Serbia (z=-0.69) it was the best to rent a house in city centre than to buy it, when compared
to the other countries in 2015. According to Rent yield out centre variable values, it can be
concluded that in Turkey (z=2.13) it was also far better to buy a house outside of city centre
than to rent. The Rent yield out centre variable values are in favour of renting a house outside
of city centre instead of buying it in Bosnia and Herzegovina (z=-0.71), Serbia (-0.67) and in
Montenegro (-0.61).

3

Standardized data values

-3
Priceincome  Rentyield Rentyieldout Rentratio Rentratioout Mortgage  Afford index
centre centre centre centre income .
Variable
------ Albania == = Austria = == == Bosnia and Herzegovina
= = = Croatia Montenegro e Serbia
e= e= Slovenia =00 0z (eeeeee Turkey

Figure 1: Profile diagram of the observed 8 countries using standardized values [Authors’ calculations, 10].
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According to variable Rent ratio centre it was far better to buy a house in city centre than to
rent it in Turkey (z=-2.22) when compared to the other countries in 2015. That is also true for
variable Rent ratio out centre (Turkey, z=-1.87). Again, the Rent ratio centre variable also
shows that in Serbia (z=0.96) it was the best to rent a house in city centre than to buy it when
compared to the other countries in 2015. Furthermore, according to variable Rent ratio out
centre in Bosnia and Herzegovina (z=0.90), Serbia (z=0.82) and Montenegro (z=0.70) it was
the highest recommended to rent a house in city centre than to buy it in compare to the other
countries in 2015.

The lowest ratio of monthly mortgage payments and monthly income multiplied by 100
was in Austria (z=-1.37). This means that according to variable Mortgage income, the highest
housing affordability level among the observed countries was right in Austria in 2015. In
contrast, according to variable Mortgage income the lowest housing affordability level
among the observed countries was right in Montenegro (z=1.44) in 2015. Exactly the same
conclusions about housing affordability levels in the observed countries in 2015 can be made
if the variable Afford index is observed.

Standardized values of all 7 observed variables considering 8 analysed countries are given
in Figure 1. Figure 1 reveals that Turkey’s values for 5 variables, out of 7, are quite different
than they are for the other observed countries. Furthermore, it is obvious that regarding some
variables, housing affordability level in Albania is very different than for other countries. The
remaining six countries seem to be very ‘“compact” with no significant and obvious
differences in housing affordability levels measured by the variables of interest. However, the
precise difference in housing affordability levels among the analysed countries is inspected
using different approaches to statistical cluster analysis.

4 CLUSTER ANALYSIS OF HOUSING AFFORDABILITY

In order to determine which of the observed 8 European countries (Albania, Austria, Bosnia
and Herzegovina, Croatia, Montenegro, Serbia, Slovenia and Turkey) have very similar
housing affordability levels, the statistical cluster analysis was conducted. In the cluster
analysis standardized values of 7 housing affordability indicators (variables Price income,
Rent yield centre, Rent yield out centre, Rent ratio centre, Rent ratio out centre, Mortgage
income and Afford index) for year 2015 were used. As amalgamation (linkage) rules in
hierarchical clustering the following methods were used: single linkage, complete linkage,
unweighted pair-group average, weighted pair-group average, unweighted pair-group
centroid, weighted pair-group centroid and Ward’s method. In all cases as a distance measure
the squared Euclidean distances were used.

The used amalgamation (linkage) rules led to almost same results. The only difference
appeared when single linkage was applied. Namely, in this case Albania appeared to be
separated in cluster a step before than the same thing happened when other amalgamation
rules were applied. Because there were no obvious differences between amalgamation rules
applied in cluster classifications of countries, only the results provided by the Ward’s linkage
are given.

In Table 2 contents of clusters based on Ward’s clustering method and squared Euclidean
distances are shown. In the two-cluster solution Turkey was placed in the separate cluster,
whereas in the second cluster all other observed countries were placed. In the three-cluster
solution in the first cluster Turkey appeared, in the second one there are Albania, Bosnia and
Herzegovina, Croatia, Montenegro and Serbia, whereas in the third cluster there are Austria
and Slovenia. Further clustering put Albania in a separate cluster.

Consequently, it can be concluded that Turkey has different housing affordability level
characteristics in comparison to all other observed countries. Furthermore, among these other
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countries Austria and Slovenia appear to have similar housing affordability level
characteristics than the following group of Western Balkan countries: Albania, Bosnia and
Herzegovina, Croatia, Montenegro and Serbia. Also housing affordability level
characteristics of Albania seem to be different of those for Bosnia and Herzegovina, Croatia,
Montenegro and Serbia.

Table 2: Review of cluster memberships of the observed 8 countries, hierarchical clustering, Ward’s linkage and
squared Euclidean distances, with data for 7 variables, for 2015 [Authors’ calculations, 10].

Number Clusters
of clusters Cluster 1 Cluster 2 Cluster 3 Cluster 4
2 Turke Albania, Austria, Bosnia and Herzegovina,
y Croatia, Montenegro, Serbia, Slovenia
3 Turkey | Albania BOI\SA”(;‘;’; ti’;gg*r'grzsee%z‘i’;”a’ Croatia, | Austria, Slovenia
4 Turkey Bosnla'\zjlr:)dn g ﬁg;igoé?r%igma“a’ Austria, Slovenia Albania

Figure 2: Dendrogram of the observed 8 countries based on the hierarchical clustering, the Ward’s linkage and
the squared Euclidean distances, with data for 7 variables, for 2015 [Authors’ calculations, 10].

The dendrogram given in Figure 2, shows both clusters’ and the linkage distances. It enables
easier and faster understanding of differences in housing affordability levels in the 8 selected
European countries.

5 CONCLUSION
Housing affordability is considered to be one of the key factors that can be used to describe

the socioeconomic stability and development of a state. In this paper housing affordability is
defined as the measure of population's ability to afford or to purchase a particular item, such
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as a house, indexed to the population's income. An exploratory cluster analysis is used to
identify which of the selected 8 European countries have similar housing affordability,
measured by seven selected housing affordability indicators. The research gives some
insights into the housing affordability levels in four different groups of countries: the WB
countries, EU 15, NMS and SEE candidate country — Turkey.

The results of performed descriptive statistical analysis have shown that housing
affordability level in Albania is very different than for other analysed countries. The
remaining six countries had no significant and obvious differences in housing affordability
levels measured by the variables of interest. According to performed hierarchical clustering
using Ward's linkage and squared Euclidean distances, the dendrogram shows that housing
affordability level in Turkey is really different than it is in all other observed countries. Also,
the difference in the housing affordability levels between observed European Union groups
of countries: Austria (EU15) and Slovenia (NMS) and the observed Western Balkan
countries (Albania, Bosnia and Herzegovina, Croatia, Montenegro and Serbia) can be
considered as noticeable. Finally, the housing affordability level is quite different between
Albania and observed ex-Yugoslavia countries (Bosnia and Herzegovina, Croatia,
Montenegro and Serbia).
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Abstract: Demand forecasting is used frequently in the world because of expedient source
management and because the need for planning is becoming more important. Inventory related
decisions are crucial for reduction of costs, increasing efficiency and improving customer service
level. Demand forecasting and stock control are equally contributing towards such a decision making
process. However, the stock control system is often examined independently of the demand
forecasting process. In this paper we use 1,428 real time series from M3-Competition to evaluate the
performance of the modified Holt-Winters method. From the results we show that essential reduction
of supply chain costs can be achieved if we use the joint model with the modified Holt-Winters
method.

Keywords: Demand forecasting, Holt-Winters method, Optimization, Inventory, M3-Competition.
1 INTRODUCTION

A fundamental aspect of supply chain management is accurate demand forecasting.
Forecasting in a supply chain context has attracted a considerable amount of academic
research. This is true for both fast moving items and, more recently, for slow movers or
intermittent demand (see, for example, [1], [15], [10], [16]). In supply chain management,
forecasts of demand are required on a regular basis for a very large number of products, so
that inventory levels can be planned so as to provide an acceptable level of service to
customers ([8]). The methods developed should therefore be fast, flexible, user-friendly, and
able to produce results that are reliable and easy to interpret by a manager.

Exponential smoothing methods are a class of methods that produce forecasts with simple
formulae, taking into account trend and seasonal effects of data (more details can be found in
[3]). These procedures are widely used as forecasting techniques in inventory management
and sales forecasting. Distinguished by their simplicity, their forecasts are comparable to
those of more complex statistical time series models ([11]).

Unfortunately, most of the stock control studies consider demand data as an input to the
model without explicitly considering that they are the results of a demand forecasting
system. Even though this weakness has been highlighted in the academic literature, little
empirical work has been conducted to develop understanding on the interaction between
forecasting and stock control. In general, separate evaluation of the forecasting method and
the stock control policy may easily lead to poorer overall performances. The choice based on
measures that utilize only actual and forecasted demand data will bring worse results than
the joint optimisation of total inventory costs.

Our objective in this paper is to point out that the most common procedures for evaluating
a demand forecasting method, that is to compare forecast errors, are not appropriate. When
the calculated forecasts are used in the other model, for instance the inventory model, they
have to be evaluated on the basis of the total costs of the supply chain. We use 1,428 real
time series from M3-Competition to evaluate the performance of the modified Holt-Winters
method. From the results we will show that essential reduction of supply chain costs can be
achieved if we use the joint model with the modified Holt-Winters method.
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The remainder of the paper is organized as follows. In Section 2 we describe the classical
Holt-Winters forecasting procedure, a modified Holt-Winters procedure, our model of the
supply chain and we present the proposed joint model. After the description and
classification of the real time series from M3-Competition (Section 3), in Section 4 a
performance of the modified HW method is demonstrated and the main findings of the paper
are described.

2 METHODOLOGY

2.1 The Holt-Winters forecasting procedures and an modified HW method

Exponential smoothing methods are a class of methods that produce forecasts with simple
formulae, taking into account trend and seasonal effects of the data. The HW method
estimates three smoothing parameters associated with level, trend and seasonal factors. We
estimated smoothing and initial parameters in HW methods by minimising the mean square
error (MSE).

In the multiplicative seasonal form of HW method (MHW) fundamental equations for
level, trend, seasonal factors and forecast are ([12]):

Le=a(Y;/Se-s) + (1 —a)(Le-1 + beq) )
by = B(Lt = Le—1) + (1 = Bbe—4 (2)
Se =y(Ye/L) + (1 —¥)Si—s 3
Feym = (Lt + bym)St_sim 4)

where m is the number of forecast ahead, s is the length of seasonality (e.g., number of
months or quarters in a year) and Y; is the observed data at time point t. There have been
many suggestions for restricting the parameter space for a, £ and y ([7]). In this paper, we
follow the traditional approach, requiring that all parameters lie in the interval [0.1]. These
estimates are set to minimize the discrepancies between the in-sample one-step-ahead
predictions F; ., and the observed values Y;, ;.

Empirical study (see [2]) illustrates that the method used to designate the initial vector has
very little effect on the accuracy of the predictions obtained when smoothing and the initial
parameters of forecasting method are determined to minimise the forecast error measure. So,
to initialize the level, we set Ly = (Y; + Y, + -+ Y,)/s; to initialize the trend, we use
by = (You1 — Y1+ Yoo — Yo+ -+ Yoo — Y,)/s? ; and for initial seasonal indices we
calculate S, = Y, /Ls,p = 1,2, 5.

The additive seasonal form of HW method (AHW) works with the following equations:

Le=aY; = Si—) + (1 —a)(Li—qy + bi—q) (5)
by = B(L¢ — Li—1) + (1 — B)bs_4 (6)
Se =y — L)+ (1 —y)Ses (7)
Fiym = Le +bm + St 5im (8)

The second of these equations is identical to (2). The only differences in the other equations
are that the seasonal indices are now added and subtracted instead of relying on products and
ratios. The initial values for level and trend are identical to those for the multiplicative
method. To initialize the seasonal indices we use S, = Y, — Lg,p = 1,2, s,

The only difference between the additive and modified HW method (MoHW) is in
equation for level:
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- Ly=aY, =S+ (11— a)(Le-1 + be_1) (9)
For the modified HW method in contrast to the additive HW method the smoothing
parameter «a occurs only at observed data Y; and not at seasonal factor S;_;. If we consider
equation (9) and replace S, = aS/, the equation (7) becomes:

St=y"Y;—Ly)+ A —ay)Si_,, v" ' =vy/a (10)

The other equations for the MoHW now conform to the AHW format. Thus, when we
minimize forecast error with respect to the smoothing parameters, the new effect is to
smooth the seasonal factors by changing them less. This effect has been noted by Miller and
Williams ([13]), but not given in the form and researched as in this paper. The equations (9-
10) for MoHW are similar to equations for damped additive trend ([4]), adjusted to seasonal
factors. The initial values for level, trend and seasonal indices are identical to those for the
additive method.

2.2 Symmetric relative efficiency measure

The efficiency of the MoHW method was measured in terms of the mean squared error
(MSE) of the in-sample one-step-ahead forecasts and compared to that of AHW and MHW
methods.

To compare the MoHW method with the existing AHW method, we first find their mean
squared errors MSEyoyw and MSEgw as defined above. We define the symmetric relative
efficiency measure as

MSE, i - SE
1 ~MSE s MSEMoHW <M AHW

SREIVIMOHW/AHW i MSE 1 MSE > MSE
veE -1, MoHW = AHW

MoHW

The comparison with MHW and ETS method was done in a similar way.

Also, we use definition of SREM to compare the MoHW method with others methods
regarding average costs (in these cases, SREM1 measures the percentage increase or
decrease of the average costs):

AC

1- AC::::: ; ACMoHW < ACmethod

SREM1 - A
MoHW/method ACrenes _ 1, AC =AC
c ; MoHW = method

MoHW

2.3 The supply chain model and joint optimisation

In this section we show the advantage of joint optimisation over the optimisation based
solely on forecasting data. The smoothing and initial parameters calculated by optimisation
of the forecasting method are namely not optimal values for minimising the supply chain
costs. Therefore, the joint optimisation was used and the initial and smoothing parameters
were optimised to minimise the total costs of the company.

Consider a simple two-stage supply chain (with centralized demand information)
consisting of one retailer (the most downstream unit of the supply chain) and one distributor.
The retailer holds inventory in order to meet an external demand and places inventory
replenishment orders to the distributor. Orders are placed at every time period. At time t, the
last known value of the external demand is D;_,. The retailer places an order Q; to the
distributor. We assume that the order placed one period ago is received (lead time is one
period). External demand D, is observed and filled. The unsatisfied demand is backlogged
and causes penalty costs for the retailer. The distributor is able to supply any requested
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quantity and delivery lead time is one period. The order placed at time t is received at
time t — 1 and is available to the retailer to fulfil external demand D, ;.

Assuming that the retailer follows an order-up inventory policy, an order Q; placed by the
retailer to the distributor can be expressed as Q; = F;,; — FS;, where F,is the forecasted
demand for the period t+1 and FS; is the final stock for the period t (if FS; > 0 the retailer
has on-hand inventory, if FS; < 0 the unsatisfied demand occurs). When it is Q; < 0, an
order is not placed. The final stock is calculated as FS; = IS; — D;, where the initial stock
IS, is obtained as IS; = Q;_; + FS;_4. As the distributor has information about the external
demand (centralized supply chain), it places the order, which is equal to the forecasted
demand (less FS;, if FS; > 0). The missing amount of products supplied from the
marketplace (assuming that a perfect substitute for the product exists) causes penalty costs
for the distributor.

The costs of the supply chain are the sum of the holding costs and the penalty costs for all
links in the supply chain. We assume the penalty costs to be higher than the holding costs,
which is expressed by introducing a weight, penalty, that is greater than 1. In our analysis,
for all calculations of total costs (average costs and minimised average costs) we assume that
penalty is equal to 3 or 5.

In other words, using the common notation X* = max (X, 0), the supply chain costs at the
time point t are expressed as (n — total number of links in the supply chain):

n

n
C, = Z cl = Z ((1st = D))" + penalty - (D} - 158)")
1=1 1=1
Since demand data is usually considered as input to the model in stock control studies the
average costs (for the period t = T — s) for forecasts obtained with different forecasting
methods regarding minimising MSE were calculated (notation method). After that the
smoothing and initial parameters of the joint model are estimated by minimising the average
costs (notation J_method).

3 DATA

We used real seasonal time series from the M3-Competition to evaluate the performance of
the MoHW method. The original time series data can be found in R package Mcomp ([5]).
The analyses were carried out in the program R ([14]). Function sbplx from the nonlinear
optimization package nloptr ([17], [9]) was used to estimate the smoothing parameters. The
starting values in the minimization step were set to ¢y = 8y = ¥, = 0.5 and the maximum
number of iterations was set to 25,000.

Table 1: Classification of monthly time series from M3-Competition.

Discipline Number .. Noise Trend Season Number
DEMOGRAPHIC 111 - A N N 123
FINANCE 145 - A N A 115
INDUSTRY 334 - A A N 167
MACRO 312 - A A A 97
MICRO 474 - M N N 124
OTHER 52- M N A 95
TOTAL 1428 M N M 124
M A N 179

M A A 56

M A M 99

M M N 159

M M M 90

TOTAL 1428
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In our study, we analyzed 1428 monthly series. They refer to six different disciplines, as
shown in Table. First we used ets function from R package forecast ([6], [7]) to classify the
series by the form of their trend, seasonality and noise. Table also shows this classification.
Here ‘A’ stands for ‘additive’, ‘M’ for ‘multiplicative’, and ‘N’ for ‘none’.

We applied AHW, MHW and MoHW methods on each of the series independently of its
discipline and ets classification. The estimated smoothing and initial parameters and in-
sample MSE values were saved and SREM of MoHW with respect to AHW and MHW were
computed.

4 RESULTS OF THE STUDY AND DISCUSSION

For each method and series, the symmetric relative efficiency measures (SREM and
SREM1) of MoHW with respect to AHW, MHW and ETS were computed. Table 2 shows
averages of SREM for monthly time series. We can observe that with the MoHW method the
MSE can be reduced on average by more than 4% (6%) in comparison with the AHW
(MHW) method. Also, the MoHW method outperforms ETS in 77% of cases, on average by
almost 16%.

Table 2: Averages of the SREM and SREML1 for 1428 monthly time series from the M3-Competition.

SREM1
SREM
MSE — COST enalty =3 penalty =5
MoHW/ : MoHW/ | MoHW/ | MoHW/ | MoHW/ : MoHW/ | MoHW/ | MoHW/ | MoHW/
AHW MHW ETS AHW MHW ETS AHW MHW ETS
DEMOGRAPHIC 3.3% 8.3% 13.7% 2.2% 6.4% 9.0% 2.5% 6.7% 10.1%
@ FINANCE 4.1% 8.7% 18.0% 2.1% 3.5% 9.8% 2.2% 3.7% 10.5%
= INDUSTRY 2.5% 7.0% 6.7% 1.7% 4.4% 6.4% 1.8% 4.4% 7.4%
g MACRO 6.4% 4.3% 8.0% 4.1% 3.2% 6.9% 4.2% 3.5% 8.0%
& MICRO 5.3% 72%: 26.0% 3.2% 5.0% 14.9% 3.5% 5.4% 15.5%
OTHER 1.5% 6.6%: 22.7% 1.0% 5.1% 9.6% 1.2% 56% 11.1%
ANN 4.4% 53%  26.5% 1.9% 32% 14.3% 2.0% 3.3% 14.6%
ANA 2.2% 7.1% 5.5% 1.5% 3.9% 6.1% 1.6% 3.9% 7.1%
AAN 2.9% 71%: 20.2% 1.7% 5.4% 12.4% 1.8% 5.8% 12.6%
AAA 4.1% 6.7% 7.0% 2.0% 4.5% 5.6% 2.1% 4.8% 6.4%
MNN 2.9% 7.8%: 26.5% 1.8% 3.7% 14.4% 2.0% 4.2% 15.4%
S MNA 3.5% 8.3% 8.5% 2.2% 7.2% 6.8% 2.4% 7.4% 8.0%
e MNM 3.9% 5.2% 9.3% 3.3% 5.3% 8.3% 3.6% 57% 10.3%
MAN 3.9% 6.1%: 17.5% 2.2% 29% 10.1% 2.4% 3.1% 10.8%
MAA 3.3% 6.2% 8.9% 1.9% 3.9% 6.5% 2.1% 4.1% 7.8%
MAM 8.2% 5.1% 8.2% 4.6% 4.0% 6.9% 4.8% 4.5% 7.9%
MMN 3.5% 6.6%  20.3% 2.5% 50% 11.9% 3.0% 52% 12.3%
MMM 9.8% 1.7% 7.7% 6.5% 5.7% 5.9% 7.1% 5.9% 6.7%
Total 4.5% 6.7% : 15.9% 2.7% 45%: 10.1% 2.9% 47% : 10.9%

The MoHW method is particularly good in capturing the behavior of microeconomic time
series, where the MoHW method performs better than ETS method on average by 26%. The
MoHW method substantially outperforms other methods for classes with no seasonal
component (XNN, xXAN and xMN), irrespective of noise. Surprisingly, the fit of MoHW
method is better even in XAA and xAM classes, where AHW and MHW methods are
theoretically correct methods. This indicates the universality of the MoHW method
regarding ETS which tries to select the most appropriate method.

Since demand data is usually considered as input to the model in stock control studies, the
average costs (for the period t=T —s) for forecasts obtained with different forecasting
methods were calculated. Table 2 also shows the averages of SREM1 (percentage of
improvement of the average costs) of MoHW with respect to AHW, MHW and ETS. We can
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observe that averages of the SREM1 are more than 2%, 4% and 10% (for penalty = 3 and
penalty = 5) with respect to AHW, MHW and ETS. Almost the same as we observe for
SREM holds for SREML1. If the MoHW substantially outperforms classical methods in some
classes regarding MSE, the MoHW substantially outperforms them in the same classes
regarding the average costs (as in this case the costs are calculated for forecasts considered
as an input to the stock control model). We can also observe that the improvement of MoHW
in comparison with other methods increases as penalty increases.

From the joint optimisation of supply chain (costs) model for 1,428 monthly series from
the M3-Competition (see Table 3), we observe the following: on average JMoHW can
reduce the average costs by 5.9% (7.2%) in comparison with JAHW (JMHW) for penalty =3
and by 9.2% (11.8%) for penalty = 5. We can see that the averages of the SREML increase
as penalty increases. The JIMoHW method outperforms JAHW and JMHW methods for all
disciplines and it is particularly good for microeconomic and demographic time series. Also,
the IMoHW method outperforms other two methods for all types and it is particularly good
in MNA, MAM and MMx (with multiplicative noise and trend) classes.

Table 3: Averages of the SREM1 obtained with joint optimisation for 1428 monthly time series.

SREM1

JOINT

penalty = 3

penalty =5

JMOHW/
JAHW

JMOHW/
JMHW

JMOHW/
JAHW

JMOHW/
JMHW

Discipline

DEMOGRAPHIC

FINANCE
INDUSTRY
MACRO
MICRO
OTHER

7.0%
4.0%
2.9%
6.3%
7.8%
7.8%

8.9%
6.8%
5.1%
5.5%
9.5%
7.3%

12.5%
7.1%
4.7%
8.9%

12.6%

10.0%

16.1%
11.6%
7.1%
8.3%
16.9%
11.1%

Type

ANN
ANA
AAN
AAA
MNN
MNA
MNM
MAN
MAA
MAM
MMN
MMM

5.8%
3.1%
5.7%
5.4%
5.3%
5.3%
4.7%
4.3%
6.1%
8.5%
7.1%
8.6%

6.6%
4.9%
6.6%
6.7%
7.3%
10.0%
8.3%
5.6%
6.5%
8.7%
8.7%
8.4%

7.2%
5.2%
9.1%
8.9%
8.0%
8.8%
8.5%
6.9%
9.9%
12.0%
13.1%
12.5%

10.6%

7.1%
10.6%
11.8%
11.7%
15.6%
12.3%

7.9%

9.7%
14.9%
14.8%
16.6%

Total

5.9%

7.2%

9.2%

11.8%

Finally, if we use joint optimisation with the MoHW method (JMoHW) instead of the
models where forecasts are calculated with the AHW, MHW or ETS method regarding
minimising MSE, we can observe the following (see Table 4): on average JMoHW can
reduce the average costs by more than 24% (23% and 28%) in comparison with AHW
(MHW and ETS) method for penalty = 3 and by more than 41% (40% and 43%) for penalty
=5.

The averages of the SREM1 within different discipline vary between 18.9% and 33.1%
for penalty = 3 and between 33.5% and 48.9% for penalty = 5. The JMoHW substantially
outperforms other methods for microeconomic time series. The averages of the SREM1
within different classes vary between 18.3% and 36.2% for penalty = 3 and between 35.5%
and 51.9% for penalty = 5. The JMoHW method substantially outperforms the classical
methods if a time series does not have a trend and a seasonal component. For these two
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classes, ANN and MNN, the averages of the SREM1 vary between 25.9% and 36.2% for
penalty = 3 and between 44.3% and 51.9% for penalty = 5.

Table 4: Averages of the SREM1 for 1428 monthly time series from the M3-Competition.

SREM1
penalty = 3 penalty =5
JOINT/MSE JMOHW/ = JMOHW/ | JMOHW/ | JMOHW/ = JMOHW/ | JMOHW/
AHW MHW ETS AHW MHW ETS
DEMOGRAPHIC 18.9% 19.0% 22.6% 33.5% 33.7% 36.7%
@ FINANCE 21.5% 20.8% 27.0% 36.8% 36.6% 41.6%
= INDUSTRY 23.1% 23.2% 24.8% 39.6% 39.7% 41.1%
g MACRO 23.1% 22.3% 26.1% 39.2% 38.6% 42.1%
o MICRO 27.2% 25.9% 33.1% 46.2% 45.3% 48.9%
OTHER 27.7% 28.6% 3L.7% 46.2% 46.9% 48.3%
ANN 27.3% 27.1% 36.2% 45.7% 45.7% 51.9%
ANA 23.9% 24.5% 26.9% 41.0% 41.4% 43.5%
AAN 20.1% 21.8% 27.9% 35.5% 37.1% 42.0%
AAA 23.1% 23.4% 24.8% 40.7% 41.1% 42.2%
MNN 27.1% 25.9% 35.2% 45.2% 44.3% 50.6%
a8 MNA 24.4% 26.6% 26.5% 42.3% 44.1% 42.9%
e MNM 22.6% 18.3% 21.0% 40.0% 36.7% 37.0%
MAN 23.7% 23.1% 29.0% 40.2% 39.8% 44.4%
MAA 23.3% 23.8% 25.3% 40.4% 40.9% 41.8%
MAM 26.3% 23.4% 25.1% 42.8% 40.6% 41.6%
MMN 24.6% 24.3% 30.5% 41.8% 41.7% 46.4%
MMM 24.6% 20.6% 23.1% 40.6% 37.6% 38.7%
Total 24.1% 23.5% 28.1% 41.2% 40.8% 43.9%

As we can see, the IMoHW method outperforms all three methods and it does not perform
generally worse in none of the classes, which indicates the universality of the JMoHW
method. The JIMoHW method is general enough to be used as the encompassing method
when the same method is applied to all time series.

5 CONCLUSION

Demand forecasting is used throughout the world more often because of proper source
management and the rising need to plan. One of the most commonly used forecasting
techniques is exponential smoothing, which is relatively inexpensive, fast and simple and
does not demand special software.

In this paper we presented the modified Holt-Winters method and the problem of the local
optimisation of forecasting methods when the calculated forecasts are used in the other
models. We therefore proposed the MoHW method for a simultaneous optimisation of
demand forecasting and a stock control policy. The method is computationally stable,
requires little storage and produces results, which are easy to interpret.

We tested the method on 1,428 real series from M3-Competition. We developed the
symmetric relative efficiency measure to compare the performance of different methods.
Taking averages of these measures across several time series allowed us to indicate which
method is preferable in general.

Based on the M3-Competition monthly time series we showed that the MoHW method is
particularly good for microeconomic time series and for time series with multiplicative
noise, trend and seasonal component. We showed that the method is general enough to be
used as the encompassing method when the same method is applied to all time series.
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As the method can be easily implemented in an Excel spreadsheet, we suggest the
managers and supply chain decision makers to use JMoHW method to make better
predictions and reduce the costs.
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Abstract: eGovernment applications have become widely used in recent two decades with the goal to
improve communication and cooperation between private and public entities. Goal of the paper is to
explore the recent trends of eGovernment utilization by the enterprises in European countries with the
usage of hierarchical cluster analysis. Cluster analysis revealed that European countries can be
partitioned into homogenous groups regarding eGovernment usage. However, results indicate that the
level of eGovernment utilization is not directly related to the economic development and
competitiveness of a country, although it is related to the perceived barriers towards eGovernment.

Keywords: eGovernment, Competitiveness, Cluster Analysis, Hierarchical Cluster Analysis, Global
Competitiveness Report, Barriers

1 INTRODUCTION

eGovernment provides better services for its citizens and enterprises using Internet and
information and communication technologies (ICTs) [7; 15]. eGovernment offers many
improvements, e.g. transformation of bureaucratic mechanisms and administration,
increasing participation, openness, transparency and communication with users [20]. Stier
(2015) indicate that eGovernment increases efficiency and transparency of government
operations, strengthening democracy and better services to citizens and business [20].

Development of eGovernment started in OECD countries during 1990s with the increasing
development and usage of Internet [5, 2]. Estonia is one of the leading countries regarding
ICTs usage in public administration, which is the result of the investments in this area. In the
last 10 years Estonia spend 1% of national budget on development and usage of ICTs in
public services [8].

Number of authors has indicated in their research that factors which influence the most on
the eGovernment usage are: economic and technical readiness of the countries, and
understanding of public authorities to citizens’ need and lower costs [12; 18; 11]. In order to
clarify the factors that could influence eGovernment usage, our work is focused on two
research goals. First, we aim to shade some light into the similarities and differences among
European countries according to their recent usage of eGovernment. Second, we investigate
if the European countries that are similar to the level of usage of eGovernment are, in the
same period, similar according to their level of economic development and competitiveness,
as well as according to the perceptions of their companies regarding the barriers in
eGovnernment. In the first stage, the cluster hierarchical analysis is used to organize
European countries into sensible groupings using data from Eurostat for 2013, according to
their usage of eGovernment [3]. In the second stage, defined clusters are compared by the
means of Anova analysis according to: (i) Global Competitiveness Indeks (GCI) and GDP
per capita, and (ii) perceptions regarding the barriers in eGovernment [17].

The paper is organized as follows. The first section provides an introduction. In the second
section data and the model specification are explained. Results of the cluster and the Anova
analysis are described in the third section. At the end, a discussion and conclusion close the

paper.
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2 METHODOLOGY
2.1 Quantifying eGovernment utilisation

Data on eGovernment utilisation and data on perceived barriers towards the utilization of
eGovernment were collected for 32 European countries (EU countries, Iceland, Norway,
Macedonia and Turkey). Other European countries were not used in the analysis because of
missing data for 2013 for the selected variables. The percentage of enterprises in each
country that are using specific form of eGovernment and that encountered specific barrier is
outlined in the Table 1.

Table 1: Utilization and perceived barriers of eGovernment in selected European countries in 2013

Utilization of eGovernment Perceived barriers towards the utilization of eGovernment

Area/ country . . | Complicated | Requiring | Not Any of
eTendering eForIm.s- eForm.s- eVAT | eSocial Confi dentfaltly and time paper of | being the

obtaining | returning and security consuming | person aware @ | reasons
EU-28 13 77 74 59 55 21 29 33 24 54
EU-27 13 77 74 59 55 21 29 32 24 54
EU-15 12 76 73 61 54 20 29 29 25 51
Belgium 12 72 74 65 39 26 31 24 27 56
Bulgaria 10 77 79 75 73 25 15 20 16 44
Czech
Republic 19 90 81 41 30 35 46 53 26 77
Germany 7 66 61 46 48 29 19 29 25 52
Estonia 25 81 80 73 73 8 13 33 5 40
Ireland 30 88 95 84 77 18 14 25 10 39
Greece 10 92 81 78 74 24 14 22 13 44
France 19 91 87 83 80 21 46 30 41 61
Croatia 19 84 81 71 57 33 36 58 15 75
Italy 9 73 58 27 27 27 53 51 40 79
Cyprus 16 82 47 9 12 16 21 39 14 60
Latvia 18 79 88 83 84 27 20 47 26 61
Lithuania 30 99 99 95 96 8 10 26 6 33
Luxembourg 10 84 65 46 35 19 28 36 33 61
Hungary 12 82 81 73 71 8 8 33 10 39
Malta 18 79 58 15 25 20 27 36 12 57
Netherlands 13 83 85 71 57 2 2 2 1 3
Austria 15 84 77 60 51 30 20 38 17 59
Poland 24 81 86 29 70 32 36 62 34 77
Portugal 19 81 85 78 79 25 33 37 25 61
Romania 15 57 52 48 49 19 23 31 13 56
Slovenia 1 86 81 79 78 13 18 29 33 49
Slovakia 22 86 71 54 59 42 57 74 16 89
Finland 6 92 89 75 75 8 19 29 25 46
Sweden 19 92 87 64 64 7 18 23 28 43
United
Kingdom 14 80 87 84 65 6 12 12 11 24
Norway 22 85 89 75 54 8 20 30 15 43
FRJ
Macedonia 29 64 56 50 35 16 15 37 8 53

Source: Author’s research based on Eurostat data (2014)

2.2 Hierarchical cluster analysis and Anova analysis

In this paper we use following methodological approach. Firstly, we use hierarchical cluster
analysis in order to organize European countries into sensible groups for the year 2013,
regarding their usage of eGovernment. Secondly, we used Anova analysis to compare
identified clusters.

One of the best ways to analyse a large amount of data is to classify them into groups
which members are similar among each other and are different compared to members of
other groups [13]. The cluster analysis is one of a statistical classification method which is
used to examine hidden data structure and to group objects into homogeneous groups based
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on their similar characteristics [9; 14]. There are four main steps of cluster analysis: feature
selection, algorithm selection, cluster validation and results. It is important to highlight that
cluster analysis is not a one-step process, but a process of several iterations [21].

Cluster analysis can be divided into two main groups according to the algorithm usage:
partitioned clustering and hierarchical clustering [4]. In this paper we used hierarchical
divisive clustering, in which data can be classified with a sequence of nested partitions,
which refers to the classification starting a cluster including all individuals towards the
smaller clusters and backwards, in other words using a “top down” approach [10]. After the
cluster analysis is conducted, the Anova analysis is often used with the goal to test
differences among clusters according to the selected differences [6].

In the first stage, data on the usage of eGovernment in 32 European countries was used for
cluster determination. Using the hierarchical cluster analysis, countries were grouped
regarding indicators of eGovernment usage by enterprises presented in Table 1 (left
columns). In this paper we used the Ward-method as the clustering method. In the second
stage, we used Anova analysis to compare identified clusters according to data presented in
Table 1 (right columns): (i) their competitiveness level and GDP per capita, and (ii) their
perceptions regarding the barriers in eGovernment.

3 RESULTS
3.1 Hierarchical cluster analysis results
According to eGovernment usage, selected countries are divided into clusters (Figure 1). The

results showed that 28 selected European countries are grouped into three clusters regarding
the rank of a particular cluster.
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Source: Author’s research based on Eurostat data (2014)
Figure 1: Selected European countries grouped into specific clusters based on different characteristics and
forms of eGovernment usage; 2013
In Cluster A there are seven countries: Bulgaria, Finland, Greece, Hungary, Netherlands,
Slovenia and United Kingdom. It can be noted that the Cluster A includes some of the most
developed European countries, e.g. Finland, as well as developing countries, e.g. Bulgaria.
Cluster B consists of 13 countries: Austria, Croatia, Czech Republic, Estonia, France, Ireland,
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Latvia, Lithuania, Norway, Poland, Portugal, Slovakia and Sweden. This cluster also consists
of the most developed northern European countries, e.g. Norway, and developing countries,
e.g. Croatia. Cluster C consists of 8 countries: Belgium, Cyprus, FRY Macedonia, Germany,
Italy, Luxembourg, Malta and Romania. This cluster again consists on countries that are
different according to their economic development. It can be concluded that countries within
Cluster A, Cluster B or Cluster C are not similar regarding socio-economic development
neither regarding geographic position. In all three clusters developed and developing
European countries can be found. However, they are similar to their level of eGovernment
usage by the enterprises.
Table 2 represents descriptive statistics of the eGovernment usage indicators.

Table 2: Descriptive statistics of the eGovernment usage indicators across clusters (% of enterprises)

eForms- eForms-

Ward Method eTendering obtaining returning eVAT eSocial

9,429 83,143 83,286 76,429 70,429
Cluster A (n=7) (4,541) (4,776) (3,729) (4,315) (7,161)
Cluster B 21,615 86,231 85,077 68,462 67,231
(n=13) (4,556) (5,644) (7,342) (18,577) (17,210)
Cluster C 14,500 72,125 58,875 38,250 33,750
(n=8) (6,949) (9,403) (8,184) (19,241) (12,314)
Total 16,536 81,429 77,143 61,821 58,464
(n=28) (7,285) (8,925) (13,542) (22,241) (20,915)

Source: Author’s research based on Eurostat data (2014)
Note: Means and standard deviations (in parentheses) are provided; bold letters indicate the highest average value

In Cluster A there is the highest percentage of enterprises according to the usage of eVAT
(76,429% of enterprises) and eSocial (70,429% of enterprises). In Cluster B there is the
highest percentage of enterprises according to the usage of eTendering (21,615% of
enterprises), eForms obtaining (86,231% of enterprises) and eForms returning (85,077% of
enterprises). Countries in Cluster C are those with the lowest average values of all
eGovernment indicators.

3.2 Anova analysis results

In this section results of the Anova analysis are presented (Table 3).

Table 3: Descriptive statistics of Global Competitiveness Index, GDP per capita and perceptions regarding the
barriers in eGoverment and the ANOVA analysis; 2013

Cluster A Cluster B Cluster C F-value
Mean St.Dev Mean St.Dev Mean St.Dev
GClI 4,753 0,717 4,692 0,469 4,635 0,548 0,083
GDP per capita (000 EUR) 452,000 | 1131,062 129,408 | 197,004 61,513 | 75,701 1,009
Perceptions regarding the barriers in eGovernment
Confidentiality and security 12,286 8,958 22,615 11,948 21,500 5,099 2,741*
Complicated and time consuming 12,571 5,940 28,385 14,936 27,125 | 11,667 4,042**
Requiring paper of person 21,000 10,924 41,231 16,161 35,375 8,017 5,438
Not being aware about eGovernment services 15,571 10,518 20,308 10,773 21,500 | 11,452 0,624**
Any of the reasons 35,571 16,521 58,308 17,698 59,250 8,548 | 5,934***

Source: Author’s research based on Eurostat data (2014) and Schwab (2014)
Note: *** statistically significant at 1%, ** statistically significant at 5%, * statistically significant at 10%

Comparison according to Global Competitiveness Index

In order to estimate the relationship of eGovernment usage and competitiveness of selected
European countries in 2013, calculated average values of GCI of each cluster are presented in
Table3. It can be seen that average values of GCI are the highest in Cluster A. Cluster B
(4,692) and Cluster C (4,635) have almost the same average values but less than Cluster A.
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Anova analysis indicates that found differences are not statistically significant.

Comparison according to GDP per capita

In order to estimate the relationship of eGovernment usage and competitiveness of selected
European countries in 2013, calculated average values of GDP per capita of each cluster are
presented in Table 3. It can be seen that average values of GDP per capita are the highest in
Cluster A (452,000) where are grouped one of the most developed European countries
(Finland, Netherlands and United Kingdom). Cluster C (61,513) has the lowest average value
for GDP per capita where the less developed European countries can be found (FRY
Macedonia, Malta and Romania). Anova analysis indicates that found differences are not
statistically significant.

Comparison according to perceptions regarding the barriers in eGovernment

In order to estimate the relationship of eGovernment usage and competitiveness of selected
European countries in 2013, calculated average values for the barriers in eGovernment usage
of each cluster are presented in Table 3. It can be seen that the highest average values are in
the Cluster B for following indicators: Confidentiality and security, Complicated and time
consuming and Requiring paper of person. While, for the other two barriers the average
values are the highest in Cluster C: Not being aware about eGovernment services and Any of
the reasons). The lowest average values for all mentioned barriers in eGovernment are in
Cluster A where are grouped one of the most developed European countries (Finland,
Netherlands and United Kingdom). The conducted analysis showed that calculated average
values for barriers in eGovernment are statistically significant for all indicators, except for
the Requiring paper of person. Anova analysis revealed that differences among clusters are
statistically significant for the following barriers: (i) Confidentiality and security is
statistically significant at 10%, (ii) Complicated and time consuming and Not being aware
about eGovernment services are statistically significant at 5%, (iii) and indicator Any of the
reasons is statistically significant at 1%.

4 CONCLUSION

Results of our study indicated that European countries could be grouped into three clusters
using hierarchical cluster analysis according to their usage of eGovernment which was our
first goal of the paper. The countries grouped together in the clusters differ a lot to each other
according both to the level of their economic development as well as to their geographical
position. However, European countries grouped together had similar percentage of
enterprises that encountered barriers regarding the utilization of the eGovernment. The
conducted Anova analysis showed that calculated average values are not statistically
significant for GCI, GDP per capita and for one barrier in eGovernment: Requiring paper of
person. Nonetheless, Anova analysis revealed that differences among clusters are statistically
significant for other four barriers in eGovernment. Therefore, the conclusion for our second
goal could be that the level of eGovernment utilization in particular country is more related to
the perceived barriers then to the level of the economic development of the country.

In this paper we collect data for the year 2013 and for the European countries. In order to
expand this research, the analysis of data for the year 2015 should be conducted with the goal
to compare results from the year 2013 and 2015. Expanded analysis would also show if there
is any progress in eGoverment usage during the last two years, especially in the area of
eTendering. Also, it will be useful to compare other non-European countries according to
their level of eGovernment usage. In this paper, we have not corroborated former researchers
regarding impact of socio-economic development on eGovernment usage [12; 18; 11], but we
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indicate that the perceived barriers have the stronger influence. Therefore, in further research
influence of national policies regarding eGovernment usage should be examined.
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Abstract: The insurance industry, particularly its stronger component life insurance, is increasingly
gaining in importance as financial intermediary that facilitate the role of the financial system in economic
growth. Important position of the life insurance industry will be explained by economic and demographic
determinants on the example of the transition countries of central Europe, applying a static panel model.
According to the results of previous studies, hypothesis has been confirmed - arise in income contributes
to the growth of the insurance market and the demand for life insurance is function of bequest motive.
The limiting factor in the development of the life insurance market is unemployment, which is becoming
very disturbing in the study on a group of countries. As an additional reason for the interest of the study
stands out relatively few studies comparing them with the banking sector.

Keywords: Life insurance demand, Transition countries of central Europe, Static panel analysis
1 INTRODUCTION

The growth rates of life insurance significantly exceed the growth rate of world gross domestic
product (GDP), which highlights the role of the insurance sector in the economy and determines
the increased importance of the insurance sector in the execution of financial intermediation.

However, the rate of growth of life insurance differed not only between countries with different
levels of development, but also between countries of the same level of development [7].
Therefore, the question arises, what causes occurrence of variations and what determines the
demand for life insurance. Previously conducted studies have created a clear view of a group of
factors with impact on the demand for life insurance that are justifiably explored. There are
different economic, demographic, socia and institutional factors of demand for life insurance.
Identified core factors used in previous research show often ambiguous result depending on the
measure used to describe demand for life insurance. Various measures created a difficulty in
presenting general conclusions about the direction of the relationship and the importance of the
impact of individual factors on the life insurance industry, which is evident in the work [3]
while comparing different models with different measures. Consequently, there is limited
understanding of the contribution of life insurance on the real economy. This paper examines
the economic and demographic determinants of demand for life insurance in the group of
transition countries that are members of the European Union (EU) and which geographically
belong to the region of Centra Europe. Considered countries, Bulgaria, Croatia, Czech
Republic, Hungary, Slovakia and Slovenia constitute a homogenous group according to the
criteria of development of the life insurance market measured by the indicator of the density of
life insurance or penetration of life insurance. The homogeneous group of countries alows
creating model, which is adapted to the characteristics of al the countries, whose estimates
reflect the actual properties of each of the observed countries[2]. The empirical confirmation of
the drivers of demand is carried out by a panel method that optimizes scope of country, through
the criterion of homogeneity, and the volume of data required to present a valid statistical
conclusions. The insurance market of selected countries is analysed for the ten-year period from
2003 to 2012. The paper is organized as follows. The second section provides an overview of
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the determinants that are included in the model. The third section presents the data and
methodology involved in the analysis and presents the results. A concluding section summarizes
the main resultsin the analysis and insights that were obtained on the basis of research.

2 DETERMINANTSOF LIFE INSURANCE

The life insurance can be either “pure insurance” products, savings products, or a combination
of both [16]. Based on existing research and data availability, the following factors are
abstracted.

2.1 Economic deter minantsof lifeinsurance

Disposable income is considered as the central variable in the models that explain the demand
for life insurance regardless of the level of economic development of the country. The possible
loss due to occurrence of the insured event is more significant following the increase in income
[8]. As aresult of the increase in income, life insurance contract gains value. In addition, the
reason for the positive relationship between the level of disposable income and demand for life
insurance is the possibility to invest in life insurance product since higher income generaly
allows settlement necessities of life while retaining surplus funds. Disposable income, which is
measured by the ratio of GDP per capita, due to the availability, is most commonly used
variable and it can be considered as an appropriate measure for permanent income [3]. Research
conducted [5] shows that the life insurance sector starts to grow faster in developing countries
with higher income than in developing countries with lower income. I nflation reduces the value
of the agreed life insurance contract, making a product of life insurance less attractive. The
promised future payments have less value, hence it is logical less demand for life insurance.
Reduced demand is achieved through two channels; the first is related to reduced consumer
confidence; the second refers to the real interest rate [6]. Regardless of the type of insurance,
promised payments are guaranteed in a future time period and as such are influenced by changes
in the price of money. Inflation will affect the reduction in the purchasing power of future
payments dependent by insured event. As aresult of the process of adapting to clients' needs, it
is enabled the contracting indexed life insurance which in turn can cause the effect inflation
being irrelevant. Despite the existence of indexed insurance policy, whose purpose is to
neutralize the impact of inflation, the data time series when there is inflation in the country,
Brazil; indicate a significant reduction in demand for insurance [1]. Unemployment is a
position where an individual is unable to compensate for work which is the basic source of all
product and service consumption and therefore life insurance products. The total income that an
individual gets, does not have to originate only from work, but for the majority of the
population, income from work is the main source of consumption and wealth accumulation.
Higher unemployment is considered to have negative impact on the demand for life insurance.
The evidence on the impact of unemployment on demand are limited, [9] suggests a negative
relationship between unemployment and the demand for life insurance. Studies frequently
examine the link between unemployment and the rate of non-payment insurance [12].
Theoretically assumed positive relationship empirically confirmsin developing countries [10].

2.2 Demographic deter minants of lifeinsurance

It is assumed that a larger number of dependents in the population have a positive impact on
the demand for life insurance. This will be explained by the fact that the recipient of income is
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primarily striving to protect dependents of uncertainty, which are part of life. A sense of
responsibility towards the dependents is a fundamental driver of demand for life insurance.
However, the number of people dependent on the breadwinner can have the opposite effect of
what was discussed in terms of income exhausting requirements of each dependent member.
The result of insufficient amounts of available income is the cause of the inability of contracting
life protection, so the number of dependents may have a negative effect on the demand for life
insurance. The ratio of the population younger than 15 and older than 64 years to the working
age population is used as a measure of dependents in society, [3] separately consider the share
of the young dependent population and the older dependent population in the working age
population. The number of dependents is achieving ambiguous impacts since it is manifested in
different motive for hedging and the reasons for saving. Separate consideration of the young and
old dependent population gains on the meaning in a situation when in the analysis is included a
detailed data on demand with respect to the type of life insurance. A higher level of education
of the individual is positively associated with the desire to protect dependents. It is considered
that a higher level of education results in a stronger awareness of the uncertainties of life [4],
[11]. Greater aversion to risk and a greater understanding of the risks, which are related with
higher education, result in a greater demand for life insurance. The level of education is
associated with the need for protection of dependent family members and their standard of
living [13]. The education level of the population is usually measured by the total enrolment in
tertiary education regardless of age, expressed as a percentage of the total population of the five-
year age group following on from leaving secondary school.

3 EMPIRICAL RESEARCH

Considered countries; Bulgaria, Croatia, Czech Republic, Hungary, Slovakia, and Slovenia
constitute a homogenous group according to the criteria of development of the life insurance
market. The penetration, as an indicator of the share of life insurance in the total product, and
density, as the size of the premium alocation per capita, are the measures considered for six
transition countries that reveal the same stage of development of life insurance market with
common challenges, which is the convergence to the rest of developed Europe (EU). The
indicator of the density of insurance is an absolute indicator. Penetration is a relative indicator
adjusted for the change in GDP, therefore less resilient to the movement of the income [3].
Penetration reveals the position of the life insurance industry in relation to all other sectors that
contribute to GDP value. Indicator of density as an absolute size indicates a change of scale that
is not appointed in the context of the national economy and the position of comparison with
other sectors of the national economy. Recent studies, in particular the panel included an
analysis, predominantly used penetration of insurance as a measure of the demand that due to
the insengitivity of the change in the price [4] and insengitivity to the level of economic
development [15] created a reason to critique. The insurance market of selected countries is
analysed for the ten-year period from 2003 to 2012, using the data from the annual equidistance
between the members of the time series, which reduces claim for correction of possible systemic
renewa phenomena within a period of one year. The data that includes both temporal and
spatial component of the analysed variables are called the panel data, and the whole process is
called the panel analysis.
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Source: According to data http://www.insuranceeurope.eu/
Figure 1. Life insurance market size measured by
average density (USD) in selected countries
(2003-2012)

Source: According to data http://www.insuranceeurope.eu/
Figure 2: Life insurance market size measured by
average penetration in selected countries
(2003- 2012)

Dependent variable, approximated with density or penetration of insurance, is changed to the
units of observation (by country) and by the time, so the evaluation of variables, which realy
determine the variable demand for life insurance, is considered a more precise [2]. Analytical
note of the model equationsis as follows:
LFINS, = o, + £4,INCOME, + ,INFLN, + SJUNEMR + ,NBDEPT, + 5,EDUC, + ¢,
i=1..,N;t=1..,T
Where N is the number of units of observation, T is the number of periods. Parameter «; is a
constant member, different for each unit of observation, g,,.., 5, are parameters that are
estimated. Furthermore, &, is the estimation error that is assumed to follow a white noise
process.

D

Table 1: Description of variables and expected impact of independent variables

L abel Definition of variable Expected impact
LFINS Ratio of gross written premiums to total population (Density) Dependent variable
LFINS2 Gross written premiums to GDP (Penetration) Dependent variable
INCOME GDP per capita (current 000 US$) +
INFLN Inflation, consumer prices (annual %)
UNEMP Unemployment, total (% of total labor force) -
NBDEPT Age dependency ratio (% of working-age population) +-
EDUC School enrolment, tertiary (% gross) +

Source: Author’ s definition and expectations according to previous research

The movements of the dependent variable, the demand for life insurance, indicates upward
trends in the performance till the financial crisis, when positive trends are replaced by a period
of stagnation. Poland is the most propulsive market in the period before 2008. The period of
financial and economic crisis caused a decrease in the size of the market and stagnation by the
end of the period. The least developed market of life insurance among the surveyed countriesis
Croatia. Indicates the greatest differences compared to other observed countries. General level
of the importance of the life insurance market is less influential and trends are less expressed on
Croatian example.
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Source: According to data http://www.insuranceeurope.eu/
Figure 3: Lifeinsurance density in selected countries

Source: According to data http://www.insuranceeurope.eu/
Figure 4: Average indices of all selected countries

320



Observing average indicators for six countries by years (Figure 3), it has been noted that after
2008 average gross written premium per capita declines from 312.73 USD to 260.96 USD.
Hence, the dummy variable is introduced for the period of crisis according to movements of
indicators of demand. However, variable crisis shows no statistical significance and does not
affect the assessment parameters. The growth rate of demand for life insurance in selected
countries exceeds the growth rate of GDP (Figure 4). Hausman test confirms the existence of a
correlation between at |east one independent variable and the individual intercept, for this reason
the model with fixed effects (FE) is accepted as the appropriate model [2]. Despite the presence
of a problem of correlation, the estimator of the model with fixed effect is consistent.
Furthermore, noted stop of the growing trend in demand for life insurance is the reason of
inclusion of the dummy variable crisis which is an adverse effect, but does not show
significance in explaining the trends in demand for life insurance regardless of the measure of
demand (Table 2). Wooldridge test confirms the absence of serial correlation of residuals. The
usual R2 isvalid for comparison of the pooled model estimated by OLS and the FE model, but
comparison should be done only within the same class of models and estimators, [14] suggests
three measures within, between and overall.

Table 2: Estimated models with graph of forecasting movements of life insurance density compared with real
movements in selected countries

Fixed effect model

Ifins Ifins Ifins2 Ifins2 - Croatia Czech Republic Hungary
income 16.38%** 16.88%** 0.0109 0.0128 g1
(2.997) (3.381) (0.0192) (0.0216) 3l
infln -2.555 -2.544 -0.00328 -0.00323 N o~ oA
(3.001) (3.029) (0.0192) (0.0194) gl 7 / P
unemp 7.862¢**  -7.958***  .00502¢**  -0.0506*** o 7
(2.609) (2.650) (0.0167) (0.0170) <
nbdept 13.00%* 12.80%* 0.0442 0.0434 _ Poland Slovak Republic Sloveria
(5.762) (5.850) (0.0369) (0.0375) &1
educ 1.527 1.373 0.0119 0.0113 sl JR=2
(1.345) (1.438) (0.00861) (0.00921) N 7
crisis -4.405 -0.0173 g /,L/ /t 7
(1353) (0.0866) 7 S
_cons -582.4%* -560.8%* -0.777 -0.727 S ——— R —————— ———
( 238. 1) (2 43. 5) ( 1.52 4) ( 1. 559) 2000 2005 2010 2015 2000 200\; 2010 2015 2000 2005 2010 2015
N 59 59 59 59 al
Hausman 0.0011 0.0014 0.0003 0.0006 \ LANS ----- Linear prediction
Wooldridge 0.1858 0.1817 0.1823 0.1861 Graphsiy CountylD
R2 0.8443 0.8447 0.4767 0.2167

Standard errors in parentheses
*p<0.1,** p<0.05 *** p<0.01
Source: Author’s estimation according to data http://www.insuranceeurope.eu/;_http://www.worldbank.org/

The results of the anaysis are divided depending on the measure of the demand for life
insurance. Life insurance is becoming a more attractive way of investing as income rises. A
positive relationship is observed in the model where demand is measured by the density of
insurance. In the same model, it was confirmed that an increase of the number of dependent
members of the population contributes to the development of the insurance market. The latter
indicates that the motives for leaving the property in inheritance to dependent family members
are expressed in the transition countries. Unemployment as a great problem of the selected
countries, the average rate for observed period exceeds 10%, manifests itself as a variable that
significant impedes the development of the insurance market. Indicator density of insurance is
more sensitive to changes in income, than is the case with an indication of the penetration of the
insurance market. Therefore it is said that the model of market penetration is less income elastic,
as in the example where significance is lacking. Furthermore, the model contains only
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unemployment as significant variable, thus e