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Preface

The purpose of this volume is io reflect the scientific activiiies during The 8th International
Symposium on Operations Research, which was heid in Nova Gorica, Slovenia, from
September 28 through September 30, 2005. The symposium on Operations Research is one
of the waditional series of the biannual international conferences organized by Slovenian
Society INFORMATIKA, Section of Operational Research, and represents the continuity of
seven previous svmposia. At this symposium the scientists, researchers and practitioners
from different areas, like mathematics, economics. stutistics, compuler science engineering,
environmen: and system theory, often working together on conimon projects, came together.
The 8th International Svmposium on Operations Research SOR'05 stood under the high
auspices of the Slovenian Research Agency. and was granted by sponsors cited in these
Proceedings. The opening address was given by Mr. N. Schiamberger, the President of
Slovenian Society INFORMATIKA, Prof. Dr. L. Zadnik Stirn. the President of the Slovenian
Section of Operations Research, and the representuiives of ministries, representatives of
HIT, Nova Gorica, different professional institutions and Operations Research Societies
Jrom other countries.

Operations Research comprises a large variety of mathematical, statistical and
informational theories and methods to analyze complex situations and to contribute to
responsible decision making, planning and the efficient use of the resources. In a world of
increasing complexity and scarce natural resources we believe that there will be a growing
need for such approaches in many fields of our society.

As traditionally, also this symposium was an international forum for scientific exchange at
the frontiers of Operations Research in mathematics, statistics, economics, engineering,
education, environment and computer science. We believe thai the presentations reflected
the state of the art in Operations Research as well as the actual challenges. Besides
contributions on recen: advances in the classical fleids, the presentations, on new
interactions with related fields as well as an intense dialogue between theorv and the
numerous applications. were delivered at the svmposium. Thus, we hope that the division
into Invited lectures and 10 sections. reflects on the one hand the variety of fields engaged,
on the other hand separating too many subjects which could belong together. The scientific
program was divided into the following sections (the number of papers in each section is
given in parentheses): Plenary section (6), Scheduling and Control (4), Stochastic and
Combinatorial Optimization (4), Algorithms (7), Environment and Human Resources (7),
Location Theory and Transport (10), Finance and Investment (8), Multicriteria Decision
Making (5), Networks (4). Production and Inventory (5), Education and Statistics (3).

The first part of the Proceedings includes invited papers, presented by 6 prominent
scientists: Bernhard Béhm, Vienna University of Technology, Vienna, Austria; Hubertuys Th.
Jongen, Aachen University, Aachen, Germany; Robert Manger, University of Zagreb, Zagreb,
Croatia; Viljem Rupnik, Interacta, Ltd, Business Information Processing, Ljubljana,
Slovenia; Dragomir Sundaé, International Business Consulting Center, Ltd, Rijeka, Croatia;
and Walter Ukovich, University of Trieste, Trieste, Italy. The second part of the Proceedings
includes 57 contributed and refereed papers written by 92 authors and co-authors. Most of
the authors of the contributed papers came from Slovenia (41), then from Croatia (30), Italy
(4), Slovak Republic (3), Czech Republic (3), Austria (2), Belgium (2), Germany (1),
Australia (1), Hungary (1), Israel (1), Latvia (1), UK (1), and Ukraine (1).




Further. the svmposium vvas highlighied by two round 1ables: Globalization — Cupital
Dommation. and Developmen: and Educational Problems in Primorska Region with Regard
1y European Trends and Demands. They both attracted « greut interest of SOR'05
participants. The discussion led to remarkabte conclusions concerning regional cboperation
and associations with other EU countries, as well us development and use of econometric
models in vegional and international economies. 4

The Proceedings of the previous seven international Symposia on Operaiions Research
organized by Slovenian Section of Operations Research are cited in the following secondary
and tertiary publications: Curren: Mathematical Publications, mathematical Review.
MathSci, Zentralblat fuer MathemaiikiMarhematics Abstracts. MATH on STN International.
CompactMaih, INSPEC. Aiso the preseni Proceedings will be submitted and is supposed to
he cited in the sume publicaiions.

We woutd not have succeeded in attracting so many distinguished speakers from all over the
world without the engagement and the advice of active members of Slovenian Section of
Operations Research. Many thanks to them. Further. we would like to express our deepest
gratitude to the members of the Program and Orgunizing Committees, to the referees,
chalrpersons and to all the numerous people - far roo many 1o be listed here individually -
who heiped in carrving oui The 8th [niernazional Symposium on Operuiions Research
SCUR 05 and in putting iogether ihese Proceedings. At lust, we appreciate the authors’ efforts
tn preparing and preseniing the papers, which made The 8th Svmposium on Operational
Research SUR 05 successfiil.

Nova Gorica, September 28 2005

Lidiju Zadnik Stirn
Samo Drobne
(Editors)

Foreword

Mathematics with ali its theoretical and applied disciplines, in particuiar with operations
research, is a field where peaple are active 10 discover new algorithms and approaches from
the pleasure of finding things out. Its purpose is not to explain phenomena or to discover
rules; this is a mission of other natural sciences. There, however, exisis a close and firm
relationship between those and mathematics/operations research: without its tools, methods,
and insighis all other sciences would be more or less descriptive and narrative and they
would be able to explain hardly any of the things that they have discovered. Moreover,
today, to ever higher degree ihey depend on mathematics in general and on its branches
where we find also operations research, social and humanistic sciences. Without
mathematical methods they would not be what they are now. Let us just remind on the

frequency analysis of letters in Slovenian language. While it is true that this is not the latest

achievement it is surely an illustrative one.

Mathematics in general has seen an intense development in the nineteenth and tweniieth
century. The description of electromagnetic field and its properties that were able to be
predicted from solutions of partial differential equations ave hardly imaginable without
vector analysis and quaternions. Had Riemann not founded differential geometry of curved
spaces which was a result of developing of purely abstract ideas, it should have been
invented anew, as without it an anaiytical approach to Einstein’s theory of gravity is
impossible. In the twenties the matrix calculus has been developed, so to speak io wait on the
shelf, only to be used soon afterwards as an indispensable (0ol for the first description of
quantum mechanics. An overview of quantum states of elementary particles that has been
painstakingly put together in a form of tables by W. Heisenberg that are hard fo understand
even today and which are the foundation of matrix mechanics is now possible to present as
matrices that are readily possible to calculate with. As a consequence of need fo solve
complex problems in technology, economy, and social sciences, a new field of operations
research has been invented. Today it is an apparatus thai it is hardly imaginable to do
without in the areas that at the firsi sight seem to be 100 complex to be accessible by
mathematical tools — such as medicine, biology or ecology. Topology that has hecome of age
in the second half of twentieth century is a discipline that broadens our insight on properties
of multidimensional spaces. Last but not any less imporitant, nearly at the end of the past
century the solution to the Fermat great theorem that has molested the greatest minds for a
three hundred years, has been found.

What is the agent of the development of mathematics and in particular of operations
research?

A simple answer in a form of one condition that is at the same time necessary and sufficient
does probably not exist. There are at least two conditions that must be met. The necessary
condition is that there exists curiosity, a pleasure of finding things out, as the Nobel laureate
R. Feynman has put it. We need not worry about this one; as long as man exists also the
human curiosity will exist. The other condition is that new problems arise and that new
questions are asked to which no existing knowledge can provide answers. Disciplines where
no such problems come up any more that require search for new solutions have completed
their evolution. That can even be measured; the index is the number of new publications. By
this standard hardly anything else is going on in mechanics and thermodynamics, they both
are solving only practical technical problems.




At the beginning of this foreword a thought has been expressed that mathemarics and
operations research have seen an intensive development in the last century and a half. Has it
already lived past its golden age? This is hardly to believe. Aside from the questions to
which there are still no answers there are also new challenges that arise from the
development of new technologies. Computers and information science are just one of them.
The alliance of mathematical methods combined with an immense processing power offers a
wholly new perspective and possibilities for solving of special kinds of problems. Operations
research is a typical field where such a combination promises an intensive progress. The
preseni volume bears witness rhat such a belief is realistic.

Nevertheless there is one reservation and one hope. The reservation is that for the progress
a motor and a fuel are needed. The motor of the progress are the before described
conditions, the curiosity and new problems that bear new chailenges. Both will be availabie
in the future as they were avaiiable so far. The fuel is the concern of those that are to use the
results of the research. Regarding this we may be worried by the dwindling interest of users
Jor solving their problems using methods of operations research. Somewhat disappointed we
see that in practice cases have begun to repeat from the iime when results of research and
development were able lo compensate generously and profitably by primitive economy
methods. The surprise is genuine as we now ihal in the long run only knowledge provides a
solid basis for adding new value. Nevertheless there is a hope that the decline of motivation
to use the methods of operations research is only a passing episode and that the users will
understand the importance of this discipline to their advaniage and i ihe benefit of all. The
number of coniributions in this volume of both domestic and foreign authors bears witness
that such hope is not in vain.

Nova Gorica, September 28, 2005

Niko Schliamberger
(Presiden:
Slovenian Society INFORMATIKA)

Sponsors of the 8th International Symposium on
Operational Research in Slovenia (SOR’05)

The 8th [nternational Symposium on Operational Research in Slovenia was organized under
the auspices of the Researh Agency, Republic of Slovenia.

The following institutions and companies are gratefully acknowledged for their financial
support of the symposium:

o Ausirian Science and Research Liaison Office, Depurtment of 1Ljubljana, Ljubljana

o HIT, Nova Goricu
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Approaches to the measurement of eco-efficiency

Bernhard Bohm
Institute for Mathematical Methods i:: Economics
University of Technology. Vienna, Austria
(bernhard.boehmiwiuwien.ac.ai)

Abstract

The present paper presents a selection of approaches to measure eco-efficiency at different levels
considering the multi-objective nature of this concept. It shortly reviews the level of implementation
in industries and discusses major elements and processes. Differen: measurement concepts at the
industry ievel will be reviewed. Aspects of eco-efficiency bevond the individual firm are considered
next. Micro- and macroeconomic aspects will be integrated by a discussion of the multiple objective
nature of the macroeconomic problem and an attempt to measure macro-eco-efficiency.

Keywords: Eco-efficiency, data envelopmernt analysis, input-ouiput analysis, distance function
1. Introduction

During recent years the term “eco-efficiency” has surfaced in business econornics as new
criterion among the objectives of a firm. Tt is now playing an increasing role in firm
managemen! where sustainable developinen: has been included among the set of firm
targets. While formal decision analysis is often applied io complex economic probiems, the
development of the ecc-efficiency concept and its application in practicai management only
indirectly relates to such analysis. While looking for an answer as to how the objective of
sustainable development can be reached by the firm, the concept itself is often understood as
an indirect objective or even an instrument or tool to achieve the sustainability objective. In
the definition of the World Business Council for Sustainable Development we read that
“eco-efficiency is reached by the delivery of competitively priced goods and services that
satisfy human needs and bring quality of life, while progressively reducing ecological
impacts and resource intensity throughout the life cycle, to a level at least in line with the
earth’s carrying capacity’.

Approaches differ among countries, industries, and firms. The paper shortly reviews some
measurement concepts at the industry level and compares eco-efficiency across individual
firms. Micro- and macroeconomic aspects will be integrated by a discussion of the multiple
objective nature of the macroeconomic problem and a macro-eco-efficiency measure.

2. Eco-efficiency at the industry level

“Eco-efficiency” is considered an important tool of business practice and management where
innovations in technology, production, processes, product design and business organisation
and practices can lead to lower unit costs, improved product quality, lower environment-
related liability, less material usage and less adverse impact on the environment. The main
message in promoting this “tool” is that economy and ecology do not exclude each other but
can be made to cooperate profitably for both the firm and for society: more value can be
generated with less use of resources and less damages for the environment in general.

Measurement issues of the degree of eco-efficiency achieved do not stand in the foreground
of interest. Incorporating the four required strategic elements, de-materialisation, closure of
production loops, service extension, enhancing functionality, the identification of indicators




and the consiruction of a unified measure are hard issues. The approach of the WRB(CSD

concentrates on a measure defined by product orservice vaiue where both, numerator
" | environmental influence |

and denominator, have to be derived from indicators. Because of large differences due to

products, branches, techniques, customers etc. firms may need to define their own relevant

indicators appropriate for external communication and decision making. Thus indicaicrs may

belong ecither to the group of generally applicable or business specific ones. An eco-

efficiency performance profiie will incorporate both.

A more demanding concept (o assess eco-efficiency is provided by life cycle analysis (LCA)
of a product or process. it should help o assess potential effects of a product or process on
environment starting from the inception of the idea and the use of the raw material through
the user phase until the end in a waste deposit or a recycling process. It focuses specifically
on energy materials used and wastes released to the environment. Multi-criteria decision
techniques can generate dramatic productivity improvements in the application of LCA
{Brunn and Rentz {1998}). Results from LCA will coniribute to other measurement concepts.
A prominent one in Germany is MIPS (Material Input Per Service unit), developed at the
Wuppertal Institute. It calculates the input of fotal material resources required for ihe
production of goods and services, measured in service uniis. Material inputs cover ail
renewable or exhaustible resources, land, water and air, while a service unit represents the
utility derived from the use of a particular good.

While many of the concepts discussed so far provide useful steps for the concerned firm,
there are many instances when comparisons between firms are desired to judge either policy
effectiveness or to design policy instruments appropriately. For such objectives the tool of
data envelopment analysis (DEA) has beer recommended. For the evaluation of economic
efficiency this technique aiready enjoys widespread applicability as is witnessed by the large
number of available publications (cf. Charnes et al. (1994)). To a large extent it avoids
problems of valuations of inputs and outputs, or better, provides even valuation estimates.
However, applying DEA o ecological and economic efficiency requires reconsideration of
weighted sum of ‘()lt[pllls " in order fo a dapt it to

| weighted sum of inpuis ]
environmental magnitudes. The WBCSD definition, the MIPS, and similar concept that have
been proposed, all relate environmental magnitudes (value of damages, emissions, resources)
to some economic magnitude (service unii, utility, product value). Especiaily the
environmental magnitudes cannot be easily classified as inputs or outputs as many of them
are undesirable from the point of view of production. If one characterises ecological
efficiency as a way of ‘producing with the least energy, resources, waste and emissions’
then the lack of prices for emissions and waste or other undesirable outputs makes it difficult
to construct measures of ecologically efficient production. But some of these problems can
be overcome by using DEA.

the conventional efficiency measure

3. The DEA approach to eco-efficiency

The use of a nonparametric method for productivity comparisons with non-desirable outputs
seems to have started with a paper by Fire et al. (1989). This approach has later been applied
to evaluate environmental performance of firms (cf. the review by Tyteca (1996)). A recent
paper by Korhonen and Luptadik (2004) contrasts two types of approaches. The first

decomposes the problem in two parts and measures first technical efficiency along
conventional lines and then measures ecological efficiency by using a ratio of a weighted
sum of desirable outputs o the weighted sum of undesirabie outputs. The efficiency
indicators of both models are used as output variables in a new DEA model with inputs
equal 1, vielding the eco-efficiency indicator. ' .

The second approach specifies ratios which simultaneously take into account desirable and
undesirable outputs. In this case at least four different ratios can be constructed:

Model A maximises the ratio of the difference between a weighted sum of k desir‘able (yr)
and (p-k) undesirable outputs (y.) to thc ‘weighted sum of m inputs (x;) for each unit j=1,...,n.
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Model D is the reciprocal of model B and minimises the ratio of the sum of weighted
undesirable outputs and inputs to weighted desirable outputs.

The eco-efficiency indicator of mode} B cannot be smaller than the one of model A because
both inputs and undesirable outputs have to be decreased to increase eco-effmency» In
model C only undesirable outputs have to be decreased, so the indicator of C cannot be

greater than that of B.

Applications of such modeis to firms of the same indugtr§f will yield d.eeper insights into the
causes of eco-inefficiency and can indicate potential improvements tn inputs and outputs.
They are also very useful to identify achievements of emission reduc.tion programs when one
compares eco-efficiency indicators before and after the implementation of such programs. A
particularly interesting application of this technique can also he.lp.to solv; allocation
problems in the context of preparations for the tradlng of emission certificates. An
application to the French cement industry can be found m.Pa'ltnall.( (2004). He presents
alternative calculations of proposed initial allocations of emission rights (allow?m.ces), all
based on the solution of a variable returns to scale DEA problem. It turns gut that it is not so
easy to determine how eco-inefficiency should be reflected in 'Ehe a}llocatlon of allowances.
The reason why an efficiency approach is desirable at all is given by the fact that a
traditional allocation procedure based on historical emission values (so called




"grandfathering”) would bias in favour of those firms that have contributed to the highest
levels of emissions instead of those that have coniribuied (o emission reductions. The DEA
results of eco-efficiency can therefore be used to distribute allowances according to the eco-
efficiency of a plani. As the various modeis discussed above all show slight differences in
the inefficiency indicators - the efficient units are always the same — it may be left to the
policy maker to select the appropriate one. Information requirements are higher when
additionaily to outputs and emissions also input factors are considered. A DEA based eco-
efficiency calculation will have a motivating effect on competing companies because
information about the direction of efficiency improvement is provided as well.

4. Macro Eco-efficiency

Let us now turn to the whole economy and the problem to characterise its eco-efficiency.
Due to “‘rebound effects” firm’s eco-efficiency not necessarily implies macro-eco-efficiency.
Growth effects may more than compensate efficiency gains. The ecological balance may
deteriorate due to a larger increase in sales of a product that itself is resource efficient. One
of the most usefu!l 1ools for analysing production relations within an economy considering
the interrelatedness of products and sectors is the so-cailed input-output approach. An inpuit-
output table reiates all goods and services produced and used in a country fo all economic
branches of the economy. Because of its detailed structure of the inter-industry reiations such
a model reveais the roie of key sectors or industries, the supplier links and the delivery
chains throughout the economy. With the beginning concern about the limits 1o growth
around ihe seventies of last century and the public awareness of existing environmental
problems the input-output approach has been amended to take into account also
environmental dimensions. We shail use this framework to obtain measures of eco-
efficiency, degrees of achievements of both, economic and environmental, objectives for the
whole economy.

Let the production possibiiity frontier of the economy be determined by the input-output
model, primary mputs, pollution generation and abatement, and final demand. The degree by
which a net-output vector, for given primary inputs and environmentai standards, could be
extended, can be considered a measure of eco-nefficiency. Equivaiently this could aiso be
achieved by a reduciion of primary inputs for given environmential standards and given final
demand. We have to iake into account that desirable outputs are strongly disposabie while
undesirable ones are oniy weakly disposable meaning that their reduction can only be
achieved by a reduction of desirable outputs or an increase of primary inpuis.

The augmented Leontief model known from the literature (e.g. Luptacik and Bohm(1994))
can be written in partitioned form
- A)x —Ax, 2y @)
— A+ (- A)x, 22—y,
with Ay the k x k input-coefficient matrix of the economic subsystem, Az the k x (p-k)
input-coefficient matrix of the abatement system, A, the (p-k) x k emission-coefficient
matrix of the economic system, and Az, the (p-k x p-k) emission-coefficient matrix of the
abatement system. x; and x, are the (k x 1) gross production vector and the (p-k x 1)
abatement vector respectively, y; is the k x 1) final demand vector and y, the p-k x 1 vector
of tolerated pollutants (or pollution standards) vector.

Applying the concept of the distance function to this partitioned svstem by treating the
undesirable outputs similar to inputs, a proportional measure of eco-efficiency can be
derived from the following model formulations where the m x 1 vector of primary inputs is
given by z.
1. Minimise the use of primary factors for a given ievei of final demand and tolerated
pollution:

min ¥ S..
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It is easily seen that this mode! corresponds to mode! A of Korhonen and Luptadik (2004).
This input distance function considers the mimmal proportional coniraction of the input
vector, given the output vector and tolerated pollution.
2. Maximise propertional expansion of final demand for given levels of tolerated pollution
and primary factors:

max @ Sk
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A, =1 — Ay )x. 2y, (6)

Bx +Bx, <z
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This is the output oriented model D. We note that due to ithe presence of the pollution
subsystem representing undesirable outputs, the optimal values of o and <y are not the
reciprocal of each other. However, by treating these undesirabie outputs like inputs in the
model, i.e. by changing the problem formuiation into a proportional reduction of primary
inputs and undesirabie outputs for given final demand, the reciprocal property of the distance
function can be established. This happens in the following version which corresponds to
model B:
3. Minimise the use of primary factors and tolerated pollution for a given level of final
demand:

min ¥ S
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Still another version corresponding to model C can be formulated by minimising tolerated
pollution for a given level of final demand and primary factors

We note that efficiency indicators derived from the distance function approach are based on
optimisation without the possibility to alter the proportions among net outputs or primary
inputs. If its slack variable is positive it is still possible to reduce a specific input without
reducing any of the net-outputs. By defining a new slack based measure as in Luptacik and
Bshm (2005) we can go beyond the proportional approaches and take into account of
changes in the structure of final demand, pollution sources and the composition of primary




mmputs. The probiem: 1s formulated as a goa! programming model treating the (p-k)
undesirable outputs like inputs:

1 m S,
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Bx +B.x. +s5 =z
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where we use k desirable outputs, (p-k) undesirable ones, and m inputs. Vaiues on the right
hand side are given. This fractional program can be linearised by a simple transformation.

The macro-eco-efficiency models (5), (6), and (7) can be related o the micro-eco-efficiency
concept by reformulating them as DEA models under a particular assumption: Construct a
fully eco-efficient economy that can serve as a standard against which the actual economy is
evaluated. While the microeconomic application of DEA uses inputs and outputs of different
independent decision making units, the macroeconomic [-O model uses data of usually only
one economy composed of interrelated sectors. To have these sectors performing the role of
independent firms one needs to explore the potentiai output of each sector given all other
outputs and inputs. This generates as many efficient artificial economies as there are outputs
and inputs. These will establish the production possibility set (or the input requirement set).
Therefore, a multi-objective optimisation problem is formulated in which each output is
separately maximised subject to constraints on the production of other outputs and required
inputs, and each input is minimised under the same constraints. Denoting by s; the vector of
k slack variables of the k sectors, by s, the slacks in the {p-k) undesirable output relations
and by s; the slacks in the m input relations, the following model is solved p+m times for
given values of outputs and inputs to obtain the maximal values of each slack variable:
max s, sl

= A )x — Ay, =5, =y
Apyxy = = Ap)x, +5, =y, (9)
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j=L.,kk+L. . ,p,p+l.,p+tm
Indivi*dually optimal output and input values are calculated from y*1= yi + Sy, y*2= V2 — 82,
and z 3= z3 — s3, and are arranged to form a payoff matrix P.

1 2 p+m
Yits Mits o ¥t
_ 1 2 p+m
P= Y, 8, Y.—S, Y, =8,
z-sy z-s; z—sf™

This matrix is used to establish the frontier of the production possibility set (or the input
requirement set) and thus, the efficient envelope.
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This efficient envelope is used to evaluate the relative inefficiency of the economy given by
the actual output and input data (y;”, y2', 2} in the following input oriented DEA problem:

min # S.L.
u
Puzy/ ,
Pp—&h! <0 | (10)
Pu—6"<0
120020

The efficiency score, 4. gives the proportions of all input of the economy which must be
sufficient — compared to the production frontier — to achieve the given output levels. {1-6)
describes the necessary reduction of all inputs to achieve the efficiency frontier. Vector u
provides the weighiing pattemn in the projection point of the efficient surface derived from a
radial input contraction.

It has been shown in Luptac¢ik and B6hm (2005) that the minimum value of 8 is the sanme as
the minimal value of v in the LP model version B of problem (7).
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Extended Abstact. We consider smooth finite dimensional optimization problems with a
compact, connected feasible set M and objective function /. The basic problem, on which we
focus, 1s: how to get from one local minunuim ic all others. Transition points of first order
(i.e.. Karush-Kuhn-Tucker points of index 1) play a crucial role in this contexi.

Firstly, we consider the unconstrained case with moderate asymptotic behaviour of the
objective function at infinity. it is shown that (genericaily) any two local mimima can be
connected via an aiternating sequence of local minima and transition points of first order. in
particular, the graph wiih locai minima as its nodes and first order iransiiion points
representing the edges turns out to be connected. On the other hand, any connected {finite;
graph can be realized in the above sense by means of a smooth function of three variables
having a minimal number of stationary points.

Secondly, we introduce a bipartite graph I' as foliows. Its nodes are formed by the set of
local minima and maxima of the objecive function f . respectively. Given a smooth
Riemannian (i.e. variabie} metric, there is an arc from a local minimum: x to a local
maximum v if the ascent (semi-) flow induced by the projected gradients of f connects points
from a neighborhood of x with points from a neighborhood of y. The existence of an arc
from y to x is defined with the aid of the descen: (semi-) flow. Sirong conneciedness of the
digraph T ensures that, starting from one jocai minimum, we may reach any other one using
ascent and descent irajectories in an alternating way. In case that no inequaiity constraints
are present or active, it is well known that for a generic Riemannian metric the resuiting min-
max digraph I is indeed strongly connected.

However, if inequality constraints are active, then there might appear obstructions, The latter
phenomenon is due to active set stategy In particular, we show that I’ may contain absorbing
two-cycies. If one enters such a cycle, one cannot leave it anymore via ascent and descent
trajectories. Moreover, the appearance of such cycles is stable with respect to small
perturbations of the Riemannian metric.

By means of a global adaptation of the metric involved, the appearance of absorbing cycles
may be prevented. This adaptation makes the metric singular at the boundary of the feasible
set and it is automatically performed by means of the constraints. In particular, the interior
of the feasible set is now invariant under the corresponding ascent (descent) flow. The
resulting bipartite graph I' becomes (generically) connected. Finally, the underlying ideas
can be interpreted as a global interior point approach for nonconvex constrained
optimization.
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lated and solve
hv algebraic means. For this purpose. ai abstract algebraic structure is infroduced whose
instances are called semirings. Fach particular tvpe of path problem is characterized by a

Abstract. A wide variety of path problems in graphs can generally be fon

different instance of the siructure. This paper presents iwo receut results deaiing with: the
algebraic approach: vo path problems based on semirings. The first part of the paper iniroduces
a method for combining already known seuiirings into new ones. The obtained coinposite
semirings correspond to relatively complex path problems iuvolving explicit 1dentification
of optimal paths or multi-criteria optimization. 1he second part of the paper describes a
distributed algorithim for solving path problems, whic
uters. Thanks 1o its specification

lied 1o different le or complex path probles.

i has beer: bupleniented ou a network

erms of air arbirrary semnirin

vpes of sii
Keywords: directed graphs. path problems. aigebraic approach. imization:.

distributed algorithms.

1. Introduction

Patli problenis are a family of optimization and emnneraiion probl nee
to generation or comparison of paths in ected graphs. Somne cxan sp%es
are: checking path existence. finding shortest or most reliable paths. fiuding paths of
maxinum capacity, listing all paths. ete.

Fach particular tvpe of path problem can be treated separatelv. aud sclved n
dedicated algorithms 3l However. a mwore efficient approach is to establish a genera!
framework for the whole family of problems. and to use general algoritinus. The latier
can be achieved by introducing a suitable absiract algebraic structure.

Few varianis of the algebraic approach for solving patl: probleius have beex: proposed
[1,4,8,9]. Our favorite variant from {1 uses a structure whose instances are calied
semirings. The approach from {1| relies heavily on matrices and on analogies with
ordinary linear algebra. Each type of path problem is formulated by using a different
semiring. Solving a concrete problem reduces to computing with matrices over the
corresponding semiring.

The aim of this paper is to present two recent results dealing with the algebldlc
approach to path probiems. The first result is a method for building more complex
semirings from simpler semirings. The obtained composite semirings can be applied
to solve relatively complex but still meaningful path problems. The second result
presented in the paper is a specification of a distributed algorithm for solving path
problems. Since it works over an arbitrary semiring, the algorithm can be applied to
solve different types of simple or complex path problems.

directed or u
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ries about serii

Hows. Section 2 gives proiii ings and
our adopted algebraic approach based on

e paper s organzed as |
graphs. Seciion 3 shows by examples
semirings can be used to solve simple path probiems. Section 4 introduces composiie
semirings. Section 5 illustrates again by examples how composite serurings can be ap-
plied to solve more complicated tasks. such as optimization with explicit identificat o1l
of optimal patiis or multi-criteria optinization. Section 6 describes our distributed algo-
rithm for soiviug path probiems. Scction 7 reports o1 an actual nerwork lmplementation
of the algorithm. The final Section 8 gives a conclusion.

(0

2. Semirings and graphs

We start withi the definition of our aljgebraic siructure. A semiring is a set I equipped
with two binary operations. v (joinj aund o (multiplical ion}. which have the follow-
ing properties: Vv is idempotent. commutative and associative: o is associative. left-
distributive and right-distributive over v: there exist a zero element & aud a unit ele-
ment e such that (forany o) ¢vao =12 . ¢cr =9 =T0¢. c0T =T =TC When
evaluating algebraic expressions over . we will always assime that o takes precedence
over V. unless otherwise regulated by parentheses. Concrete instances of our aigebraic
structure can be found n [1.6,8,9]. and some of them are alsc repeated in Table 1.

. llotation Loy ¢ € ﬂ\

D min{r. y} G T
Py 0
P —x U
Py { 0 1
1% {4 b 0 x
% @ {,\f‘x}

o R

Table 11 Well kinoww seunrings.

The first five examples in Table 1 are “extremial’ semirings dealing with: real num-

bers, infinity svmbols and conventional arithmetic operations. The semirings P and
Py use “linguistic” concepts, namely £ denotes a finite alphabet. and ©* is the set
of all words (finite sequences of letters} over . Consequently. P(*) 1s the set of all
languages (sets of words) over X. The operation Vv is based on the set umon U, and o
on word concatenation . The symbol \ stands for the empty word. and 0 is the empty
language. The semiring P deals with basic languages. We define an abbreviation of a
word w as aiy word that can be obtained from w by removing at least one of its letters.
For any language L C ¥, bas(L) is the basis of L, i.e. the language consisting of all
words from I that do not have abbreviations in L. If bas(L) = L. then L is a basic
language. B(L*) denotes the set of all basic languages over 2.

Let X be a square matrix whose entries belong to a semiring P. Then we consider
the following two expressions:

X* = EVXVX*VXiv.., (1)
X = XVvXivXiv.. . (2)
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Here. £ denotes the unit malrix (€ on the diagonal, ¢ elsewhere). X? stands for X o X,
X3 for ¥oNoX. ete. The matrix operations v and o are derived from the corresponding
scalar operations similarly as in ordinary linear algebra. provided that V is analogous
to the conventional addition and o to the conventional multiplication.

Te expressions (1) and (2] are called the strong and weak ciosure ot X, respectively.
1 most situations the involved maurix X is sfable. meaning that (1) and (2) become
saturated afrer adding enough powers of X. Thus the closures X* and X can usually
be computed in a finite number of algebraic operations. Note that X* and X ar‘e
equivalent in the seuse that any of them can easily be obtamed from the other one.
Indeed. X* = Fv X while X = X o X* Thus any procedure for computing rhe strong
closure can be modified to compute the weak closure. and vice versa.

I this paper we consider directed graphs whose arcs are labeled with non-zero
eleriients from a sexniring P, An n-node labeled graph G is fully described by its 7 x
adjacency matriv A over . The (7. j)-th entvy of A is the 1 bel of the are fron: node s
to node ; if such arc exists. or ¢ otherwise.

In path problems. we explore paths in graphs. 1.e. sequences of consecutive ares. A
circular path is called a cycle. A path is elementaory 1f it does not traverse any node
more than once. For convenience. it is supposed that each node i a grapl: is counected
to itself by a null path containing o arcs. A null path s considered 1o be elementary

3. Solving simple path problems

Now we are ready to explain our algebraic approach to path problems. For a certai
problein posed in a graph . we clivose a suitable seniring P and assign appropriae
arc labels so that the adjacency matrix A of G 1s stable over P. We compute the siroug
or weak ciosure A* or A. respectively. and read from it the solution to the originai
probler. The differenice between the two types of closures is that the first one takes
into account null paths. while the second one restricts 1o non-nuil paths. Note that each
type of problem requires a different semiring. although the overail probler: striciure
remains the sae. Iutuitively.  contaimns values that are used 1o describe arc properiies.
o defines how the values assigned to arcs along a pail are comnbined to describe that
patl. while v specifies how the values of patlis connecting the sarie pair of nodes are
finally combined together.
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Figure 1: A graph G with given arc lengths, arc reliabilities and arc identifiers.

To illustrate our algebraic approach, let us consider the graph G in Figure 1, whose
arcs are assigned triplets of values. For each arc, the first assigned value (an integer)
is interpreted as its length, the second value (a real number) as its reliability, and the
third value (a letter from an alphabet ¥ = {a,b, c,...}) as an identifier.
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reliai oblem in (. l.e. we wan!
to deternume the reliabiiiiy of a path wirh maximurn: reizamém' between aily pair of
nodes. Then we shouid use arc reliabilities as arc labels and treat & as labeied with

the semiring £y, The corresponding adjacency matrix A and its stroug closure A* are:

Suppose tiat we want to soive

inaxi

0 u 0y 00 I (;.u 0432 0.9 0432 072 }
im 0 0 0l 0 |07 10 063 03024 0.504
A= ‘ 04 03 ¢ U 08]. A*=]064 048 10 048 ex
;0 L0050 0 ’ 7 10 063 1.0 (1.504
{ |
J

|
|
E
i
4

L 042 06 0.378 0.6 MB

<
<

The (2. -th ewiry of A® 15 equal to the naximur reliability of a path from node 2 1o
node ;. Note that anaiogously we could also solve the shortest distance problem in G
Then stead of are reliabilivies and the semiring Py we should use arc lengths and the
scniiring £

Next. let us suppose vhiat we waiit to identify all elementary paths in . Then we can
interpret arc identifiers as one-letver words over the aiphabet Z. aud one-letter words
as one-word languages. Iu this way. we cau consider & as labeled with the semiring 7%,
The adjacency watrix A and its weak closure A are theu the following:

o0 {al w9 ]
by 0 0 fc} 0
A= [ {d} {e} 0 0 {f}
0 e} (hy 0 ¥ 1
00 {ah {5y 9
J aaedb L {5{ ae. \i / al j aec } jaf i ]
Lot | Lafig) P Qa1
bae. )
{ b 1 ] bafig | {ba‘\{ [bafj. | [ patf. ]
| chd j cg. } | ch f § c | chf }
che J
da. )
d, . eba, )
e | ech. ec (0
; b, tjg [ | figba. i £3 18
A = fjgb /
fi,
fjh
gc,
EZ’ g gba, gbaf j, gbaf,
hee he h hee, hf
hf )
id,
ieb, ie, i, . if,
jgb, ig jgba, e jgbaf,
jhd, jhe jh J jhf
| { jheb

» wealk closure A over Py lists all non-null ele-

As we can see. the (/. -t
mentary paths from node : to m(ie

Correciness of the ahove e\anipsea is guaranteed by soie theorems from [1 . More
precisely. those theorems assure that the involved adjacency matrices are stable. so that
their closures can be computed. thus giving the desired solutions. Stability in the case
of shortest distances relies on the fact that each elementary cvele in (7 has nonnegative
lengtli.

4. Composite semirings

The examples in Section 3 have shown strengtlis and weaknesses of the classical semur-
T

ngs such as 5. 3. Fyor I: 1 is

ings from Table 1. By computing in extreral semir
possible to find o mmzﬂ values in a graph. but one cannot directly identifs paths where
those optimal values are achieved. On the other hand. by computing i luguistic sei
ings such as % or % one can identify all patlis. hose paths are not tecessa
optimal. In order to get more specific valies. the semirings from Table [ sh

Dt

he

cornbined. Now we will show Low this can be done.
Let P be a semiring whose binary operations are v and 5. Let the zero eleuent of
P be ¢ and the unit element € Suppose that

e ihe operailon V is a “choice operation”. Le forall #.y € F:

e the operation & has the “cancellation properiv’. e forall 2.y. 2 € I

o]}
2

% |

(ZozZ=yoZ or Zo0x =208y} = (¥ =y or
Let P be any other semiring whose binary operations. zero and unit element are denoted
with 7. 8. o. €. respectivelv. Then we can cousiruct aset P = P& P and two |

operations. v and o, in the mﬂmwmg way.
o PoP={(zd 7€l {o}. 7€l )
o Forall (z.%). (9.5} € Px D
(Z HIVy=IT#7
@5V @5 = { Havg=y#z
& gETE E=7
(z.8)0(y,§) = (259.85

It has been proved in [7] that the proposed V and o are correctly defined binary
operations on the set P ® P and that P @ P with these operations really constitutes
a semiring whose zero element is ¢ = (¢, #) and unit element is € = (¢,€). The newly
constructed P = P ® P is called a composite semiring. The paper [7] also gives some
sufficient conditions, which can easily be checked in practice, and which can assure
that an adjacency matrix over P ® P is stable. The examples in the next section will
illustrate how composite semirings can eliminate the previously mentioned drawbacks
of simple semirings.




To illustrate the applications from Table 2 in more detail, let us consider again

the graph  in Figure 1 whose arcs are assigned lengths. reliabilities and identifiers.
Take first into account onlv arc lengths and arc identifiers. and treat G as labeled with
P, & Ps. Then the adjacency matrix A and its strong closure A* are the following:

5. Solving coruplex path probiemas

Coinposite seiniriigs cal be applied {or exj T identification of optimal paths in graphs.
8 HI P H +
o Composition of semirings can be

criveria optimization with explicit iden-

Aucther appilcatlon 1s wulti-criteria opti

irerated - in this way one can accompiish
tification of patlis that are optimal according o several criteria.

Seme concrete applications are listed 1 Table 2. All proposed compositions are
based on simple sewiriugs from Table 1. There are of course manyv other possibilities
for combining simple semirings which are not listed due to space limitations. Table 2
describes how a graph should be labeled with a particular semiring. and what resulfs can
be obtained by computing the sirong or weak closure of the corresponding adjacency

niai:

n that semirtug. If 1he given assunmiptions about the graph are satisfied. thern

[

feasibility and correctness of the involved computations can be guaranteed by 7.

Composite
semiring 77

Assumptions
about the

_grapii &

.
{ Components of the
{7 ,-th entry of the

adjacency matrix A

Components of the
{7.j-th entry of the
closure matrix A* or A

TPy Ds any elementarv - length of arc {u. ;7 - shortest distaiice
crule Lias wentitier of arc (7. 7] from node 2 1o node
positive - identifiers of ail
iengui: shortest paths from

node 7 to node
Py P there are - length of are (1)) longest distance
10 ¢VCies - idenrifier of arc (7. j} from riode 7 to node
- identifiers of all
iongest (c¢ritical) paths
from node ¢ to node
P2 Py auv elementarv - reliabiliy of are (1)) - maximum reliability
cvele contains | - identifier of arc {7. of a path from

San arc with
reliab

node 7 to node
identifiers of ail

most reliable paths
from node 7 to node j

1

Py@ (Py® P

any elementary
cycle has
non-negative
length

fength of arc (2. 7}

1

identifier of arc (4. j)

1

reliability of arc (7. 7}
- maximum reliability

shortest distance
from node ¢ to node

of a shortest path
from node 7 to node j
identifiers of all
shortest paths from
node ¢ to node j
achieving maximum
reliability

Table 2: Some applications of composite semirings.
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In accordance with Table 2. the (2. j)-th entrv of A™ gives the shortest distaice from
node i to node ;. together with the identifiers of ail corresponding shortest paths.

As another illustration. iet us consider once more the graph & in Figure 1. but now
take into account all values assigned to its arcs. i.e. arc lengtlis. arc reliabilities and are
identifiers. Bach triplet of values can be regarded as a label from P, @ [Py % £3). The
matrices A and A* now look as follows:

T ix. 0. (. 0. 0) (3.09.{a}) (0. 0,0 <. .
(~1.07.{p} (e 0.0 (. 0.0 (801 A{ch  Ix.0.0 |
A = (9.04.{d})  (1.03.{e} (5. 0,0) (. 0.0) (A0 {f}
(oc. 0.0 (=510 {g} (5.0.5,{n}  (20,0.0 Inc 0.0
. (o< 0.0) (0. 0.0 (=3.02 {1} (2.06.{j}) (x.0.0) |
r 0.\ 4, 3 9. \ /7 1
1.0. 0.432 0.9. (.432, 0.72.
{\} C fafig) )\ la) ) [afj} {af}
(i G, 2, 8, ‘ 6,
0.7. 1.0, 0.63, 0.3024, 0.504,
{b} (A} {va} {bafj} {vaf } )
0, 1, 0, 6, 4,
A* = 0.336, 0.48. i.0, (0.48, 0.8,
{figb} {fig} {A} {£3} {£}
—6, -5, -3, 0, 1,
0.7, 1.0, 0.63, ( 1.0, 0.504,
{gb} {g} {gba} {A} {gbaf}
—4, -3, -3, 2, 0,
0.42, 0.6, 0.2, ( 0.6, 1.0,
L \ {igb} {je} {i} {3} {A




Ty accordance with Tahle 2. the /.
siiortest distance from node 7 1o node

AF now contains three values: the
i v that can be achieved

1 node ¢ to node J.and the set of identifiers of

oulv those shortest paths from node ¢ to node

by considering onlyv shortest patis fro
j that achieve the maximum reliability,

/

6. A distributed aigorithin

According to the adopted algebraic approach, an algorithin for solving path problers is
simply a procedure that couniputes a matrix closure. Such algorithm should be general
i1 the seuse that it works over an arbitrary semiring aud can therefore be applied to
differcint 1ypes of siiuple or complex path problems. Owr particular algorithm computes
the stroug closure A* of a given » x n mairix A over a semiring P. The expression
of the forni {1 is evaluated by iferative squaring and updating of a suitable matrix B
The algoritivu siarts with B8 = £ v A and stops when 5 stabilizes.

Our algoritiim is distridbuied in the seuse that it cousists of a ring of m concurrent

processes, where | < m < n/2. FKach process commuuicates with its predecessor and
its successor aiong the ring. There is no shared memory, but each process has its own
private memory. Figure 2 refers to a ring of m = 4 processes.
To enable distributed computing. the algorithm maintains two copies of the matrix
B dencted by =, aud "= ¢, . The matrix 7 is divided into Zm blocks. so that
every block consists of a roughly equal number of adjacent rows. Similarlv. ' is divided
inte 2m blocks of columns. The range of column indices assigned to one particular
block of € 1is the same as the range of row indices assigned to the corresponding block
of R The blocks of R aud (" are distributed among processes. so that one process keeps
exactly two blocks of R and the corresponding two blocks of C'.

r o L e I o . [
Rulel1 /|’3~—*15t—-'§7i—yﬂle£:1 5 B 5|
—~ 2 4 68 A T 4 6 — 8 b

Figure 2. Block exchauge rules for m = 4.

As previously explained, the algoritlim consists of iterations. However. due to dis-
tributed computing, each iteration is further divided into 2m — 1 smaller parts called
phases. In one phase a process generates row-column pairs from its locally available
blocks. In each phase, all possible pairs from non-corresponding blocks are generated.
In the first phase within an iteration, additionally. all possible pairs from the corre-
sponding blocks are aiso generated. For each generated pair. consisting of, say, the 2-th
row of R and the j-th column of C, the process computes the “inner product”. The
obtained value is used to update both the j-th element of the i-th row of R and the
i-th element of the j-th column of C; thus:

n
Py = Gy = \/ T4k OChj (3)
k=1
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Jhase the processes exchange blocks. i order to furm new combinations
of blocks for the next phase. Ay block of ¢ moves togetlier with the corresponding
Llock of A, The exact block exchange procedure is show in Figure 2. for the case where
o = 4. Rules 1 and 11 are alternately applied. Fach index 1 Figure 2 denotes one block
of R together with the corresponding block of . Arrows in Figure 2 indicate block
moves., 1t has been proved in 5] that for a stable matrix A the algorithm termmates

g Lt o : tely ol £.oa1 \ . . eml ot *
after a finite number of iterations. with the final natrices R and C equal to A™.

7. Network implementation

['he presented algorithm has been implemented as a distributed ¢ program by usmng
the PV Library 2] The program code has been designed so that it can easily be
In order to monitor performarice.

adiusted to solve varicus types of path problems.

iteralions atd records its own

1
the program has been extended so that it counts its ow
execution time.

Our distributed program runs as a set of concurrent processes. wiiich can be ai-

located to different computers. and which exchange data through the network i a
ring-like fashion. The program has been tesied on a “virtual paraliel machine” assen:
(IX computers. e have beeu able to rui the program with up 1o ciglht

bled of four U2
truly concurrent processes.

Performaiice of the prograiu has beew measured on few hundreds of pat i probileis
of different type and size. 1he obtained perforizance ineasurelients are gives i 5. A
small part of the measurenents is also presenied lLere.

grapii . number of  total execution " speedup cuiipared to |
; density | processes /1 | tlie i seconds  the seguential case
% 1 292.7 ‘
2 155.3
4 82.1
R 46.3 .
3% 1 316.7 |
2 164.7
4 88.3
8 49.9 6.35
10% 1 3248 1.00
| 2 ! 167.2 1.94
4 89.9 3.61
8 51.0 6.37
30% 1 374.3 1.00
2 191.6 1.95
4 101.9 3.67
8 57.7 6.49

Table 3: Performance for shortest distance problems with size n = 256.
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Table 3 summarizes the performance data for 40 randouly generated shortest dis-
rance problems of the same size n = 256, The problews have been further divided 1nto
groups of 10 according to their graph deusity (percentage of non-zeros 11 Aj. which can
be 1%. 3%. 10% or 30%. Each particular probler has beeu solved four times. Le. with
the munber of concurrent processes equal to 1. 2. 4 or 8. Entries in Table 3 are mean
values computed over a whole group of 10 similar problems. A table row shows the
Lotal execution time. expressed as an absolute value (seconds) and as well as a relative
value (speedup compared to vhe sequential case).

Table 3 clearlv indicates that the algorithin is quite efficient when applied Lo larger
shortest distance problems. Satisfactory speedups are achieved even with ¥ processes.
Perforiance is better for denser graphs.

8. Conclusion

1 this paper we Lave presented fwo results dealing with the algebraic approach 1o
uing simpler semirings mto
cowposite semirings. The second result is a distributed algorithm for solving path
problems.

Both resuits extend the applicability of the adopted algebraic approach. Nainely.
with composite semirings it is possible to use the same algebraic formulation not only
for simpie problenss bui also for more complex tasks. such as explicit 1dentification:
of optimal paths or multi-criteria optimization. On the other hand. the described
distributed algorithm allows solving the whole range of siple and complex problenis
ona variets of conputer networks.

The idea of extending the applicabilitv of the aigebraic approaci: has an obvious
aesthetic appeali. Moreover. the described exiensionus briig some practical benefits. For
misiance. i@ becomes possible to solve a wider class of problerus by already known and
tested algorithms. Or the same class of problems can be solved more efficiently by
emploving more computers.

path problems The first resuit 18 a mechanisii for combi
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Abstract:

There can always be some handicaps to OR to be successful, but to remain honest, we are not
persistently entitied to blame CR users for not being efficient. We are first obliged to recognize the
problem in its intrinsic scope and essence; consequently, we alsc have to find an efficient solution for
any OR trapping state.. This very last task is in our focus in this paper

Keywords: decision theory, stochastic and chaotic processes. parameter activated
optimisation, flexible economic modelling, entropy measurement.

0. An Introduction

There are two significant and crucial scientific discipiines which influence pragmaticai
reputation of OR: gnoseology and hermeneutics. Both of them shouid be taken into account
by OR problem solver: the first one determines his problem solving procedure and the iatter
one shapes the scope and depth of its impiementation in real business lives. They interact
strongly; if we are not paying enough attention to such an interdependence, it may wel!
happen that our OR produce will not be accepted by practitioners/managers/users. if such an
event persists again and again, we are due to check it as a trapping state to OR. We assume

that resposibility is imposed on OR designer; we picked up some most chalenging reasons for
such trapping states.

1. Embedience probiem

When solving some well defined problem, it may appear that the solution obtained just not
satisfy the management, although it is perfectly defined from the mathematical point of
view. As we shall consider various potential reasons of'it later on, it is safe to start with most
common issue on so called embedience phenomenon.

To illuminate it, let us start with general decision theory and its fundamental equation, whose
constituents are as follows:

- let X, be an arbitrary finite dimensional vector space, representing all conceivable
decision variables x e X ;

- let R be an object of decision making process (which, in general, is not a problem
itselt);

- there is always at least one consequence y €Y, , again from finite dimensional vector
space, corresponding to input x € X ;

- we also introduce an operator ¥ =SX producing output from input; let us call it as
decision-generator;
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- X_shouid serves as a space of admussible decision variables, X, < X, .

- let z e Z be an estimate of a consequence of decision variable v €Y, (ofan
arbitrary dimension);

- thereis amapping {/ of y €Y, inlo zeZ

- let g=(y,, y,) €U bea primary (backwards) consiruction of a problem, based on
R, under the conditions of certainty: »

- asananalogy. let § =(z, .z, )€ () beasecondary (backwards) construction of the

same problem. based on R, under the conditions of uncertainty; A A
- let @ isa mappping of ¥ into (J { a primary generator of problem constructions); in

real situations. this mapping reduces () into some part AU

- for the case of uncertainty_ let ¥ maps Z into @ here again, this mapping may
produce some shrinkage A of Q ;

- the shrinkage of () is then projected onto Z" « Z via operator £2; ‘

- E is an operaior of induced subspace X", of aiternative admisible decisions, being
mapped from Z° < Z .

Based on these minimum categories of decision making process the following graph might be
useful (see/1/):

For the case of uncertainty we derive the fundamental equation of decision theory (FED):
X *, = (EQAYUS)X

A series of potential standard failures is as follows:
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- we usually simplify »our« space of consequences to be Z=(US}X and thus
X=(1/S)"Z {if possible”!), and consequently Z(//SY" it means that a) we neglect
any alternative solutions, b) we neglect admissible solutions. ¢ we are too bold to
assume that all inputs could be solutions;

- 183 really known to us?

- 18 {/ really known to us?

- the two operators {/ and § in FED aie tacitly assumed to be uncertain: do we use it as
deterministic operators?

- are we sure that 3@ is sufficient for our decision on X", ”

- asimilar doubt as to the operators [/ and S to hold true for all other operators in FED |

- atransition from Q) to O has not been examined whatsoever. it is a reflection of our
dangerous oversimipiification of decision proces;

- abridge between hard and soft sciences is often demolished by using {/= identity
operator which is, in general, very far from being realistic and adequate approach, it
may well hapen that an/the solution y €Y, is acceptable from technical aspects only.
but from the others;

- are we not worried about making some adequate snapshots of R to get probiem
space {J, or, even worse, Q ?

From this we see that there many reasons to faii into trapping state when solving real life
probiems to meet the demands of managers What cai we do anyway?

i. when fighting against I'=35X as input-output mapping, we have to consider three possible
distintions: is there our problem deterministic, stohastic or chaotic (ultrastohastic;. The
corresponding toc! may bring less disappointments to both OR-specialists and managers.

2.ilooking at evaluation mapping Z=UY the main target of ours is that the definition of utility
which should be paid to our OR clients: what are their measures of satisfaction, what are their
criteria of our solution quality, ect. should be told by them to us in advance

3. problem mapping @ = W¥Z detects our ability of perception have we passed through a

sufficiently deep information analysis of our problem” As a whole, we are to relay on
information sciences as a confident and reliable assistant.

4. since the mapping y €Y, practice is largely used (regardless of its quality), the explicit use

of mapping 0 — ( is almost totally neglected, although promising much richer space of

problems under uncertainty. Here, we are in doubt, whether the reversed procedure is more
fruitful; such a dilemma reduces to our decision which principle of causality should be used
first.

5. the space AQ of reduced problems is very often an origin of misunderstanding between
managers and OR specialists: it lies deeply in a dualism of perception (its treasure being ()=

WZ) and aperception (its treasure being AQ ) of uncertainty-conditioned problems.

Consequently, operator A is most obscure factor in FED ; if we choose it as identity operator,
we exposed ourselves to a lot of blames from the side of users.




6 i the above highly simplified formuiation of FED an operator {2 represents an evaluation
of solution 1o a problem under uncertainty, the reversed operator would desciibe our

conceptualisation of probiem(s) in ai indirect way: this might fill in the space AQ) in the
sense of its gradual refinement (like auto-adaptive control processes do).

7 a straightforward by-pass of FED is trying to be the expert modelling whose task is to find
the mapping A@ —» X'+ we have to cherish it as a potential way to reduce CR failures.

8 furthermore. an artificial intelligence looks for a mapping (¥, H) — (5 and thus helps us
to decrease the frequency of OR falling into trapping state.

9. finaily, of course, we do not dare to call for help a mapping AQ — (Q,E), where for A@

as a subspace of Q a pair (¥, H) is applied (meta-mathematics).

An example: let R=firm's gross revenue per employee, then Q= {Q!,,,(;)6 }, where ¢, =
economic problem, (), = administrative probiem, (J,=psychoiogical

problem, (), =technological problem, (J, =organisationai probiem and (), = problem of sociai
policy Our object thus embeded six (induced) problems; it is likely that each of these six
problems is going to be treated as an object again: embedience phenomenon streches over
problems, either. Simplifying the case by taking ¢ = Q , our promise to manager to run a
project on object R has then at least six dimensional criteria of consequences Z and 5 is
six-component operator and Y is 6-tuple »criteriased« output y € Y, the same nature is
featured by 6-dimensionai vector z€ Z

- how to find an/the optimal vector z € Z in case of its component having different
dimensions (it calls for muitidimensional ranking procedure),

- how to find an/the optimal vectorial solution to 8 problem, if dim R is different from
all six dimensions of z e Z components (it calls for non-formal optimisation
modelling of 9);

- if we avoid the above two approaches, what is the mapping of 6-dimensional
»dimensionally non-congruent« components of z € Z into din 9.

The example above (see for the details /2/) has shown that the embedience phenomena are
different and numerous: so are the potential reasons of OR being trapped.

2. Stochastic/chaotic modelling problem

A transition from stochastic to chaotic modelling is not a trivial task of modelling in general.
To start with, we propose a rather non-conventional definition of chaos: the domain of a
variable is said to be a chaos, if and anly if there does not exist any probability distribution
(we shall sharpen this definition later on). Basic problem, then, when building up a model, is
to recognize a/the chaotic nature of variables in a model. From pragmatic point of view, we
look for its approximation via some finite series composed by convex composition of finite
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number of any arburary probabiiity distributions. Consequently. a chaotic model can not be
processed 1in its full extent, but in its probabilistic representative {see /3/)

Let 1=[0,T] be the time domain of stohastic process ¥(t), sireched over its empirical
realisations f(t); let us furthermore introduce corresponding difterential probability function
(DPF) p(t) = p{F(1),t]. J = (T, =) being the future of the same process (where F(t) appears as
a concatenation from the past), and

NFH] =Y eErn ) . x(h=F(), > ¢ =

=N ieN
being the corresponding DPF and 7, {x) being any finite set of arbitrarv differential
probability functions; in case, when this series is fimite or infinite, but convergent. the
process F(t) is said to be stochastic. In the opposite case such a process is said to be
ultrastochastic or chactic. Consequently, in practice we have to deal with some ¢ -
approximation of chaos.

H{Fw] =2 &x (x) . x(=FKi). > & =1
=N

There are the two exstrems of Mandelbroot dilemma
- p(tyand TI{s) are totally independent;

- they are identical, TT{7) = p(1), which is found as traditionai apnroach of naive
business modeliing.

Thus, our task is to discover the existence of mapping 11(f) =¥{p(r)) Thus, the point T
serves as switching point from p(t) to TI{r) In order to »palpitate« the future behaviour we
insert or impiant some points of future process and. according to balance between the two
extrema, we concatenate all the past points and the future noints »chosen«. The production of
future points might be leaned upon Monte Carlo simulation procedure and then we mix the
two sets of points In short, the whole procedure may be called as implaniation, what a set of
points should be accepted as a operandum of impiantation process? The simpliest way 1s to
use infimai and supremai of processes both in the past and the future; in most of the practical
cases, an additionai information is useful, namely that of modus process as a turnpike curve.
In such a case we deal with 3-parameter implantation process. To simpiyfy our exposition, we
confine ourselves to the above presented »3-bone skeleton« throughout the implantation
procedure. Such a choice says we assume that »a majoritv« of process lies inside the cone
build up by its skeleton, inside of which we have no further skeleton-wise information {see
the details: /4/) .

To generalize our approach we allow to assure the prediction [F77), I1(f)] for any t>T based

on implantation described above and obeying a constraint [F(1) —-m <F(t) < F(t) +M], m
and M being arbitrary finite limits. The corresponding cone is expected at probability

HZ (m < x(1>T)<M) or risk being p = J.H(t)a’t + IH/t)dt _ A series of prediction

—o0 M ’
impulses 17, I5,..... is matched to a series of Fo(#;), Fo(t2), ....... , m(t), m(3),........ and
M(t), M(1),....... , thus creating a prediction skeleton. In practice, it is thoughtful to assume
it to be finite, having a length /; we shall call it prediction window and denote as
0.(>T,1)




Our task has been to discover whether prediction window tends to qualify the process
observed as stohastic or chaotic one In addition, if we simplvfy our discussion by assuming
p=1m() - Fo(t,)i= Fo(t;) - M(4) , then @, (z ZT/) is a chaotic window, if 11_(¢) for 1
> T is divergent: in such a case a sequence of tocalised "brobability distributions represent
£(1) - approximation of chaos. Both parameters g an/ are heavily dependent on p. Thus,
we have to
e construct apriori probability space, out of which we slice-out prediction probability
subspace embracing the modus turn-pike irajectory of width 2 s ;
e find the corresponding space of apriori random variabie, streched over / pairs of
supremal values ]*'(r,.,ﬂ(r” + p) an infimal values 7(r ,TI(r,) - u) respectively for

each 7 inside chaotic window.

To resolve Mandelbroot dilemma we have to observe the two pairs [/, (7, T1 () ] and
U/ (.p()1. 1tis convenient to define W= TI - pl ! asameasure of prediction quality

in terms of probability It is computed inside the chaotic windoew provided we have shifted
the corresponding »past slice« onto the chaotic window domain: thus, the recording of ¥
supports  information on the relationship between the past and future stochasticity (a
measure of Mandelbroot's dilemma). The left Mandelbroot has value zero, the right one
refers to infinity.

The issue of prediction needs one more operator, say @, which measures a dependence
between fi(7) and F, (7 /. After assuring the same domain we have ®= mf -t

2

which could be considered as a measure of prediction of realizations. Consequently, a pair Q

= (®.V¥) is a measure of prediction quaiity, operator ® being a criterion of risk ignorant
and operator ¥ being a criterion of risk relevant decision maker. Finally, a complete

information needed by decision maker is givenby E=[[F; (7 ),II,(r) ], Q.

From this formulation, it is obvious what reasons for OR to be stuck in practice. In short, in
general the past stochasticity does not hold true in the future; moreover, if the future is
chaotic (being & -approximated), the error produced by stochastic modelling might be
disastrous. For example, traditional statistics rests on aposteriori stohastics, since it deals
with regression analysis as a tool for extrapolation/forecasting/prediction of the random
process.

3. Flexible versus stiff category input application in economic modelling

The traditional economic models, mostly econometrics, deal with a some input, which
determines some output, both defined by some pre-chosen economic categories. Apart from
the issue on how and why these inputs and outputs were selected (by the way, we may
seriously argue about it), there is a variation of output as a consequence of variation of input,
where the latter one reflects its data-history. Such an inaccuracy ~ may be decreased by
using wavelets, which brings the quality of regression procedure at arbitrary level. However,
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it still may not be satisfactory. The approach which promises some additional increase of
output quality {like accuracy, optimality, ect.) could be rendered by the concept of flexible
inputs. They are allowed to change its content and not 1o keep them tixed over time. If we
insist on traditional econometric approach, for exampie, the error acruing from the two
possible approaches may be to large to be endured in practice. Following the scheme of
solution proposed below we can easily detect all dangers to OR of being stuck in its practical
aplications.

To introduce the improvement of today's econometrics we shall refer to simbols in Ch. 2. The
inverse of E is in question, but not in a direct way Following traditional econometric model,
the space X of decision variabies effects (indirectly) the probiem space {J: thus, we look for
mapping X — () and consequently, it effects Z” as our output space. For ihis purpose, let
Pty c X{(r)ybe a maximum set of economic categories, assumed as stochastic processes of an
arbitrary type and having been defined through x(0} =m, and covariance matrix X, if we
foliow the concept of fluid modelling (FM}) (see /5/), we shall, in service of economic

modelling, have (1) =1_;/)(¢),i € 1", where F,(¢} is being cailed a »kernei« if it
i=0

containsrr, < A linearly independent (or »aimost-independent« processes, where », is
maximum number of non-correlated stochastic processes The rest of processes is then
iocated to a finite number 77 of »satelytes« /...~ having prescribed their levels of
dependancy on the kernel 7}, say &,,...0,, which are known to be the values of functionai
determinants computed for each satelyte set of processes. Here, statistical theory of
classification has been applied in order 1o get clusters as desired. A question on minimum
number of satelytes has been left open, but interesting. Al satelytes are thus dependent at
some arbitrary predetermined leveis & and are algebraically expressed through the kernel (as

done in linear case} For the service of economic modelling we are »happv« to use the same
kernel as a set of indepenedent »variables« to act as whard« part of the econometric model
and a set of satelytes is »swinging« part of it. Apart from the control vector #(f) in case of

control oriented econcmetric model we vary J,,...8; to optimize/improve criteria/goals
functional y(7) as you see below

Thus the state-space operator of control oriented econometric model is a system of
differential/difference equations

x = A(Dx () + B(Ou(e), x(HePb, (1)

where all satelyte variables are algebraically modelled, e.g. in linear case

x, () = L,[x(1)] . i=1 7
x(H)e P, (2)
x,(f) e P (1)

As partition of P(#)depends on ¢, (1) and (2) represent a fluid mode! (see /5 /), which is now

a substitute of econometric (or any other economic model). Functions chosen within a kernel
as well as those within satelytes vary over time: input categories are thus flexible and the
kernel is being determined by input for each 1. For this reason we may call it as »one-way«
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fluid model, 1n the contrast to »two-way« fluid model, where the kernel is input-iutput
determined. In the latter case we need some criterion functional

y(t) = Y[x(1), u(?)] x(1) e P, (3)

which qualifies (1), (2) and (3) as a control oriented econometric model {see /6/). Even in
the case of u(1) kept fixed, the two-way fluid modei couid be improved through adjusting
0,>1~-&,,0,,..0, so that y(1y improves. Evidently, the same procedure is welicome tc one-
way fluid model.

Any conomic ppolicy should be as good as possible; why not to repiace stiff input categories
with flexible ones, varying over time, provided the policy goais are improved. We can see
from a composition of fluid model, what reasons for OR to get stuck are worth while to be
paid our attention.

4. Swapping (interchangeable) optimisation

When formal modelling some problem, there are two distinct groups of model constituents:
variables and parameters. In practice, we hit upon the situation when variables become
constants and parameters call for variation. If we take such a situation into account, the so
called swapping procedure takes place.

Let us discuss it in an abstract way first. According to Ch.1 we have Y=8X as a formal
presentation of problem. A swapping procedure needs to reshape it in a way Y= S(Z).X ,

where Z represents a space of all relevant model parameters. If we confine ourselves to finite
dimensional vector spaces appearing in (1), we have

y=8(o)x )
D(x)<0

where x, y and o are vectors. Let (1") be Hicksian-sense dynamic model of a problem in
consideration, its total operating horizon T=w 7' is thus being split by the »swapping«

behaviour of & and x vectors. Let us simplyfy our discussion by assuming that S is
independent of 7 ; optimizing across 7, we get a functional

opt y(1,)=y(c or x") Vi )

subject to some constraints to either x or o .

If we can not endure either A opt y(7;)= y,"(c,’or x,")-y.’( &,°,x, = const) or

Aopt y(T)= y,'(c,%or x,")- 3'( o, = const,x,"), then, refusing to deal with swapping
phenomenon, a serious damage may be caused to the problem. This damage may increase in
case, when y,"( 7,)=opt y(T)) is a criterion aditive over time. Following FED from Ch.1
this damage may be demonstrated still stronger when introducing space Z (expressing
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economic categories, e.g ). However, the swapping procedure extends to U( ¥ ) which may
play role simultanecusly with (2} - a triple swapping procedure

The trapping state stemming from swapping phenomenon might be today very difficult to
overcome. For example, if ${c = const) is linear operator with constant coefficients and z=
U( v )y being linear function of v, then the corresponding problem is bi-linear version of
Wolfe's program in variables x and y, provided we added some linear constraints on y. Asa
whole, any swapping analogue to (1) as a mathematical programming problem might be a
trapping state per se, since the corresponding existence theorems may not exist; a short

review of swapping allowed problems is given in /7/. However, the simuiation and non-
formal modeliing (see /8/) may be of use in such cases

It is worth while to illuminate the simulation of problem (1) and its swapping analogue in
their discrete version through the following

EXAMPLE: when running business, manager is obliged to respect balance sheet and income
statement which represent very simple modei, mostly used as an aposteriori information
source. It 18 very seldom applied as a managerial optimization tool, one of the reasons is a fact
that it does not contain many functional relationships; instead, it is more a set of »soft
mapping« between economic/financial/technicai/technological categories one ontc another
To show how this tool could be used for optimal decision making along the strict line of FED
structure shown in Ch. 1, we shail combine both sheets it one:

-space X contains the following decision variables x: volume of interets, nominai price of
share, EBIT/total assets, sales volume;

-space X contains the following decision parameters o (X) interest rate, non-risk rate of
return, risk rate of return, beta coefficient, expected return of assets, reinvestment coefficient,
coefficients of ordinary/priority shares, tax rate;

-space Y consists of' leverage, total assets, number of outstanding shares, fixed costs, variable
costs, selling price(s); in adition, it contains aiso induced (=not primarv criteria) vector o{} ;
ROA,ROE, dividend paid, market price of share, the ratio between market price of share and
its return, the ratic between market price of share and its book price, WACC, debt capitai.
equity capital,

-space Z of consequences: z = EPS (earning per share).

The policy goai here is a single one, EPS, being able to be expressed analytically through

y €Y (el operator U has formal description), whereas S does not have such a possibility
We face a hybrid of formal and non-formal part of a EPS- optimizing model. To derive z € Z
we apply a finite (but arbitrary) step simulation over the union of spaces X (of both parts)
and non-induced part of Y; the simulation procedure is always finite, regardless to what
swapping parameters o (X) and o(¥) were used (even both of them). For certain subperiod
of time a firm is not able to vary some component of x; if the corresponding level of EPS is
below the manager's expectation, then he activates some component(s) of o(.); for the details
you may see /2/. It is also worth to stress that the traditional balance sheet\ income statement
can always be extended towards non-financial spaces, e. 1. to the spaces a manager feels as an
additional tool to improve EPS. Such enlargements are not vulnerable by category dimension
involved neither they are prohibited, when space Z is a vector space; in the latter case we deal
with multicriteria swapping procedue, exercised over (in general) a hybrid managerial
decision making problem: it still obeys FED philosophy.
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6. Statistical and non-statistical notion of uncertainty

The uncertainty is, simply saving, a complement to expectation. To deal with uncertainty of
some object in a quantitative way we have to define a) the object, b) the domain of object and
¢) a measure of uncertainty.Ad a): as an object, each of the variabies. mappings and
properties of FED could be used. Ad b): depending on the nature of the object we define its
domain (universum (/). Ad c): a measure of uncertainty/expectation may not only be
dependent on the nature of an object, but also/or on the aspect (criterion) of our analysis of
the object. If this analysis is a quantitative one, a measure of uncertainty/expectation shouid
be a uniform and real function/functional/operator. There is a significant dichotomy of all
possible measures. 1) it is either a measure in the sense of the set theory or 11) it 18 a measure
of existence of the object. In the first case we may speak about non-statisticai (or non-
probability) uncertainty resp. expectation, while in the latter case uncertainty/expectation is of
statistical type. However. we shall need some additional condition for modification of the
above distinction.

Let {/ = U, be a set of n objects ¢/, and (U/) and u(!/ ) set theory measures; we label it

as absolute measure. Thus the relative uncertainty or enthropy of U is

= pU) non-probability entropy =H () (hH
ul)

which helps us to compare different objects. In this case u({/,) is one-dimensional
information on object {/, (for the sake of simplicity we disregard an issue of more-
dimensional non-probability entropies.

If we replace u(U,) by its probability p(U/, ), (1) becomes a measure of risk, if a set
{ p(U))} is complete.It besomes a measure of the probability entropy. if a set {pU)iis

incomplete An analogue to (1) as a relative measure of probability entropy can not be used,
unless

pU) - pU,)

providedi =1,.n' < n {2)
pU)

= probability entropy = H (p)

where # is the number of all objects. The distinction between (1) and (2) is crucial when
dealing along FED umbrella. Consequently, in case of (2) we can not expect to have a
complete description of probability distribution: we have only an incomplete information on
probability space belonging to I/ . A notion of probability based entropy rests on (2) only.
Apart from the ignorance of the difference between (1) and (2) we may commit an
additional severe error by not immersing deeply into various types of (1) as well as 2).

To show that it is not a fairy tale, let us first turn our attention to one single type of non-
probability entropy, namely that one which refers to optimisation processes, based on formal
modelling (see /9/). As a consequence (1) as a definition of non-probability entropy we face a
fact that the only measure of entropy is based on the existence of the object. In case of formal
optimisation modelling we look for uncertainty of an/the optimal value of criterion
function/functional/operator. Let us have scalar field y = F'(x,,...x,) of optimising variables
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which we treat as objects in a way that each of them has its non-probability uncertainty (1).

Thqs we deal with n-dimensional optimisation where optimisation algorithm assures the
optimal direction

optimal direction of y = (?; ,f‘—) 3)

1 X“

The uncertainty // ()| {/ (x) | of the universum { (x} is then defined on vector field
having its gradient
OH  oH -
grad H=(—, —) 4
ac, Ox \
We are interested in the increase of this uncertainty in the direction of 3, ei. its projection on
optimal direction (3)

. Ay
Hol U] = (&
LU )] {ﬁ(i

"

v OH

(5
™, O, )

Y T —
7,,,87)67’!](4,}{*2

where . are non-probability uncertainties of individual optimizing variables x. .

H
i =1,..n Thus, the non-probability uncertainty of the optimai solution of any formal probiem
increases along with the scope of universum and the responsiveness of optimal solution to
each variable; when optimisation procedure is carried out through simulation, it increases too,
if simulation step is decreasing. From (5), it foliows that one and the same decision space X’
changes its type(1) - entropy, if it serves as an optimisation domain. Tt is an important
finding, if X serves at the same time to some other optimisation problem, bringing a
new/different gradient (4). If there is a need for simultaneous optimisation ( e.i. in the sense
of Boiza control probiem) based on finite set of criteria, it might be a problem of detecting
»an overall measure of uncertainty« belonging to the given set of optimisation tasks

On the other hand, when applving definition (2), an entire different handicaps may arise As
known, there exist vatrious probability based entropies. A measure of probability-based
entropy havily depends on the type of probability distribution we know only a part of which
If there 1s a severe doubt about some particular probability distribution, the question is on
how tc find some »better«one. There are only two »boundary« conditions for a H{p) to be
found:

1} if the existence of an object is certain, then H(p) =0, 2) if the existence of an object is
uncertain, H(p)=-o. The remaining behaviour is rather simple: it is monotonically

increasing with the increasing number of events. All of its finer properties heaviliy depend on
the problem we study: no apriori steps are assured to be the correct ones.

A review of OR possible trapping states has not been finished by now. Let us look at most

i=N
simple Shanon entropy, H(X) = —Z p(X)log, p(X), it is very sensible to small

=1
probabiliti_es of any type.The way of getting out lies in the redefinition of such an entropy,
like qdoptmg Tsallis entropy as a generalisation of Shanon's entropy and being convenient
for distributions not from exponential family, another way might be Bayesian priors.




There 1s a strong justification of our care to be much invoived in the classification of
probability based entropies. Before we start fulfilling spaces X and Y in Ch 1, it is very
important to discover inter-relationships between them, e.g. it may be of great help to use
interaction anaiysis which is essentiaily based on probability-entropy-measure shown in
interaction graphs (see /10/}.
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Extendea Abstact.

All the books taiking about globalisation. and in connection with that about domination of
capital. remain on a description of causes and consequences. This book is currently unique’
since is simulates the functioning of globaiisation for the next 10-15 years, This is done by
using metamathematics®.

The created mathematical model shows that the world's economy is going towards
economic downfai! unless correctives are impiemenied, that is if globalisation 1s spread
through liberalisation and if domestic economies are not protected from: negative
consequences of giobalisation.

This particulary applies to a smail couniiry and a country in transition such as the Republic
of Croatia.

The authors support their claims with mathematical accuracy which presents a great
scientific step in shaping the process of globalisation.

The book consists of three parts: 1) a description of the iegalities of the process of
globalisation, 2) mathemaiical simulation and 3) proof of economic downfali; as well as a
list of needed correctives which should be implemented in order to prevent economic crises
of the world economy of unseen proportions.

In the first chapter, titled THE GLOBALIZATION CRITIQUE — WHY ARE PEOPLE
FORGOTTEN IN THE MODELS OF ECONOMIC DEVELOPMENT?, authors analyse
and describe the consequences of the current process of globalisation, particularly focusing
on the destiny of transition countries (among which is the Republic of Croatia) and
developing countries, that foliowing a model of “fast integration into global economic system
(forced by world's leading financial institutions: WB, IMF 1 WTO) experienced a downfall
of their own economic, social and political systems.

In the second chapter, GLOBALIZATION MODELLING PROJECT -
MATHEMATICAL PROOF OF GLOBALIZATION BREAKDOWN, authors present a
mathematical model which they built (based on metamathematics) and by which they project
the future and discover scientifically exact possible ways of the development of
globalisation,

' Last Internet research was completed on 10th of June, 2005.
? Metamathematical apparatus which was created for the concrete case,
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They are especially retrospective on the transition countries.

According (o the words of authors, the goal of the model was "o set formally-consistent
doctrine of giobalisation, to open poteniial training ground to various socio-economic
aspects and above all, by disclosing negative consequences of globalisation to determine
possible defence against negative consequences of globalisation for national economies.

Results which the model gives are daunting and bring to an understanding thai the present
globalisation works against itself and leads/guides the mankind into an economic self-
distruction, as well as any other.

The third part of the book, APPENDICES, contains mathematical evidences of what has
been said.
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Abstract

Classical Data Envelopment Analysis (DEA) models consider each Decision Making
Unit {DMU), whose relative efficiency they evaluate, as a "black box”, i.e., its internai
structure is disregarded. The paper presents a comprehensive framework of the most
advanced theoretical findings in DEA when the internal structure of the DMUs is faken
into account, thus giving directions for novel applications of such methodology and
introducing it as a powerful tool for complex processes performance evaluation.

Keywords: Efficiency evaluation, Data Envelopment Analysis, Internal structure.

Introduction

Data Envelopment Analysis (DEA) has been a standard tool for evaluating the relative
efficiencies of Decision Making Units (DMUs) since the seminal paper by Charnes et
al. [1]. Throughout the years, different variations on the original model and interpreta-
tion have been proposed (see, e.g., [2] and in particular [3]). However, some underlying
assumptions are common to classical DEA models. The efficiency of a DMU is defined
as the weighted ratio of the outputs (products or outcomes) yielded by the DMU over
the inputs (resources used or consumed). All the considered DMUs are homogeneous,
i.e., they all have the same types of inputs and outputs, and independent, i.e., no con-
straint binds input and output levels of a DMU with the inputs and outputs of the other
DMUs. Furthermore, DMUs are seen as black bozes, i.e., their internal structure is not
considered. As a consequence, generally there is no clear evidence of the transformations
the inputs are subject to within the considered units.

In the last two decades, various authors have explored the possibility of measuring
efficiency relative to subprocesses or components of the DMUs within the DEA frame-
work. These authors abandon the black box perspective in the assumption that, in some
particular contexts, the knowledge of the internal structure of the DMUs can give further
insights for the DMU performance evaluation. As an example, such knowledge allows
to determine whether better performances can be theoretically obtained by merging the
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technologies of some substructurcs of the observed DMUs. In addition, assessing the
efficiency of each of the processes or subunits might prevent the inefficiency of some of
them being compensated by the efficiency of other ones. In this framework, the aim
of this paper is to review the models proposed in the literature that consider internal
structures or processes of the DMUs.

1 The basic model

The common building block of the models considering DMU internal processes is rep-
resented by a set of N DMUs, each composed of a set of K Decision Making Sublnits
(DMSUs). The DMUs are assumed to be homogeneous (i.e., each DMU is composed
of the same set of K DMSUs) and independent (i.e., the output of a DMU cannot be
the input of another DMU or re-enter the same DMU). In addition, the basic model
assumes that:

1. no intermediate flows among DMSUs exist, i.e., the DMSUs are parallel. In other
words, the output of a DMSU cannot be the input of another DMSU {and also
cannot re-enter the same DMSU), but it must be an output of the whole DMU;

2. any input (output) of the DMU is also an input (output) of one of its subunits;

3. the amount of any input (output) of any DMSU is a-priori fixed.

When a set of N homogeneous and independent DMUs composed of KX subunits
according with Assumptions 1 + 3 is evaluated, “the overall efficient production sys-
tem can also be improved in technical or scalar efficiency with the aid of information
from other DMUs” [5]. In particular, other N* — N non-observed homogeneous units
are added as terms of comparison: they are all the DMUs whose internal structure is
composed of a set of K observed DMSUs [6]. As an example, consider U; = (ay, b;)
and Uz = (ag,by) as two homogeneous and independent DMUs to be evaluated, where
(@i, b;) are the DMSUs of unit U;. Since the internal structure is known, the non-existing
DMUs (a1, b,) and (a3, b;) can also be added to the comparison set (Figure 1).

Observed DMUs Non - Observed DMUs

Figure 1: Comparison Set for DMUs U, and U,

4
el

It can be easily shown ([5] and [6]) that the maximum relative efficiency of a DMU
whose internai structure fulfils Assumptions 1 — 3 is equal to the maximum of the relative
efficiency of its subunits. In particular, such a DMU is [5]:

o weak efficient if and only if therc exists at least one of its subunits which is weak
efficient relative to the corresponding subunits of other DMUs:

e CCR-efficient if and only if each of its subunits is CCR-efficient relative to the
corresponding subunits of other DMUs;

where, according to (4], we define as CCR-efficient a DMU whose optimal objective value
of the dual linear problem is equal to 1 and all the slacks are equal to zero. When only
the first of these two conditions is achieved, the DMU is referred to as radial, technical
or weak efficient.

The introduction of returns to scale of the DMSUs does not affect the above resulis.
By assuming that each of the DMSUs inside a DMU exhibits constant returns to scale
independently of the other one, the maximum relative efficiency evaluation of cach
existing DMU should be assessed by comparing it with all the infinitely many DMUs
that can be obtained merging the DMSUs whose inputs and outputs are scaled by a
{generally) different positive constant. According to the above arguments, cach DMU
shonld be compared with an infinite number of other DMUs. Nevertheless, the problem
may be reduced to the comparison of the DMU with all its subunits [6].

When Assumptions 1 + 3 are dropped, more complex modeis are produced. They
are going to be discussed in the next section. In particular, threc main partially overlap-
ping categories emerge form the literature. The imodels in the first category deal with
DMUs that are still independent and homogeneous but perform several different and
clearly identifiable functions, or can be separated into different components [7]. The
models in both the second and in the third category consider DMUs that are themselves
components of greater structures. The rest of this paper presents a review of results
dealing with models of the first type.

2 Multicomponent models

The models described in this section deal with DMUs that are independent and ho-
mogeneous but perform several different and clearly identifiable functions, or can be
separated into different components. The literature refers to such models as multicom-
ponent (7], joint efficiency (8], or multi-activity (9] models. Formally, according to [7],
we define as component the bundle of outputs and inputs that characterizes a function
of a DMU (see Fig. 2).

In [10], Beasley introduced one of the first examples of a multicomponent DEA
model. It is applied to university departments concerning the same disciplines. It was
not originally referred as a multicomponent model, but it is nowadays acknowledged
as part of the literature on the subject. The considered departments are homogeneous
and independent DMUs. However, within them, the teaching and the research activities
define two different clearly separable functions. DMU outputs are split: the number
of undergraduates and of taught postgraduates are outputs of the teaching function;
the number of research postgraduates, research income, and research rating are outputs
of the research function. One input, again research income, is specifically dedicated to
the research function. The other inputs, general and equipment expenditure, are shared
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Figure 2: A multicomponent DMU.

(joined) between the two functions.

Note that Roll and Cook in [11] introduced earlier the concept of partial efficiency
measures for a DMU. However, in [11], each component is a bundle of independent

outputs and inputs. No shared inputs exist. A similar model was later also proposed in
5] by Yang et al.

In the following, a notation similar to the one proposed in (7] is adopted. In partic-
ular, for each DMU £, define

e i,j,7: the indices of respectively the generic input, output, and component,

X} = {zf}: the vector of the dedicated inputs of component 7,

Xig = {=5.}: the vector of shared inputs,

Yy = {yj}: the vector of the outputs of component r,

v" = {u]'}: the vector of weights of the dedicated inputs of component 7,

®

v = {v?}: the vector of weights of shared inputs,

pr={ 3} the vector of weights of the outputs of component r,

a" = {af}: the vector of proportions of the shared inputs allocated to compo-
nent 7.

With a little abuse of notation, a” X is also defined as the column vector whose
generic entry is of X;. In this context, o X3 is the amount of shared input 4 allocated
to component r by DMU & to maximize its efficiency. However, when a shared input
cannot be divided, then af can be seen as the proportion of the (virtual) value of the
input 7 allotted to component 7.

By using the above notation, the aggregated efficiency of the whole DMU £ is ex-

— 2L Y ; ; :
pressed as e, = XS VS @ X)) and the partial efficiency of the single component
r — ’JTY"
as e v XItuS(amXS) "
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In (10}, a department k aggregate efficiency é, = gzei+gie is defined as the weighted
combination of the partial efficiencies of its two components, where the weight g}, of each
component 7 equals to the proportion of the total inputs it receives. In the spirit of
DEA, Beasiey proposes that each DMU can allocate the shared inputs among its different
components so that its aggregate efficiency is maximized. Under such a hypothesis, he
proves that, for each DMU, the expression of the weighted combination of the component
partial efficiencies is equal the usual efficiency considered in DEA models, i.e., & =
er. Beasley proves that such a result generalizes to the case in which more than two
components are considered. The general Beasley's model is

eh = maxeg (1a)

e < 1 {1b)

e, < 1 Vk,r {1c)

Sor = 1 Vi (1d)

m

(W vry € Qou (le)

WS ) € Sl {1f)
vivi ol > e Vi (ig)

where ¢ > 0 is the usual non-Archimedean constant, and the sets £, and O, are
assurance regions as defined in [12]. Differently form the classicai DEA models, Beasley
includes conditions (1c) imposing that even the cross efficiency 13 of each DMU com-
ponents cannot exceed 1. Moreover, Beasley points out that it may turn useful to
incorporate the additional constraints (1f) and (1le) involving value judgments concern-
ing the proportions o and the weights 4" and v" of the different DMU components.
These constraints are not strictly necessary for the definition of a multicomponent DEA
model, but prevent the model from yielding unreasonable results. In this contest, the
author provides an example where, in absence of constraints (1f)-(le), one research
postgraduate was worth about 880,000 undergraduates for a given department.

As for the classical DEA models, (1) can be rewritten as follows

ey = maxy uY] (2a)

SUx;+ NS @) = 1 (2b)
r T

WY, < VXL+vS(@ X)) Yk (2¢)

Saf =1 Vi (2d)

(’,LT,VT) c Q(mt (2e)

WS,vvr) € Qi (2f)

y}',yf,a’i',/,l,; > e Vi g, (2g)

Even provided that the assurance regions are expressed in terms of linear constraints,
model (2) is not a linear programming problem. More precisely, inequalities (2b)-(2c)
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include the rectangular terms involving variables v2, of. Below it is shown how different
anthors have proposed possible ways of overcoming such a difficuity.

Many authors have introduced variants of model (2) cither changing some of the
assumptions made by Beasley or generalizing them. A common feature of the different
variants is that in all of them the aggregate efficiency of the generic DMU cannot exceed
the unity and a DMU is efficient if and only if it is efficient in all its components.

Molinero and Tsai, in [8, 14], propose an approach dual to {1}. In addition, the
authors include shared outputs, i.e., outputs yielded synergicaily by two or more com-
ponents. Their output oriented model can be written as

e, = max Y q;0% (3a)
YoMy < Vrir"" {3b)

k
Y Nlafzy) < wh Vi (3c)

e

Zk:/\i;y;k > Oie Vir (3d)
;;Azw;yfk) > 2658yl v (3e)
Yof =1 Vi (3f)
;55 =19 (3g)
Y =1 (3h)
L,qS;aiﬁ;‘ > € Vi .k, (3i)

where yfk are the shared outputs of DMU k, 8] ate the proportions of the shared
outputs attributed to component r by DMU k, ¢ are positive numbers representing
the relative importance of cach component r for DMU 0, and 6], are measures of the
inefficiencies of the DMU 0 components. Actually, 6 are the reciprocals of the distance
Junctions [15] from the frontier of the production set defined by the conic combination
of the components of the observed DMUs in the hypothesis that the assumptions on
free disposal and minimum extrapolation hold [16].

Notice that the values 7, differently from of, should not be seen as the proportion
of the amount of output 7 yielded by the component r. Actually, no component can
produce a shared output by itself but nceds synergy with other components. Instead, 5}
can be seen as the proportion of the (virtual) value of output 7 that can be attributed

to component .

If the values «f, 87, and 6 are hold as constants, model (3) is a linear programming
problem and its dual can be determined. The model obtained in this way is the output
oriented version of (2). However, two main differences occur. The overall weighted sum
of the outputs of the component r of the generic DMU £ becomes now

WYL+ S (BTY), (4)

where Y5 = {y5} and 8" = {BI}. Also, additional constraints on the outputs of
DMU 0 and the numbers representing on the relative importance of each component are
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present
WYy +uS(BYS) = g Vr (52)
S = 1 (5b)
g > & 9r (5¢c)

Conditions (5) are particularly interesting. They mathematically state a precise
relationships between the reiative importance attributed to a component and the optimal
amount of cutputs allocated to it {respectively, the optimai amount of allocated inputs in
an input oriented version of the model as {2)}. Then, conditions (5) give a mathematical
justification to the choice in 10] of expressing the weight g, of the generic component 7.
As already mentioned, ¢}, is fixed equal to the proportion of the total inputs component
r receives. Without (5}, such a choice might appear arbitrary, although reasonable.

Molinero and Tsai, in {8], prove that the feasible solutions of (3) define a convex
set and (3a) is a convex function. In |9, 17], considering university departments as a
reference exampie, they introduce and discuss a variable returns to scale version of (3).
The efficiency of each component » of DMU k& is then defined as

prYE -+ pS(BTY)
v XE +vS (o X§) + 6}

€L = (6)
where the variable 4} is unrestricted and its optimai value defines the components re-
turns to scale status. Depending on 4}, being negative, null, or positive, a component
homogeneous to 7, but with proportionally smaller inputs and outputs, results to be
more, equally, or less efficient than component r, hence component 7 is in an area of de-
creasing, constant, or increasing returns to scale, respectively. The aggregate efliciency
of DMU k is

r__ Zr‘ /LrYkr + Er ”S(IBT),LS> ,7)
S XSS (er X + 6 '
Note that the optimal value of 37,. 67 may be zero even if some or all elements in the sum
are different form zero. In this case, as Tsai and Molinero point out, DMU k£ may appear
to be operating under constant returns to scale and technically efficient when analyzed
as a single activity DMU, but when its individual activities are analyzed it may be found
that the DMU is scale inefficient in each activity [9]. Tsai and Molinero stress that in
general a DMU, that turns efficient when considered as performing a single activity, may
result inefficient when its different components are taken into account, independently of
its returns to scale status.

e

Tsai and Molinero, in [9], introduce the performance evaluation of National Heaith
Service (NHS) trusts in England as a case study. They analyze the trusts from two
different points of view. The so called system perspective considers the trusts as single
activity DMUs. The so called trust perspective considers the trusts as mutlticomponent
DMUs. The system perspective is the one of a general authority, such as the Department
of Health, supervising the trusts. On the other hand, the second perspective could be
the one of an inefficient trust interested in determining which are its more efficient
components. Sixteen of the considered trusts are system efficient, but only one of them
results efficient from a trust perspective.
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In (18], Diez-Ticio and Manccbon report and comment in detaii an application of a
multicomponent DEA model to evaluate the efficiency of Spanish Police Service. The
authors use the variable returns to scale model proposed in [17]. In 19}, Arcelus and
Coleman introduce a DEA application to review the efficiency of the departments of
the University of New Brunswick. The authors use classical DEA models, but cite
the models in {10, 14] as possible ways to overcome the dichotomy observed between
the scientific-technical departments and the remaining ones. In particular, the authors
mention the probable existence of different production functions per DMU.

Cook et ol , in [7], allow a same shared input ¢ to be weighted differently by the
components of the same DMU. The rationale behind such a choice is that different
components may disagrec on the importance of a same input. Consequently, the mul-
ticomponent modcl as in [7] includes a set of vectors 57, one for cach component 7,
instead of a single one in (2b)-(2c). The rectangular terms are no more v but v af.
Also, a change of variables is proposed. In particular, let s = 1, ..., s be the index of the
shared inputs, then 77" = vfTaf fori = 1,...,s—1 and 75" = v5"(1 -3} of ). Thanks
to the new variables, Cook et al. obtain a linear model, when constraints (2e)-(2f) are
disregarded. The rectangular terms v (a” X} ) in the conditions (2b)-(2c) become 75" X5
and v > € in (2g) turns 75" > ea}. Unfortunately, non linearity may arise again when
additional constraints concerning valuc judgements as {2e}-(2f) are necessary. If such
judgements are expressed also in terms of v/, the variable substitution may not lead to
a linear model. In fact, in {7}, the authors present a case study on 20 Canadian banks
branches. They take into account two components for each DMU, the first one related
to service specific activities, the second one related to product specific sales activities.
They obtain (and solve} a non linear model, since they impose ratio constraints on the
weights of the shared inputs of type v7" > av".

Also Cook and Hababou deal with Canadian banks branches in [20]. The model
proposed presents variables and constraints as in [7] but it is an additive one. The
authors discuss how to formulate an additive objective function that represents an ag-
gregare measure the efficiencies of all the DMU components. In the classical additive
DEA models, a possible measure of inefficiency for a generic DMU k is given by the
difference between the weighted sum of the inputs minus the weighted outputs of DMU
k. Then the authors suggest a multiobjective approach where the partial inefficiencies of
all the components are considered. For each component, the weighted sum of its inputs
minus the weighted sum of its outputs is considered. In particular, Cook and Hababou
minimize the maximum partial inefficiency in order to give equal importance to cach
component, i.e., their objective function is

min max{v" X} + v°"(a" X7) — p"Y{ : Vr component of DMU,}. (8)

Finally, the authors linearize their model with the same variable changes proposed in [7].
The results concerning the Canadian banking industry in [7, 20] are cited in [21, 22, 23].

Cook and Green in [24] deal with a manufacturing multi-plant company. They point
out that in such a context some outputs of different components of a same DMU can
partially overlap, i.e., some outputs may be common to different components. Note that
the overlapping outputs are different form the shared outputs considered in [8, 14, 25].
In [24] any component can yield a given amount of each overlapping output j, with no
need of synergy with the other components and with no possibility of attributing the

considered amount to other components. Then, Cook and Green cannot approach what
they call the overiap problem by iniroducing variables 3, as in (3) to determine which
proportions of shared outputs are attributed rt‘f,)reach component. In 24}, the efliciency
+’: 5o X5) and, consequently, the aggregate
efficiency of a whole DMU & remains ¢, = S ngr:’g,(a“ 5 However, in [24], shared
inputs are no more allocated to the componernts, as such task could be hardly performed
without introducing some ambiguities due to the component overlapping. Shared inputs
are allocated directly to the outputs. In particular, cousider model (1) and the extension
proposed in [7]. Cook and Green introduce a new set of variables o as the proportions
of the shared inputs ¢ allocated for outputs j. In addition, they replace condition (1d}
with 3, af =1, for all 4. Finally, they define a7 as af = ¥,cor &/, where O 1s the set
of shared outputs of component r. Note that now in general 3°; af > 1.

of a single component r remains e = — X]

In 24], the authors also address the problem of determining in which areas a generic
DMU k would perform better. Such areas form the DMU & core business. In a perspec-
tive of a multi-plant company general manager, the core business areas of the different
DMUs should be privileged even at the cost of possibly forcing some DMUs to abandon
the components with less satisfactory performances. With this aim, Cook and Green
further modify the original model (1). In this case, they also introduce as objective func-
tion & = 2 d Y =

3 At Xp+y ) divSr(atXP) . .
if componen{: r is attributed to DMU k, 0 otherwise. When such an objective function
is considered, a DMU is assigned only its most efficient components. Some constraints
are also added to the multicomponent model. In fact, each DMU raust have assigned at

least a component and each component must be assigned to at least a DMU.

where dj, are binary variables which assume value 1

Jahanshahloo et al., in [25], extend the model proposed in (7. They introduce
shared outputs and consider panel data. The same way 25| rclates to [7] as 8] rclates
to [10]. Also, Jahanshahloo et al. prove that the aggregate efficiency of the whole DMU
is a convex combination of the efficiency of the DMU components even in presence of
shared output. In [26], the same authors further extend their model introducing non-
discretionary inputs as something different from the normal inputs. The former inputs
are not under decision making control, then they are considered as negative terms in
the numerator of the fraction that describe a DMU efficiency value. The efficiency of
each component 7 of a generic DMU & is then defined as

wY+ (B — PN X ()
v Xi 4+ vST (o X)) '

e =

where XV = {¢}} is the vector of the non-discretionary inputs, y" = {7} } is the vector
of the proportions of the non-discretionary inputs allocated to component r by DMU &,
and pN" = {pI¥"} is the vector of the weights of the non-discretionary inputs. \.Veigl.lts
may differ in the different components of a same DMU. Jahanshahloo et ol. linearize
the models proposed in [25, 26] changing variables as in [7]. The case study in [25, 26]

deals with Iranian commercial bank branches. Panel data are considered to measure
possible progress and regress (see [27]) of the bank sectors.
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Abstract

Industrial chair manufacturing can be looked at as a complex production system requiring
organisation and technical skills. Heller-Logemann algorithm was tested for better surveying and
organisation of production. The production times for each operaiion were time co-ordinated. A
geneiic algorithm based computer programme to optimise manufacturing cycle iimes was developed.
The cycle times for the selected producis were reduced and jforecast information jfor leading
production were obtained.

Keywords: scheduling, Heller-Logemann algorithm, genetic aigorithm, chaiv manufacturing

1. INTRODUCTION

Because of the market demands, gone are the good old days when companies held high stocks
of raw materials and use inflexible production planning techniques based on stock control and
long range forecasting. Companies have to offer more options in products with greatly
reduced life cycle and product complexity. All this has had a great effect on the production
organisation and the manner of scheduling and launching products into the manmufacturing
process.

Production scheduling is the activity performed in manufacturing companies to manage and
control the execution of the production process. The basic task is to perform the production as
planned while at the same time trying to satisfy the overall goals of the company. Production
scheduling involves master production scheduling (MPS), materials requirements planning
and shop floor scheduling. Each of these levels of scheduling impact on the others.

There exists much interest from industry in using software systems to support the scheduling
process but the application of such systems has shown to be problematic. This paper reviews
area of production scheduling and outlines the Heller-Logemann and genetic algorithm
implemented in complex production system.

2. SCHEDULING METHODS

The scheduling approach and methods that are suitable for a production environment depend
on the characteristics of the environment, the complexity, uncertainties and randomness of the
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production system, the scheduling objectives and the organisation around the scheduling
function. Scheduling methods can range from simple rules for choosing which job to execute
nex! often called dispatching rules or individuai heuristic approaches, to sophisticated
optimising methods [6].

For solving the problems of individual product operation schedule on an individual machine,
where scheduling is performed on a fixed set of orders, there exist many methods. For the
time scale planning, we can use the method of linear programming, dispatching rules, the
Johnson algorithm, the method branch and bound... For dynamic scheduling where new
orders are continuously added during scheduling, we should use other method such as the
Heller-Logemann algorithm or heuristic priority rules {2]. It is up to the production
characteristics as to which method to use.

The most basic scheduling method is to use dispatching riles {alse called priority sequencing
rules) to determine which order to run next at a work centre. These rules are applied when
jobs arrive at a work centre or when fixed set of orders are planed at a work centre, to choose
the next task to be executed. Since dispatching rules only use information that is available at
the moment when the next activity shall be selected, they work equally well in systems with a
high degree of uncertainty as in more stable environments. When there are high levels of
randomness and uncertainty in the production environment, dispatching rules may be the only
viable way to schedule the production. There exist many dispatciing rules, some of the most
common are {6]:

- First come, first served (FCFS). Jobs are processed in the order they arrive at the work
centre.

- Shortest processing time (SPT). The job with the shortest processing time is processed
first.

- Earliest due date (EDD). The job with the earliest due date is processed first.

- Critical ratio (CR). A priority index is caiculated using (time remaining/work remaining).
A ratio less than [ means that the job is late. The job with the lowest ratio is processed
first.

- Least work remaining (LWR). Priority based on all processing time remaining until job is
completed.

- Fewest operations remaining {FOR,. Priority based on number of remaining operations.

- Slack time (ST). Jobs run in the order of the smallest amount of slack.

- Slack time per operation (ST/O). Slack time is divided by the number of remaining
operations. Jobs are sequenced in order of smallest value.

- Next queue (NQ). The queues in front of successive work centres are measured (in hours
or number of jobs). The job that is going to the smallest queue is processed first.

- Least set-up (LS). The job with the least set-up time is processed first,

The general properties of these rules are different. SPT, and its variations LWR and FOR,
reduces work in process inventory, average job completion time and average job lateness but
can cause starvation of jobs with long processing times and thus cause missed due date. EDD,
and its variations ST and ST/O, reduce job lateness but result in higher average time in the
system, NQ and LSU maximise machine utilisation. There exist many other dispatching rules
and also variations of the above rules. To combine rules, for instance using different rules for
different work centres is also possible. Scheduling using these rules can, depending on the
scheduling problem, give good results but there is a risk of sub-optimisation since the
information used is local and no consideration is given to the global state of the production
system.
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Johnson's aigorithms, have been deveioped for singie machine, two or three machine and job-
shop scheduling problems. These algorithms could be used in the multi-machine set-up in the
circumstance that one of the machines is a bottleneck io production for example, or where two
machines are very closely associated based on product routings. The aigorithms could then be
applied to the appropriate machine and the rest of the schedule deveioped around this core by
forward and backward scheduiing {5].

In a flowshop scheduiing problem there is a set of n jobs to be processed in a set of m
machines in the same order. First in machine 1 then on machine 2 and so on until machine m.
The objective is to find a sequence for the processing of the jobs in the machines so that a
given criterion is optimised {10]. In the chair manufacturing process there 1s a set of n jobs to
be processed in a different set of machines in the different order. Assembling of a product
influences the manufacturing and the choice of algorithm (e.g. we cannot assemble the final
chair joint if we do not have all joint elements, which is typical of connected working
assignments). The scheduling problem is solvable with the Heller-Logemann algorithm in
which we should also consider a shifts atilisation.

The Heller-Logemann algorithm is a derivative of network planning, allowing scheduling of
parallel network plans where operations are dealt with as knots in a network, the relations
among them or the technological sequence of operations is shown with arrows. All other
characteristics of a classical network planning are true also for the Heller-Logemann
algorithm. The algorithm not only considers the production time but also the intertwining of
operations and inter-operational deadlocks and aliows scheduling ahead (raniing to the right}
and backwards (running to the left) [2].

In future account ahead (running to the right) schedules are defined from the anticipated
starting deadlines of work orders onwards. What is formed are tables with operations needing
to be performed in a term unit. The table is then arranged according to codes of working
places in the way that all the operations performed in the same work place are joined in
groups, irrespective of the work order they appear in. The calculation of the initial and the
final term of operation is performed in many transitions through the table of operations. When
operations performed in the same work place at the same time, external - costumer and
internal - scheduling priority rules should be considered. Internal priority rules are set by
assemble technological characteristics of products (figure 1) and basic scheduling methods
like first come, first served or shortest processing time. External priority rules influence on
completion time of the ordered products. With a job permutation we could search a schedule
where a given criterion is optimised.
I I B
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Figure 1. Influence of assembling of sub-joint on scheduling process
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Eiements must be produced before assembling into sub-joint. Element 1 1s processed first and
have highest priority because compietion time of elements 2 and 3 is shorter. Criticai path of
assembling product determines the completion time and inciude element | and sub-joint.

2.1 Genetic algorithms for scheduling

Genetic algorithms are a general methodology for searching in a discrete soluiion space in a
way that is similar to process of natural selection procedure in biologicai systems. The
algorithm can be applied to different problems {7].

Genetic algorithms have inany variants, many of the basic ideas exist, and individuai
applications may be hghiy different. Standard genetic algorithms at random or heunstically
generate an Initiai population of individuals {chromosomes). At every evolutionary step,
known as a generation, the individuals in the current population are evaluated according to
some predefined quality criierion, referred to as the “fitness” function. To form a new
population {the next generation), individuals are selected according to their fitness. Then
some or ali of the existing members of the current solution pool is replaced with the newly
created members. Creation of new members are done by crossover and mutation operations
{9]. Genetic algorithm strings encoding the soiutions are often binary coded. in our case a
chromosome Is represented as a list of ordered products [1], whose production shouid be
scheduled according to prescribed criteria and restrictions in the produciion process.

The genetic aigorithm object determines which individuals shouid survive, which should
reproduce, and which shouid die. It aiso records statistics and decides how long the evolution
should continue. Typically a genetic algorithm has no obvious stopping criterion. One must
tell the aigorithm when to stop. Often the number of generations is used as a stopping
measure, but goodness-of-best-solution, convergence-cf-popuiation, or any problem-specific
criterion can be used [8].

When creating new population by crossover and mutaiion, we have a big chance that we will
loose the best chromosome. Elitism is a method, which first copies the best chromosonie (or a
few best chromosomes) to new population. The rest is done in classical way. Elitism can very
rapidly increase performance of GA, because it prevents losing the best found solution [9].

The mutation operator defines the procedure for mutating each genome. Mutation means
different things for different data types. For example, a typical mutator for a binary string
genome flips the bits in the string with a given probability. A typical mutator for a tree, on the
other hand, would swap sub trees with a given probability. Mutation should be able to
introduce new genetic material as well as modify existing material 8].

The crossover operator defines the procedure for generating a child from two parent genomes.
The standard crossover operator called simple crossover has numerous variants such as
partially-mapped, position-based, order-based, sub tour chunking, cyclic, acyclic, inversion,
and edge-recombination crossovers. All of these involve two parents [9]. Better results have
been obtained by rejecting the conventional binary representations and using more direct
encoding (a schedule genotype is a list specifying the order). But simple crossover applied to
such strings would nearly always result in illegal offspring with some orders missing, while
other orders presented twice. Hence more sophisticated crossover operations are needed. In
our scheduling problem we used operator called liner order crossover which was suggested by
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some authors, such as Bernik {3]. Crossover is not usually applied to all pairs of individuals
selected for mating. A random choice is made, where the likelithood of crossover being
applied, it is typically between 0.6 and 1.0. If the crossover is not applied, offspring are
produced simply by duplicating the parents.

Fitness function is respensible for evaluation of quality of given code string. In the considered
cases the cycle time or completion time of the last job is a value, which has to be minimised.
This time is calculated for specified number of jobs, consisting of a large number of
operations.

3. RESULTS

In the “hand made” schedule different dispatching or priority sequencing rules were used to
determine which order to run next at a work machine, where utilisation ievel is the highest.
Because of the complex production scheduling without computer support, we focus on
bottlenecks in the production system. The bottleneck resource determines the throughput of
the whole system and therefore its utilisation should be maximised. A buffer 1s put before the
bottleneck resource to ensure that it never has to wait for jobs to execute. Resource-based
schedule requires that there exist just a few bottleneck resources and that they should be wel!
defined. In reality happens that the bottieneck resource shifts over time and thus, there appear
problens.

Comparing the actual schedule of products in the manufacturing process with optimal
computer schedule, we can observe that in the latter results are better, The lowest cycle times
for individual products are achieved in the schedule found with the genetic algorithm. By
looking for the optimai schedule, the average cycie time for manufacturing products
compared to a planned scheduie determined by a monthly plan is shortened by up to 30 % [4].

The biggest savings in cycle time of operation in manufacturing chairs is achieved by
rearranging certain working operations to optimal terms, considering the utilisation of
individual, i.e., key working places. Success in searching for good scheduie depends also on
the type of product being simultaneously manufactured. Similar products produced in the
same working places in a similar sequence of operations burden only certain machines, which
therefore become overloaded. By planning mutually different products, we can partly
reallocate the burdening of production to different working places.

The results of the application are shown in Gantt charts and graphic displays of the capacity
burden of the machines and workers.

4. CONCLUSIONS

Due to the fact that the sequence of products influences the cycle time, we tried to find a
better schedule with the help of Heller-Logemann algorithm and stochastic techniques such as
genetic algorithms, Comparing the “hand made — manual” schedule with optimal computer
schedule, we can observe that in the latter results are better.

The next step is modified Heller-Logemann algorithm to consider machine and worker
utilisation. With further comparison of various scheduling methods and quality function we
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could achieve better production resuits. The pianned deadlines of work operations vary due to
the breakdown of machines, the variabie quality of input raw materiai and the canceliation of
orders. Therefore, the organisation modei should be supplemented with the realiocation of
activities in the manufacturing process.
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Abstiract

The time table assembly is problem in which the feasibility of solutions involves solution of a graph
coloring problem while the quality of solution 1s obtained by optimization of a fitness function. In
this paper the time table assembiy was done using the method of local optimization. For this purpose
a special fitmess function was developed with regard 1o the soft constraints of the particuiar problen.

Kevwords: time table. local optimization

1. Introduction

It 1s well known that even in its simplest form tmetabling is NP-hayd. As. on the other
hand. there are many practical timetabling and scheduling problems. there is a vast literature
on this topic. and many forms of the problems have been studied inciuding course and
school timetabling, examination timetabling, sports timetabling, employee timetabling. eic.
For references. see the survey [Schaerf, 1999] and a web page [Trick].

The Employee Timetabling Problem consisis of a periodical assignment of empioyees o
tasks in shifts with fixed start and end tumes. A simpie exampie of a real world probiem is
that of timetabling nurses in a departiient of a large hospital. Formally. there are m
emplovees, n shifts, and t tasks. We search for an assigniment. which can be defined as a 3-
dimensional binary matrix X, such that X{i,j k)=1 if employee i is assigned to task ; in shift
k. Any solution must fuifill additional constraints, which can be briefly given ag foliows:
Requiremenis: Bach shift is composed of a number of tasks. some of them multipie times.
An emplovee is needed to be assigned for each task beionging a shift. Ability: Each
emplioyee has qualifications that enable her/him to fulfill certain types of tasks: that is. each
emplovee has a set of tasks that can be assigned to. Availabilitv: There are personal
preferences of empiovees. which resirict them to be assigned only to subsets of the shifts.
Conflicis: Obviously, an employee cannot be assigned to more than one task in the same
shift. in addition. emplovees cannot be assigned to two shifts that are in conflict with each
other. Sources of conflicts couid be different: overlap in time, consecutive, or combinations
that are forbidden by organizational rules. Workioad: There is an upper and lower limit on
the number ot tasks that each employee can be assigned to. There are actually a set of limits,
because employees can be assigned to a limited total number of tasks per schedule and also
to a limited (smaller) number of specific assignments. For more details, see [Meisels and
Schaerf, 2003] and the references there.

A feasibie solution is any assignment that satisfies all of the above constraints. General
definitions include aisc soft constraints that constitute the fitness function {to be minimized).
Soft constraints generally regard fair distribution of loads for employees. For example, when
a nurse is assigned to two night shifts, it is considered much better to have them spread
evenly over the week (e.g., at least two free nights in between). In employee timetabling, a
search problem is sometimes considered, meaning the goal is to find any feasible solution
because already a feasible solution may be very difficult to find.

In this paper we consider a problem which may be regarded as an example of volunteer
timetabling. We use the name because of the particular example which motivates this work
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and because we beiieve ihat for volunteer timetabling, the constraints will typically be easy
o sausfy while on the other hand various interpretations of fairness are very important.
Clearly. a volunteer that feels that he is treated improperly would easily quit the association.
Therefore. 115 very important to design a fitness function which will force the solutions to
satisty some lairness requirements. In other words, the formal definition of the volunteer
timetabling is the same as for employee timetabling, but in the typical instances of volunteer
timetabling the difficult part of the problem is expected to be in the optimization of the
titness function.

The paper is organized as follows. A motivation with the practical problem description is
given and a simple procedure for generation of feasible solutions is explained. Then the
fitness funcuion is defined. which is used for a local search improvement algorithm. Resulis
are briefly discussed.

3. Problem description

In time of ski season on Pohorje there is a mountain rescue service responsible for the
safety of ski tourists. The safety is assured with daily duty turns on all ski trails during day
and night skimg. The time table for duty turns has to be assembled.

Day and night duty turns have to be distributed along the members of the mountain rescue
service. In respect to the month of the ski season and on the specific day of the week there
have to be 4, 6, or 8 duty turns per day.

Table I: Duty turns division and their symbols

Duty tins per day Daily duty Nightly duty wrns
4 41,23, 4 /
6 6{(1,2,3,4,A,B) /
8 6(1,2,3,4,A,B) 2{N,N)

Daily duty turns take place on two different ski areas of Bellevue and Areh. On the Areh
ski area there are four rescuers needed to fulfili the safety regulations {symbols from | to 4)
while on the Bellevue ski area there are only two rescuers needed (symbols A and B). Iii case
of days with night skiing in the area of Bellevue two additional rescuers are needed (both
marked with symbol Nj).

Each member of the mountain rescue service has to fuifiil the norm of ten to twelve duty
turns per ski season. Because the time table is assembied only for one following month this
means the norm is from three to five duty turns per month. In the beginning of the new
month each member may choose days of his duty turns (using symbols 1 - 4, A, B, and N)
and days when he will be absent and can not do his duty (symbo! X). Finally, wishes of
members with longer membership are considered of greater importance then wishes of new
members.

4. The algorithm for the generation of a feasible solution

The first solution is obtained using the algorithm shown in figure 1. As mentioned before it
considers only the condition about the number of demanded duty turns per day. The number
of demanded duty turns can be defined separately for each day or the default values are used.
The algorithm first determines what kind of day is selected. It can be the day with more,
equal or less entered duty turns per day as demanded.
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Higure |: Diagram of the algorithm for the first sofution

In case of more entered duty turns per day as demanded it is necessary for redundant duty
turng to be removed. Redundant duty turns could be selected randomiy but in order for the
first solution to be as good as possible the sorted list was used. The list consisis only of
members whose wish was to do duty on selected day and is sorted using two criteria. The
first criterion 1s the number of monthly duty turns of the member. in case of more than one
member with the same number of monthly duty turns they are sorted with regard to their
membership time. So when the redundant duaty turn is removed it is first removed from the
member with the largest number of duty turns per month. If there are more than one such
members the duty turn is removed from the member with the shortest membership time. This
removal process is then repeated until ail redundant duty turns are removed.

In the opposite case the duty turns have to be added. The adding of duty turns is also based
on a list sorted similarly as described above but the list consists only of members which do
not have a wished duty turn on selected day. The duty turn is first added to the member with
the least duty turns per month. The process of adding is repeated until the demanded number
of duty turns is reached.

These duty wirns have to be subsequently reordered with respect to the ski area and the time
of duty (Table ). This reordering is done using another sorted list which consists only of
members whose wish was to perform duty on selected day. In case of two members having
the same wish for the selected day the wish of the member with longer membership time is
accepted while the other member gets the next available duty turn.

5. The cost function and the optimization algorithm

A cost or fitness function that takes into account the duration of the membership, number
of duty turns per month and the number of duty turns changes with respect to expressed
wishes. The optimal solution will be the one with the lowest fitness value.

First the evaluation of each mountain rescuer is done by comparison of changes between
wished and assigned duty turns. The state of each day in the month is compared and number
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of removed N added N, und changed N, duty turns is counted. The changed duty

turn represents the change of duty turn area or time. To evaluate these changes three weight
parameters were ntroduced. Parameter b o account for removed duty turns, b

rem add

{0
account tor added duty tuins and /5, for changed duty turns. With those parameters defined

the member’s {itness s can be written as:
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Additionally the number of assigned duty turns per month has to be evaluated in respect 1o

prescribed limits. The minimum number of duty turns per month is three while the maximum

auber of duty urns is five. If N, is the number of some member’s duty turns per month

then the difference m between the number of duty turns and it’s limits can he written as:
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The meimber’s fitness can now be improved considering this difference as:
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where the ¢ stands for the weight parameter of the difference in duty tarns number.

The membership duration is accounted for with the weight parameter « and the position
tindex) of 2 member in the membership list. The membership list is a list consisting of all
members sorted by their membership duration sc that the member with the longest
membership is in the first place of the list. The solution fitness value can be calculated as:
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where N is the number of all members and 7 is an index of a member in the membership fist.
Using this function any time table configuration can now be evaluaied if the values of
weight parameters a, b, b ., b, and ¢ are defined. Based on multipte randomly generated

add ? Vel
sets of duty turn wishes the values of weight parameters were determined to achieve the
convergence as fast as possible. Selected values of weight parameters equal o « =12,

by =03, b, =20, b, =0, and ¢=1000.

rem

rem?

The optimization was done using the method of local optimization. In order to get the
optimal solution with this method the existing solution is randomly changed on a small
(focal) area and these changes are then evaluated using the fitness function. The generated
solution is accepted only if it is better than the existing one.

The solution in the described problem is represented by the duty turns of mountain rescue
service members. To change such a solution on a local area some members were randomly
selected and their duty turn entries completely removed. These duty turns were then arranged
back to those members in a random manner, With this process the working algorithm was
developed but a lot of generated solutions were necessary to improve the fitness. Because of
that a different approach for arranging removed duty turns was developed.
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The new uapproach tor arranging removed duty tuwns included the information about
member’s wishes. The sclution changing was started the same way as before with duty turns
removal and then for each day of the month the following procedure was repeated. For all
members with duty turns removed it was first checked if any of them expressed a wish for
the duty turn on the selected day. In case of existing duty turn wish duty turn was assigned to
the members. The membership list was taken into account to give advantage to wishes of
members with longer membership time. Lastly the remaining duty turns for the selected dayv
were randomiy assigned to the rest of the members. With this approach the increase of
quality of generated solutions was achieved (Figure 2).
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Figure 2: Comparison between the first and improved approach for arranging removed duty
turns

The number of members whose daty turns were removed 113 each optimization step was
fixed. The number was based on some optimization time comparison between tesis of
randomly generated seis of time tables and was set to 10% of all mountain rescue service
members. Even faster optimization could be achieved with additional comparisons between
optimization times and solution qualities.

6. Results

As a test example the wishes of mountain rescue service members for February were used.
The data was entered just for members that expressed thenr wishes on time. For other
members the data was left empty. At the moment there are sixty-seven active members of the
mountain rescue service. Because of the high number of expected visitors the number of
demanded duty turns per day was set to eight for all days in February.

The first step of the algorithm assures that each day of the month has the demanded number
of duty turns. In our case after the first step all days have eight duty turns. But big
differences in number of members monthly duty turns are observable. They range from zero
to eight duty turns per month and are shown in figure 3. There are thirty-two members with
duty turn numbers within limits and the rest of the members is whether under or over the
limit. These numbers should be reduced by the optimization step.
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Figure 3 The distribution of the monthly duty turns

To optimize this case approximately 100.000 optimization steps were necessary to fulfil]
the requirements for ihe number of duiy turns per month of each member. Number of
optimization steps is different for each optimization run because of randomness in used
optimization method. It can be noticed that the numbers of duty wrns of single member per
month are all within limits and very evenly distributed. From the final time table
configuration high concentration of assigned duty turns is observed by members that entered
a jarger number of duty turn wishes. This is because the day selection routine in method used
for arranging removed duty wurns during optimization is not random but straight. The code
could be changed 10 use randomn day seleciion but it was not necessary because the reason
for entering such large amounts of duty wrns was removed with the introduction of computer
aided version. namely such large numbers ol duty turns were entered only to ease the time
table assembly made by hand.

7. The software

As the basis for the computer aided version a Microsoft Office, specifically Microsoft
Excel was selected. Excei supporis adding and running a code written in software language
Visual Basic for Applicaton. Despite the fact that such code runs siower the Excel platform
was chosen because of its existing user interface and compatibility. It has a built in interface
for work with files. for data entry and for printing. Such solution is included in an Excel file
xls and can be used on every computer with Excel instalied.
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Abstract: The use of dynamic programmung (DP) i control systems is based on a relation between the
Hamilton-Jacoby-Beliman equation (HIBE) and the DP. Without caiculating costate variables in
canonical HIBE system equations, the iteration algorithm is shown to get solution in minimizing a series
of control variables.

Keywards : Hamilton-Jacobi-Bellman equation, optimal control, direct iterative procedure
LINTRODUCTION

The theoretical basis for the optimal control problem is the Pontryagin's principle. The
simplified proof can be found in {1]. The field of non-numerical solutions of the probiem is
very restricted. Linear systems with quadratic functional aiready effectively use the analytic
solutions of Riccati matrix equation. A broad field of these equation application areas can be
found in {2]. The newest development of the generai problem theory, connected with HIBE,
can be found in [3]. Numerical sclutions are often based on two point boundary probiems in
ordinary differential equations {4] or are presented in the programming environment {5].

Cur intention was to prove the behavicur of some algorithms, which work on a direct iteration
schema. The method proposed by [6] appeared to be perspective for some problems where the
problem of switching surfaces does not appear, or at least is not prevailing. The method is
partially modified for the reason of effective programming,.

The contribution in the second section presents the connection between DP and HIBE, whereby
the connection with optimal principle is systematically avoided. The third, central chapter,
shows the possibility to use the direct method of minimizing control sequence for 'smooth’
problems. ,

2. HAMILTON EQUATION BASED ON DYNAMIC PROGRAMMING

In this section, the relation between dynamic programming and optimai control is shown for
continucus contro! systems. The dynamic system is given with (1)

d.
;C; = flx, XU, U, ) 1)

or in his vector form (2)

63



x = f(x(s),u{¢),1) (2)

Performance function for terminal time 7 is :

J=h(x(T),T)+ jfo(x(r),u(r),r)dr 3)

Using embedding principle we get:

T
Jx(),00(0) = hX(T). Ty + [£,(x(x),u(z), 7)de @
The construction of the optimal cost functionai can be read from fig.1. , formula (5} resulis
( the suffix "*' always means the optimal value - under given restrictions).

JU(x(t),t)= min {i[fodr+‘/’(x(r+m,t+m)} (5)

ul{r) ISt Si+AL

Assuming that (5) can be expanded into Taylor series, this is done and after abbreviation
follows (6).

3

(x(:),:).[f(x(z),u(r),z)]} (6)

(

0=J,(x(t),0) + m(n}l{ £, u(0)0)+

N

AN
ox

To find the boundary value for this PDE, at =T, one has
J'x(T),T) = h(x(T),T) N

If Hamiltonian H is defined as

«T

H = f,(x(z),u(r),t)+ ol (x(1), ) [f(x(e),u(e), 1)] (8)

Ox

(6) is written for optimal control, then one gets the Hamilton-Jacobi-Bellman (HIB} equation
in its usual form.

0= J° (x(1).£)+ H{x(O,u" (x(1),3°,0,3..1) 9)

64

SEHC

g

1 t+dt ) T

fig. 1: Graphic representation of continuous dynamic programming

3. MINIMIZING CONTROL SEQUENCE

Say we simply start with any admissible conirol u,(x,7) transferring ihe system from state x,
at time O to any state at time 7. Then, by definition the sequence u ,u,,... will be called
minimizing sequence, if J(u,),J/(u,)... do not increase and J{(u,)2J(u,)...2J(u"). Now
(3) with u, is valid and all subsequent equations remain the same with the exception, that
minimization cannot be made, as u, is not optimal. The most important, dynamic system
obeys the HJB equation (9), which shali now be written in the slightly changed form.
R AR (10)

V, in (10) is analogue to J in (6) if V replaces J, the renaming shall make the point, that V, is
not optimal, but it is built along the trajectory, which is defined with u, . Now (2) shall run with
u, and its solution is dependent from initial vector x,,.

X =X(7,X,) 1
From (4) one gets

av,

7=_f0(xaul(t),l) {i2)
If (12) is integrated, the boundary condition must be again

Vi=h(x(T,x,)y if t=T (13}

It follows for V:
T

V, =Vt %0) = h(X(T, X)) + [ fo(X(7, %), w, (), 7)dT (14)
t

From (11) one gets the inverse function x, = ®(x,¢) This function can be inserted into (14) and
one gets the identity:
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Vix,t)= f/:(r,d)(x,t)) =h(x(T,D(x, 1)) + ff;,(x(r7®(x,t),u§(r),r)dr (15

!

x appears as function in (15) and as argument in & and on the left side of equation. The recent
means, that any solution of (11) can be inserted for x, even with x, changed. But, the

difference ¥, — ¥ ,{x,1) remains constant for x as a fixed argument.
Proof®

The solution of (12) 1s:
Vo=V = [ £(x(r,%,),u,(z),7)dT
0

V.-V (x,0)=V" - J'fo(x(r,x,j),m(r),r)dr +h(x(T,D{x, 1)) - 6
0 J

T
— [ £ (x(m, D(x,1), 0, (7). T)d T =
=K -J,)
The difference above is only functional of u,, therefore a constant, q.e.d.

Now it is possible to begin with the construction of minimizing contro! set. Function V,(x,?) is
extended over the whole interval with the new function (17)

Vi(x,0)+ ffodr (7
0

Function above is the 'measure’ for the distance between actual point (x,) and the end surface

S at =T Then the optimai control of transition process ( see Annex) can be applied to find the
optimal control W,{(x,) . This control (see {28)) will set the function

it =2 30 £ xwn + fyuxn (s)
X

s=1 5
to its minimum (i.e. the negative maximum} along each point of the trajectory. Surely finding
u,(x,?) is coupled with some numerical work, although when the partial derivations of V, are
given, the space of W,(x,#) must be thoroughly checked — this can already be made often in

quite direct manner and the procedure like dynamic programming must only be applied
occasionally. When obtaining the numerical solution, the fact, that the optimal control of
transition process is very similar to the minimal time problem can be used thoroughly. We then
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propose, that the generated system has the solution (19). Any proper solution can be found here
and is then shifted because ¥, —¥,{x,7) is constant (16).

x=%,(0;  x0=x:  w@=u(x0) (19)

From wu,(x,7) the function V,(x,f) can be constructed in the same manner as ¥, was
consiructed from u, etc. One gets the three sequences : u,,x,.”,; /=12,..., and it remains to

prove, that sequence u, is the minimizing sequence.

Sketch of the proof:

First from (15) one can see:

V1 (x(0),0) = J(u,,x) (20)
Then W,(x,,u,,?) is identically equal O by (10}, It 1s then

Wi(x, u,,,1)<0; Wix,()hu, (,0<0 (21)

Before integrating (21) some preparations must be made. The critical step in integration is the
term ¥,(x,,,(6),0), where x,,(0)is the point in process space and by proposition for

constructing functions u, (19) is the process initial point x,,. This again is the initial point for

the first solution of (15), so one can write:
Vi(x,,,(0),0) =V,(x,,0) =V, (x,(0),0) =V, (x,.0) (22)

The last inequality in (21) can be integrated:

T T
J—M/I(xm’um’f)dt = Vz(xm)(T)’T) - V,(XO,O) + J.fo(xm*“!«,xv[)dt =
o 0

(23)
T
=h(x,,,(T))+ '[fo(xm Sy, dt=Vi(x,,0) <0
it
From (23) and (22) one can see that:
Vix,,0) 2 J(u,,,x,,,) (24)
and from (15) it follows directly :
V(x,,0)=J(u,,x,) (25)

Putting together (24) and (25) generates
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Jlu,x,)z2J(u,,,.x,) (26}
i+ {

Consequently, the sequence J(u,,x,) ;/=12,... is not- increasing and the contrel sequence
u,,u,,... is minimizing g.d.e.

APPENDIX : OPTIMAL CONTROL OF TRANSITION PROCESS

If the dynamic process is given with (1) and mitial condition is x, at time (=0, then every
control u € G induces the dynamics:

x =x(1,u,%,) (27)

Let S be the surface in the process space (f,x,,...x, }given by S(¢,x,,...,x,) =0. The control
task is to choose u € G in the way that x=x(r,u,X,) is crossing S at time ¢,. Additionally
the function V(z,x,,...,x,) shall exist, as weighing function of the distance between moving
point x and surface S. The task of the contro! shall be to lessen this distance.

Definition: The control u® = (u/,...,u})is transition optimal for ¥, if V' decreases along the
trajectory x(¢,u’,x,) in the fastest possible way. One has to find the values for ¥ along the
path (27) and the total differential for ' can be written in as:

dav oV & oV
— =2+ — f =W{r,xu 28)
da ot éax / ( ) (28

It is obviously, that the optimal transition control gives the function W{s,x,u) the minimal

(negative) value — it means the fastest decreasing of ¥ — for all possible controls u, which are all
limited of course.
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Abstract

Methods of Operations Research can play an important role in the process of increasing production
productivity and decreasing production costs. We show in this case study how discrete optimization
models can be used tc find the optimal ordering production batches on lathes. The aim of the
optimization is to suggest a processing order of production batches, which 1s connected with the
minimum total processing time of the corresponding production order. For solving the problem, an
original mathematical mode! inciuding discrete variables is proposed. The mode! is soived by using
of the system LINGO 8.0. Obtained results are very interesting since they lead to a significant
decrease of the total processing time in comparison with the present practice.

Keywords: operations research, mathematical modeiing, discrete models, scheduling models

1 Introduction

The subject of this case study is the production scheduiing designed for the enterprise K-
Bass Brandys nad Orlici. The scheduling consists in ordering batches, which are processed
on lathes in the order satisfying given technological requirements. The lathes are considered
as parallel processors. A production batch is a prescribed amount of a certain product. Each
production order consists of a finite number of production batches. The aim of the
scheduling is to find such processing schedule of batches, which minimizes the total
processing time of the whole production order. It is assumed that before the processing of
any batch on a lathe can begin, the corresponding lathe must be adjusted for the batch to be
processed. Therefore the adjustment of a machine is the first phase of batch processing and
the proper production is its second phase. We shall assume only one worker for adjusting the
machines at our disposal. Therefore the adjustment process will be considered as a serial
processing of batches on a unique processor. On the other hand, the proper production run,
during which each batch is processed on different machines can be considered as the parallel
processing of batches on parallel processors. Therefore, delays can occur for the following
reasons: {a) all machines are working so that no machine can be adjusted for some next batch
(a delay in ihe adjustment process); (b) a machine must wait for adjustment while another
machine is being adjusted, since the adjustment is carried out only by one worker (a delay in
the production process). The minimization of the total processing time of all batches of a
given production order is carried out in such a way that the resulting schedule leads at the
same time to the maximum exploitation of the machines, minimum delays, and minimum
production costs.

2 Description of technological conditions of the case study

The production sector consists of ten lathes, six from which are of the same type. The case
study will find a schedule of batches for a one-week production. This production order could
not be managed within the capacity of the two-shift working time, i.e. within 75 hours. The
production order consists of 27 products. Types of products in production batches, numbers
of pieces of the corresponding products as well as the corresponding processing and
adjustment times are included in the Table 1.
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Tabie 1. The production batches and their assignment to machines

"~ Product M hT Amount in Adjustment Processing time '
number achine pieces time {minutes) {minutes)
1 1 1000 8,16 106,00
2 1 56 8.16 5,56
3 2 1000 10,20 260,00
4 2 50 10,20 16,50
5 2 50 10,20 20,50

6 31 1500 61,20 2370,00
7 4 2000 91,80 2440,60
8 5% 2000 61,20 1380,00
9 6*) 667 61,20 1280,64
10 7 100 61,20 40,00
11 7*) 300 61,20 54,00
12 7% 100 61,20 82,00
13 8*) 200 91,80 172,00
14 9 1000 91,80 2800,00
15 9 100 91,80 11,00
16 9 100 91,80 168,00
17 10 100 6,00 14,00
18 10 2000 6,00 460,00
19 10 1500 6,00 795,00
20 10 1000 6,00 140,00
21 10 100 6,00 14,00
22 10 100 6,00 45,00
23 10 300 6.00 18,00
24 10 2000 6.00 820,00
25 10 100 6.00 28,00
26 10 667 6,00 426,88

27 10 200 6,00 58,00

*) the batch can be assigned to any of machines 3 — 8.

3 A model with a priori assignment of batches to machines

First we shall assume that each production batch is assigned to a machine. This assignment
mostly follows the fact that certain types of products can be produced on one certain
machine (lathes), except the products 6 — 13, which can be produced on an arbitrary from the
machines 3 - 8 (see Table 1). These products will be firstly assigned to lathes in such a way
that all machines (lathes) are approximately equally loaded as far as the processing time is
concerned. The result is given in Table 1.

We can assume that a machine will begin to produce the product immediately after it is
adjusted to its production. Otherwise, the worker adjusting the machines will have to wait
until the processed product is finished so that a delay in the adjustment process could occur.
Further, we will assume that the worker will immediately start to adjust the machine for the
next product as soon as the machine is free whenever he is not busy with adjusting some
other machine. Since the products cannot be produced without the corresponding adjustment
of the machines, which must precede the proper production process, the order, in which the
adjustment is carried out, determines the order, in which the products are processed. It means
that the products are processed in the order, corresponding to the order of adjusting the

\

machines for them. The adjusiment order is limited by the fact that we have only one worker
adjusting the machines and it is assumed that he cannot adjust two or more different
machines simultanecusly so that he prepares the machines for the production of different
products on a sequence similarly as in the one-processor case. In the other words, he can
begin to adjust a machine only after the adjustment of a preceding machine had been
finished. Another limitation for the adjustment order follows the assumption that the
adjustment of any machine can be commenced only after the machine have finished the
production and it 1s idle.

We will introduce binary variables x; , which will provide the information about the
adjusiment order in the following sense: x; = 1 if the adjustment for product i precedes the
adjustment for product /, x; = G otherwise.

Model parameters:

n the amount of products (batches) in pieces;

m — the number of machines;

t; —the processing time of the i-th batch in minutes;

d; - the adjustment time for the i-th batch in minutes;

M >> 0 — a large positive number;

Sk - the set of indices of those batches, which are assigned to machine £.

Model variables:

T — the time, at which all batches are finished;

x;; — binary variables determining the adjustment order;

¢; — the time, at which the adjustment for product / is finished in minutes and starts the
producing,.

Model:

7 — min (h
x,-j+xj,-=l Lj=1..,n1i<j (2)
Gg—dizei+ it -M(I—xy)  ij=1,..ni#] (€8, jeS, k=1,...m 3
¢—dy=2ci— M(1 —xy) ij=4....ni#jf : 4)
d; <S¢ ~i=1 .., n (5)
i+ sT i=1 .., A (6)
x; €{01} ij=1,..n1%#j (7
c; 20 i=1..n (8)

Equation (2) ensures that for each pair i, j either the adjustment for batch i precedes the
adjustment for batch j or the other way round , i.e. the adjustment for batch j precedes the
adjustment for batch i.

Inequality (4) ensures that the beginning time of the adjustment for batch j, i.e. ¢; — dj, must
follow after the moment c;, at which a preceding adjustment for batch / had been finished
under the assumption that the adjustment for batch i precedes the adjustment for batch j
(regardless on which machine the proper production process is carried out). This constraint
follows the assumption that the worker cannot adjust more than one machine at the same
time. Constraint (5) shifts the time moment, at which the adjustment is finished according to
the corresponding adjustment, Inequality (6) determines the total processing time of all
batches, which is (according to (1)) minimized. The model was solved using the program




LINGO 8.0 (special professional integer programming scftware) for a one-week production
program in Table 1, a number of production batches was » = 27 and a number of machines m
= 10. The sets Sy are given in Table 1, from which it follows that S, = {1, 2}, 5, = { 3,4,5},
S; =6}, Se= {7}, S5 = {8}, 56 = {9}, 57 = {10,11,12}, S = {13}, S = {14,15.16 }, S;9.=
{17,18,19,20,21,22,23,24,25 26,27 } . The mathematical model included 757 variables {729 of
them were binary variables) and 1238 constraints. The computations took 5.4 minutes (PC
1.3 GHz). The resulting order, in which the machines are adjusted, is given in Table 2.

4 A model with a partial a priori assignment of batches to machines

Since a priori assignment of products to machines, which was used in the previous section, is
not necessary to be optimal in general, we shall try in the seque! to optimize this assignment
together with the total processing time of the scheduie. As we have already mentioned, the
assignment can be chosen only at products 6 — 13, which can be processed on any of
machines 3 — 8. The assignment of the other products to machines is fixed.

Table 2. Optimal ordering of production batches

order batch | machine| Startadj. | End adj. | Finish time
i k crd; Ci Citl;
1 14 9 0 91,8 2891,8

2 20 10 91,8 97,8 2378
3 1 4 | 2 166,4 176,6 193,1
4 8 5 176,6 237,8 1617,8

5 18 10 237,8 243,8 7038
6 2 1 | 603,84 612 617,5
7 7 4 612 | 703,38 3143,8
8 27 10 703,8 709,8 767.,8
9 | 19 10 767,8 773,8 1568,8
0 | 6 | 3 823,2 884,4 3254,4
11 | 26 10 1568,8 1574,8 2001,68
12 5 2 1574,8 1585 1605,5
13 10 7 1585 1646,2 1686,2

14 12 7 1686,2 1747 4 18294
15 9 6 1912,56 1973,76 32544
16 22 10 22774 | 22834 2328,4
17 24 10 2328,4 23344 31544
18 3 2 2728,6 2738,8 2998,8
19 13 8 2738,8 2830,6 3002,6
20 11 7 2830,6 2891,8 2945,8
21 15 9 2891,8 2983,6 2994,6
22 16 9 2994,6 3086,4 32544
23 1 1 3146,24 3154,4 32544
24 21 10 3154,4 3160,4 31744
25 17 10 31744 3180,4 31944
26 23 10 31944 3200,4 3218,4
27 25 10 32184 32244 32524

N
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Model 1.

To optimize at the same time also the assignment, we shall introduce binary variables yy ,
which will determine the assignment in the sense that vy = 1, if batch i is assigned to
machine & and yy = 0 otherwise, Further we set D = {6,7,..., 13} and 5= {3, ..., 8},1.e. D
contains the indices of those products and 5 the indices of those machines, where the
assignment is not fixed. The remaining products are assigned a priori to corresponding
machines according to fixed technological requirements. The mathematical model is based
on the model (1) - (8) with the following additional constraints :

G-dp 2o - M- xy )~ MO —yp ) =M(I—yy), Lj=4 . n,i#,ieD jeb,
kesS (9

Zyikzi, ieD. (10)

ke§

Constraint (9) replaces constramt (3) for machines £ € § and the corresponding sets of
products Sj. It ensures that the adjustment process for a batch can be started only after
finishing the production of the preceding batch. Constraint (9) (unlike to (3)) includes
variables yjy and yyu, which are both equal to I, if both products are produced on the same
machine k. Equation (10} ensures that each product from [ is assigned to exactly one
machine from §. This extension of the model (1) - (8) included 805 variables {777 of them
were binary variables) and 1576 constraints. The computation time increased to 1 hour and
35 minutes. The resulting total processing time 7 was equal to 3254.4 minutes, i.e. the {otal
processing time was the same as in the previous model, which means that a priori assignnient
in the previous mode! was optimal. The substantial increase of the computational time is
remarkable in the case of extended model, which included the optimization of assignment
lathes to machines.

Model 2.

The assignment of products to machines have an alternative solution, since the machines, for
which the assignment is not fixed are compietely identical. Therefore, it is not necessary to
assign products te these machines. It is sufficient to find out, which products can be assigned
to an identical machine. In this way, we obtain a simpler model with a lower number of
variables.

In Model 2, binary variable y; = 1, if product / is assigned to the same machine as product j
and y; = 0 otherwise. For the indices of these variables always i, j € D and i </ holds.
Further, we shall replace constraint {9) from Mode! | with the following constraints {11) and
{12), which ensure (similarly as constraint (9)) that the adjustment process for any batch can
be commenced only after the production of a preceding batch had been finished.

c—dj2ei+—-MI—xy)-M(1~y;) i<jieD jeD (1
g-di2eci+ti—M(I—x5)—-M(1-y;), i>jieD, jeD (12)
Since we deal with an assignment of 8 products to 6 machines from the set S, it is necessary

to assign at least 2 products to the same machine, i.e. at least 2 variables y; must be equal to
1, which is ensured by the following inequality (13):
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> > y; 22 ieD. (13)

ieD jeD,i<j

Therefore inequality (13) replaces relation (10) from Model 1. Model 2 includes, in
comparison with Model 1, 24 variables and 280 constraints iess than Model 1.

5 Conclusion

The obtained schedule, in comparison with the schedule used in the practice, leads to the
total processing time, which is 30% shorter. This result can substantially increase the
productivity, exploiting the machines and lead to lower production costs. Nevertheless, it
requires on the other hand the usage of sophisticated modeling techniques and a professional
optimization software. It seems that an interconnection of these models with the information
system would be possible too, because the program system LINGC 8.0 supports this
interconnection. On the other side, disadvantage of this approach consists in the fact that we
have to solve NP-hard problems and the increase of the size of problems we have to solve
may cause a substantial increase of the necessary computational time. This happens also
when we passed from Model 1 with a priori assignment to Model 2, which includes also the
optimization of the assignment of products to machines. We obtained in this case a larger
problem and the necessary computational time was higher too.
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Abstract. The most effective treatinent for kidney failure that is cuurently known is trausplan-
tation. As the nunber of cadaveric donors is not sufficient and kidneys from living donors are
often uot suitable for iinmunological reasons. there are attelpts to organize exchanges between
patient-donor pairs. I this paper we model this situation as a coopcerative gaine and propose sonic
algorithuns for Anding a solution.

Keywords. Kidney transplantation, cooperative game, Pareto optimnai solution. core. aigoritinn

1 Introducticon

Renal failure is a very serious illness for which the ost effective treatment that is cur-
rently known is kidney transplantation. ldeallv, a kidney from a deceased donor could be
used. but the supply of those in spite of joiut efforss of national and even internationai
organisations (for example BEurotransplant Foundation 19 and the United Neiwork for
Organ Sharing in the USA [20}} is not sufficient for the growing demand and tlie waiting
time of a patient is unpredictable. As the operation techniques improved and the risk for a
living donor of a kidney {a genetic or an emotional relative of the patient) was winimized,
the number of live-donor transplantations increased. Morecver. some studies {17! show
that grafts from living donors have a higher survivai rate.

For a transplantation to be successful, some Lminunoiogical requirements must be fui-
filled. Basically, ABO incompatibility and a positive cross-match are an absolute con-
traindication. moreover. the greater the nuiber of HLA mismatches between the donor
and the recipient. the greater the chance of rejection [9]. Hence, it often happens that a
willing donor caunot donate his/her kidney to the intended recipient. Therefore in several
countries systematic kidney exchange programs have been established: in Romania [10],
the Netherlands [18], USA {13, 14, 15]; in other cases there are isolated examples [7], e.g.
in the Middle East.

Kidney exchange (KE for short) is still a controversial issue, however the aim of this
paper is not to discuss the ethical and legal aspects of this concept. In spite of some

*This worlk was supported by the VEGA grant 1/0425/03, Science and Technology Assistance Agency
contract No. APVT-20-004104 (Ccchlarovd), OTKA F 037301 research grant (Fleiner), EPSRC grant
GR/R84597/01 (Manlove) and the Royal Society of Edinburgh International Exchange Programme (Fleiner
and Manlove).




pessiuistic expectations (the Dritishi Trausplantation Society estiiated potential benefits
from living donors’ exchanges to be around 3% [

1), inan institute of Romania the monthly
incan number of transplantations increased fromn 4.2 to 6.1 since the KE program started
(101 and a simulation study using real 1'SA statistical data revealed that the utilization of
kidneys from liviug donors without exchanges was around 55%, whilst with exchanges it
increased to 91% when the size of the simuiated population was 300 {13).

We follow the approach started in [13] and [14], in that we represent KE as a co-
operative gauie, in which patient-donor pairs seek cyclic exchanges of kidneyvs. Since all
operations on a cycle should be performied simultanecusiy (to avoid the risk that one of the
donors wiii withdraw Lis or her commitiment after the others hiave undergone nephrectomy
(71}, eycles should be as short as possible for logistical reasons. Therefore we directly incor-
porate cycle lengths iuto preference inodels (notice that in [13] the obtained cvcle lengths
were just observed after simulations of the algorithin used, and in [15] the number of
matched patients was derived as a function of the maximum allowed cycle length). Fur-
ther, besides Pareto optimal solutions we also consider the core and the strict core of the
KE game. We conclude with computational compiexity considerations of the proposed
algoritiims aud soriie open questions.

2 The KE game

An instance of the KE game is represented by a directed graph G = (V. A} where each
vertex « € V7 corresponds to a patient and his intended {incompatible) donor (or donors).
A pair {:.7) € A if the patient corresponding to vertex ¢ can accept a kiduey [rom a
donor corresponding to vertex j. (Hence, if patient ¢ has a compatible donor, {(i.4) € A
Moreover. for each vertex ¢ there is a linear ordering <; on the set of endvertices of arcs
incident from 7. This orderiug is represented by a preference list of i and we assume that
118 the last entry in each preference list. If 7 <, k and sinudtaneously k <; . we say that
1 is indifferent between j aud k. or that j and k are tied in i's preference list. and write
J~i kil 3 <5 k but not k <; g, then ¢ strictly prefers 7 to k, and we write j <; k. Hence.
it general, preference lists inay contain ties.

Definition 1 A kiduey exchaige game (KE game for short) is a triple T = (V. (. O).
where V' 15 the set of players. & is a digraph with a vertex set V and O = {<1€e vV}

Definition 2 A solution of the KE game I’ = (V.G. Q) is a permutation © of V such that
i # m(i) implies (4. 7(i)) € A for each i € V. If (i,m(i)) € A, we say that i is covered by
™, otherwise i is uncovered. A player i is assigned in a solution ™ the pair (7(i), CT).
where C™(4) denotes the cycle of m containing .

A player evaluates a permutation not only according to the player he is assigned to. but
he also takes into account the cycle length. This is expressed by the following extension
of preferences from © to preferences over (player,cycle) pairs. The same symbol is used
for preferences over players as well as over pairs and permutations.

Definition 3 A player i prefers pair (§, M) to pair (k,N) if
(i) 7 <i k or
(i) j ~; k and |M| < |N].

Definition 4 A coafiion S5 C V weakly blocks a solution w if ilieve exists a permnutation
o of S such that

(i) (a{i), C9(1)) <; {m(1),C™{i)) for each 1 € S and

(1) {a(5).C9{3)) <; (w{4),C™(g)) for ai least one j € 5.

A coalition S €V blocks a solution m if there exists a permutation o of S such that
(o{1). C%i)y <y (wli), C™{2)) for each i € S.

Now we define the studied solution concepts.
Definition 5 A permutation 7 s Pareto optimal for game T (belongs t6 PO(TY for short)
if the grand coalition V' does not block, @ s strongly Pareio optimal (m € SPOL} for

short) if V' does not weakly block.

Definition 6 A permutation w us in the cove C(I') of game 1 if 1o coalstion blocks m and
7 is the strong core SC(T) of T 4f no coalition weakly blocks.

Notice that our coucepts of strongly Pareto optimal and Pareto optimal solutions cor-

respond to what are usually called Pareto optimal and weakly Fareto optimal solutions
resi)e(*i'ivei}’ {13, However, we use the first two ters to make tlie terminology consisteut
within this paper. N

As each blocking coalition is also weakly blockiug, wc lave
By 3 SCIN C ¢y € POI) and SCIT) C SPO(I € POT) in
. general, but the inclusion C(I") € SPO(T) is not always true
even in the case without indifferences. Consider the KE game
T given by the digraph to the left, where the first entrles in the
preference lists are denoted by solid lines. while the sccoiid entrics
correspond to dotted lines. Permutation 7 = (1.2, 3){4,5.6; is in
C(T), but 7 ¢ SPO(L), as the grand coalition weakly blocks 7
by cousideriug permutation o = (1,2.4)(5.6.3).
However, in the practicai kidnev exchange application it is 1ot

clear which solution concept is the most suitable one.

3 The case with preferences

With no indifferences. the famous Top Trading Cycles {TTC for short) algorithm (Figure
1} can be used for the IKE game. The TTC algorithin was originally proposed by Gale in
[16] for housing markets, where cycle lengths were not taken into account. It was shown
that the TTC algorithm outputs a permutation in the core of the housing market also
in the case with indifferences (ties are broken arbitarily). In [12] Roth and Postlewaite
proved that if there are no indifferences, the strong core of the housing market is noncmpty
and contains a unique permutation. Further, Roth {11] proved that the TTC algorithm is
strategy-proof. However, a detailed consideration of algorithmic questions connected with
the TTC algorithmn is quite recent; in {1] its implementation with O(m) time complexity
was proposed, where m is the number of arcs in G. In [6], the TTC algorithm is called
Algorithm B-stable and it was shown that in the case with no indifferences, its output is

in SC(T).




Input. A KE game I' = (V. G, ). Output. A permutation 7 = CCy ... (. of V.

Step 6. N :=V.round r .= 0.

Step 1. Choosc an arbitrarv player 4.

Step 2. Player i points to his favourite i; in N. 4y points to his favourite 7, in N etc,
A cycle arises or piayver ig cannot point.

Step 3. » :=r + 1. If a cvcle C was obtained. then C, := . otherwise (', = (ig}.
N:=N-C,.

Step 4. If N # (. go 10 Step 1. otherwise end.

Figure 1: The Top Trading Cycles (ITC) Algorithm.

However, the TTC algorithun may fail 1o ind a permutation
o in the C(I") and aiso in PO(T) if indifferences are present.
In the example to the left. the TTC algorithin may, de-
peuding on how the ties in vertices 1 and 3 are broken,
output tlie permutation (1.2.3,4). while here SPO(T) =
POI) = C(T) = SC(T) aud they contain a unigue permiu-
i 2 tation (1.4){2,3).
Moreover. in 5! it was proved that in the case with indifferences it is NP-cowiplete
to decide whether C'(T") # 0. and it is also NP-complete to decide whether SC(I7) # 0.
Notice that it is always the case that SPO(T) # @ if we define a partial order on the
set of all permutations of V by setting o < w if (0(d), C%(1}) <, (mw(s),C7(4)) for each
player, then the minimal permutations in this partial order are strongly Paretc optimal
(and hence also Pareto optimal). We show iater, however, that it is NP-hard o find a
permutation in S PO(T) {Theorem 5).

4 The Simple KE game

Let us now supposc that all compatibie kidneys are equally suitable for transplantation. as
suggested in [14] and [15]. We will say that now the players have dichotomous preferences
{we follow the terminology of [2]). or that all acceptable vertices are tied. Hence patients
with a compatible donor are not considered and the KE game is identified siraply with a
digraph G = {V, A) without loops.

Definition 7 A simiple KE game is the pair I' = (V,G), where V is the set of players and
G = (V, A) is a digraph without loops.

Similarly as for the KE game from Definition 1, the solution of a simple KE game is
a permutation 7 of V' such that ¢ # (i) implies (i,7(3)) € A for each i € V and the
notation from Definition 2 can be used. Further, preferences of players over (player, cycle)
pairs now reduce to saying that a player prefers to be covered to being uncovered, and if
covered, he prefers to be in a shorter cycle.

In: {14], where dichotomous preferences were considered, the authors allowed only cycles
of length 2. Hence the KE game was represented by an undirected graph G = (V, E) with
ij € E if patient ¢ can accept kidney from donor j and also conversely. A strongly Pareto
optimal solution was identified as a maximum cardinality matching,. \
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Input: A simple KE game I' = (V. &). Output: A permutation m of V.

Step 1. Set k := 2 and creale the 2-reduced graph Gy = {Va. Fqj of digraph G by letting:
Vy={veV:vliesonaZcyclein G}, Beg=le=1j:(i.]) € A&k {j.4) € Ay

Find a maximal matching My in Gz and set w(¢) = j for each ¢j € Ma.

Delete from (7 all vertices covered by Aly.

Step 2. k =k +1.

Step k. Create the k-reduced digraph Gy = (Vi. Ag) of G by letting:

V= {v eV :vlies on ak-cycle in G}, A = {e € A e lies on a k-cycle in G}.

Find a maximal k-cvcle packing My of Gy and set #{i) = j for each arc (1. 7] € M,
Delete from (& all vertices covered by M. If G contains no cycle of length &k + 1, end.
Otherwise go to Step 2.

Figure 2: Algorithm CoreSimpleGame

Fven without the restriction on cyele lengths. we are able to formuulate a necessary and

sufficient condition for a permutation to be in C'(T').

Theorem 1 7 € C(I) if and only if G containg no cycle O = {1392, ... 1) such thai
T > koorwliy) =4y foreach j =112, k.

Proof. Such a cycle clearly blocks m. On the other hand, if # ¢ C{I") then a blocking

coalition has a form of ¢

1 £

Theorem 1 suggests au iterative approach for finding a permutation in the core of the
simnple KE game. The algorithin is depicted in Figure 2.

Theorem 2 Algorithm CoreSimpleGame correctly finds a permutation in (') of the
sirnple KE game in polynomial time.

For the strong core, Theorem 1 can be easily modified:
Theorem 3 m € SC(T) if and only of G contains no cycle C' = (41,1, .. ., i) such ithat
either |C™(i;)] > k or wli;) =1; for at least one j € {1.2... .. k}, and either (7 (i) > k

or wli) = 4, for the Temuining vertices i; of eycle C.

Corollary 1 If w € SC(T'j then w restricted to the 2-reduced graph Gy s a perfect maich-
ing of Vo and for each k > 2. m restricted to the k-reduced digraph Gy is a partition of
Vi into directed k-cycles. Consequently. if either (o admits no perfect maiching or Gy
admits no partition of Vi, into directed k-cycles for some k, then SC(I') = 0.

Hence Algorithm CoreSimpleGame could be used to find a permutation in SC(I'}, if in
Step 2 a perfect matching and later a partition of V} into directed k-cycles can be found.
However, this problem already becomes difficult.

Theorem 4 The problem of deciding whether SC(T) = @ for a simple KE game is NP-
complete,

Proof. Membership in the class NP follows from Theorem 3. Iu {8, Theorem 3.7] the
NP-completeness of UNDIRECTED TRIANGLE PACKING is established. It is easily possible
to obtain NP-completeness for DIRECTED TRIANGLE PACKING in graphs with no bidirected
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arcs. where each vertex lies on a directed triangle, by cousidering thie reduction constructed
there and directing appropriately the arcs in the graph shown in [8. Figure 3.8

Au instance G = (V, A) of DIRECTED TRIANGLE PACKING gives rise to an instance I of
a simple KI game. It is then straightforward to verify that G admits a directed triangle
packing if and only if SC{T) £ ¢ @

However, in spite of the fact that SPO(T") # @ for all KE games. we have:
Theorerm 5 Tt ws NP-hard to find a permutation in SPO) for a simple KE game.

Proof. Suppose we have a polyuomial-time aigovithin A for finding a permutation i
SPOT. Now let & = (V. A) be a directed graph with no bidirected arcs (given as an
instance of DIRECTED TRIANGLE PACKING). Run A on G to find m € SPOT). I n
contains only 3-cveles then clearly 7 gives a divected triangle packing for (. Now suppose
that it is not the case that 7 contaius oniy 3-cyecles. Suppose for a contradiction that &
admits a directed irlangle packing. This defines a permutation 0. Consider any vertex
€ V that does not belong to a 3-cyvcle in 7 {there is at least one such vertex). If v is
ancovered by m then v hnproves in o, since v is covered by o. Otherwise v belongs 1o a
cycle of length > 3 ii» w and v also inmiproves iu . since v belougs 1o a 3-cyvcle i 0. Hence
V" weakly blocks 7 via o, coutradicting the assuinption that 7 € SFO{I'). B

5 Conclusion and open questions

The research on efficient aigorithms for kiduev exchange probierus has just started. So
there are still wany questions to be answered and 1nany problemis to be scived. Let us
mention just a few directions for possible further reseaich.

e As the basic priority is to treat as manyv patients as possible, find a solution of the
KE game with the maximumn nunber of covered verties.

e As patients enter and leave the waiting lines unpredictably, explore the possibilities
of on-line aigorith:us for kidney exchange.
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Abstract

A new methodology is proposed to seiect a predetermined number of “reasonabie” alternatives from
their considerable initial set according to an arbitrary number of optimization criteria. This intuitive
methodoiogy. based on accounting for uncertainty factors, itherent in real probiems, by performing
the multi-level hierarchical system of multi-variant coripuiations and of finding their "stable-
optimal" solutions, is appiied for modeling the siocks’ buying-selling on stock exchange. The
"bottieneck” of this modeling - the construction of adequate optimization criteria, is the main object
for consideration.

Key words: muiti-criteria decision making; six-ievel hierarchical system of multi-variant
computation series; scenarios; statisiical data on stock deal sums and stock prices; prognosis trends;
sinusoidal character of statistical data on stock prices.

1. Introduction

The paper reflecis the attempt of applying the new multi-criteria decision making (MCDM)) approach
accouniing for uncertainty factors to solve a problem of stock buying-selling on stock exchange,
where this applied problem is considered mainly as an object suitabie for this approach application
(for now the practical aspects of behavior on stock exchange are considered by us as less important).
This proposed quite generai MCDM approach (its methodology and some applications are
reflected in [1-5]) is oriented on solving various real problems, connected with decision making,
characterized by selecting the "reasonable" (the best in certain sense) alternatives from their
considerable (maybe vast) initial set according to many objectives, expressed by multiple criteria
including an arbitrary number of optimization criteria. The main specifics of this proposed approach
consists in the methodology, developed to take into account uncertainty factors, inherent in such
problems, where these factors could have anyone nature. According to this methodology, the
following ways are proposed to meet various uncertainty aspects, inherent in such real MCDM
problems:
1. A two-phase process is considered to reach a final solution of the whole problem, where the first
phase of this process should reflect a computer calculation process to select a predetermined number
of the resulting "reasonable” alternatives (their set is named RAS) from their initial set (ISA)
according to the assigned multiple criteria. On the process second phase, the final solution is found,
basing on the derived RAS analysis. It will be a non-formal process to account for uncertainty
factors by considering additional qualitative/quantitative criteria and other data, expert estimates, the
current observations of last situations, etc.
2. The methods to reach the RAS, concerning the first phase of this solution process, may include
various ways of accounting for uncertainty factors: (1) considering different versions of conditions
and parameters of the problem solved as well as of the appropriate calculation process intended to
solve this problem; (2) forming various combinations of such versions to provide performance of
multi-variant computation series and finding their “stable-optimal” solutions; (3) modification of
used multi-criteria optimization techniques, other calculation models and procedures to account for
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some uncertainty factors; (4) using random variables (e.g., to use Monte Carlo simulation), expert or
hypothetic (in situations close to full uncertainty) estimates in various caiculation operations, etc.

Thus, this formalized first phase of the solution process, intended tc solve the suitable real MCDM
problems by reaching their resulting RAS, shouid include the following basic stages:

1) forming a totality of ISA versions, where such versions should reflect all possible cases of nital
alternatives' combinations accounting for availability of appropriate uncertainty factors;

2) constructing the versions of initial set of criteria assessment vectors (ISCAV), where each ISCAY
version, interrelated with the appropriate ISA version, includes a totality of criteria assessment
vectors, determined for each alternative from the ISA using the criteria calculation models deveioped
a priori for all considered eriteria. Thus, each criteria assessment vector, corresponding to one initial
alternative and conversely, is represented for this alternative by one numerical value, determined for
each considered criterion using its calculation model;

3) multi-criteria optimization on the space of ISCAV (ISA) accounting for uncertainty factors to
achieve the resulting RAS by decreasing the ISA.

Performance of stages 1-2, consisting in constructing (often, simultaneously) the ISA and ISCAV,
presents the processes, specific for each considered MCDM problem. However, the approach to
perform stage 3 was developed (by us) as a quite universal one. This approach is based on
performing a multi-level hierarchical system of MVC series, where each level of the system should
include a totality of scenarios, having the same nature specific only for this level. The scenarios of
different levels reflect various versions of: the ISA/ISCAV (they correspond to the first/second
levels of this multi-level system, /=1/2), the used multi-criteria optimization techniques, modified to
account for uncertainty (the third level, /=3); some conditions and parameter values, involved in the
problem (such levels, since with fourth one, />3, are specific for various MCDM problems as well
as for the appropriate types of multi-level hierarchical systems used to solve these problems).

We considered various versions of multi-level hierarchical system of MVC series, differing by
various aspects: (a) the number of levels; (b) the specifics of scenarios, accepted for various levels:
{c) the peculiarities of calculation process performance, etc.

2. The multi (six)-level hierarchical system, used for the problem of stock buying-selling

We use to solve the considered MCDM problem of stock buying-selling the six-level hierarchical
system including the following totalities of scenarios for each /-level (I=1-6):
1=1/2) ISA/ISCAYV versions - 1/2-scenarios, having the numbers k/m (k=1,..,K/m=1,..M);
[=3) the multi-criteria optimization technique version (#=N=1), presenting our modification [3] of
TOPSIS method [6], based on the consideration of the following scalar goal function:

min {C,’]AWI*+C,'2A W2*+ e +CUAWJ*} (1)

{i=1,...I}

where: ¢ (i=1,..,]; j=1,..,J) is a normalized relative value of j-criterion for i-alternative, calculated
for each j-criterion (j=I,..,J) with respect to their maximal/minimal (on i=1,..,]) values {¢/"“"/¢/""}:
thus, the values ¢;/" are calculated according to the formula:

e = (cij - cy”'i") A" - ™), =101 =100 . 2)
W*(j=1,..,J) is j-criterion random weight, reflected by its possible values interval bW
[=4/5) the intervals {{w;,"",w,"*], j=1,...,J} versions (p=1,..,P/r=1,..,R), each of which is a pair of 4/5-
scenarios, taken one at a time for each l-level (/=4/5) and corresponding to p-version of "central
point" values {w/\ j=1,..,J} for all these j-intervals (it's 4-scenario) as well as to r- version of all
these j-interval bounds (5-scenario), calculated around the values w/™:

W =win(l-g), W= win (g, j=1] )
where 0<g;<<1 is a relative value, assigned a priori to determine these bounds values which might be
derived using the equal gj-values for all j—criteria, e.g., g~g, =0.05, 0.1, 0.15,...).
1=6) All 6-scenarios (¢=1,..,Q) reflect various combinations of values {wj, j/=1,...,J }, corresponding
to all j-intervals, formed on the 4/5-levels (/=4,5). Each such g-combination includes J values w;,

min

taken one at a time inside of each j-interval fw;/"" ,w/"*J using J Monte Carlo simulations.
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The process of forming such six-level system to solve the real MCDM problems could be
connected with necessity to overcome the "bottlenecks" in forming the 1/2-scenarios, i.e. the
ISA/ISCAV creation. In the considered problem we have the simple case of ISA construction (an
initial alternaiive concept is very implicit — a stock buying-selling operation is such an alternative
and it's not needed to develop the special calculation procedures to construct a vast ISA, etc,).
However, the main "bottleneck" of this problem modeling is connected with the ISCAV creation,
where we have the analytic case: a necessity to develop non-implicit artificial criteria. This case is
differed from many other suitable MCDM probiems (e.g. [1,2]) with the opportunities to form
natural optimization criteria (economic, environmental, technical, etc.). This is precisely the main
aspect, considered further in this paper.

The calculation process to reach the resulting RAS (e.g.[4,5]) is performed by fixing the
combinations of /-scenarios, where such combination (fit// Scenario) includes /-scenarios, taken on at
a time for each /-level (/=1-6). Each fuil Scenario forms a mono-optimization problem by fixing for
the random {W,* .. ,W,;*} in (1) their determined values {w,,....w,}, using J Monte-Carlo simulations
for the appropriate J intervals (3). This problem solution is a subset of sub-optimal alternatives.
Further, we form a group of full Scenarios, changing all 6-scenarios with the unchanged /-scenarios
for all upper /—levels (/=1-5), that aliows derive a set of sub-optimai subsets for this group as well as
its subset of stable-optimal alternatives, constructed using a special analysis of sub-optimal
alternatives' entering quantities in their set. Varying such groups by changing the fixed 5-scenarios
only, we derive a set of stable-optimal subsets (of 5-level) and its subset of stable-optimal
alternatives (of 4-level), corresponding to the fixed combination of /-scenarios for the four upper /-
levels {I=1-4). Continuing this process with the variation in fixing 4,3,2,1-scenarios, we reach the
resulting RAS as a stable-optimal subset (of 0-level), derived by the set of stable-optimal subsets (of
1-level) analysis.

Thus, the calculation process to reach the RAS is a moving from this scenarios' system "bottom"
(I=6) to its "top" (/=1), using all its /-scenarios for all its /-levels (/=1-6).

3. Some principles of stock buying-selling modeling using this new MCDM approach

3.1. The contents and purposes of such modeling

The following problem is considered: to select (in the current T-day) a holding of stocks, including a
predetermined number of stocks, proper for buying and selling them on the stock exchange. lt's
proposed to perform stocks' buying for the next prognosis (T+1)-day to sell them for any subsequent
(T+S+1)-day, where the integer number S>0 is assigned a priori.

This selection of proper stocks (the operations with them are the "reasonable" alternatives in
accordance with our proposed MCDM approach) is performed on a basis of the appropriate statistic
data processing, where these data are considered for the period [1,..,T] of T days, as well as of the
expert estimates' use. All this concerns two parameters of stock exchange process: deal sums (DS),
stock prices (SP). Thus, the problem solution purpose consists in selecting from a full initial set of
stocks (the ISA in our MCDM approach) a predetermined number of stocks (their set is the RAS),
proper to be bought for the prognosis (T+1)-day as well as to be salt for the prognosis (T+S+1)-
days. :

The accent on the statistic data processing in comparison with the use of expert estimates for all
considered stocks is more convenient for the problem of selecting the proper stocks among their
great quantity (selecting the small RAS from the considerable ISA). Usually, the best way to select
the proper stocks for their buying-selling is based, first of all, on using the expert estimates of
production and financial conditions for the enterprises, whose stocks are bought and salt. However,
the principal peculiarity of the considered problem, connected with the competition of great quantity
of stocks, seriously limits the possibility to take such expert estimates for all considered stocks.
Accounting for it, now we will be oriented on using the statistic data for the quite long period,
especially if this period is characterized by "a stable behavior" of the considered stock exchange. In
this situation it's possible to expect that these observed statistic data as if accumulate various aspects,
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affecting on "stock exchange behavior of each considered stock” (among such aspects: the state of

appropriate objects and productions, the psychology and interaction of stock exchange buyers and
sellers, etc.).

Thus, the purpose of such our approach with the practical positions might be treated as to help a
stock exchange expert ("broker”) or any exchange "player" in the following aspect: to make the
preliminary "limitation" for the stocks holding, which this "player" might be analyze further using
his regular intuitive methods. For instance, the full totality of stocks in our reai sample, see Section
4, includes 97 stocks, but it's possible to select from them, using our approach, a predetermined
small number (e.g. 5-10) of "proper" stocks to continue their analysis using the traditional intuitive
methods. This case is very convenient for a new unknown situation on the stock exchange
considered.

3.2. Peculiarities of this MCDM approach applying to the stock buying-seiling modeling

This problem choice to apply this MCDM approach is caused, first of all, by availability of required
initial (statistic) data as well as of specific methodological difficulties to realize such approach for
this real situation. Such difficuities ("bottlenecks") are connected mainly with the criteria modeling
and the ISCAV construction.

The ISA construction has not been of our main methodoiogical interest, since: (a) an initial
alternative concept is very implicit - a stock buying-selling itself is such alternative; (b) the possible
number of stocks isn't vast usually, and the measurable quantity of stocks are possible to be
considered on each existing stock exchange. Thus, the ISA (each its version) may be presented as the
set {i=1,...,I} of i-stocks' (initial alternatives') numbers.

The ISCAV creation is based on using 2 groups of Criteria calculation models, reflecting:

Bn) stock buying for the prognosis (T+1)-day, including 6 criteria types (Criteria 1-5,9);
ST) stock selling for the prognosis (T+S+1)-day, including 3 criteria types (Criteria 6-8).

These criteria values for each considered i-stock (i=1,...,I) are determined on basis of twe
principles of statistical data processing: (a} finding the trend-prognosis values {Criteria 1,2,6-9),
(b) using the sinusoidal character of these statistical data (Criteria 3-5). The Criteria 1,2,6,7 reflect
the deal sums (DS) prognosis characteristics, the Criteria 3-5,8 9 — such characteristics for stock
prices (SP).

3.3. The Criteria calculation models
The main principle of Criteria modeling, based on finding the trend-prognosis values is as: any
such criteria value {C[i], j=1,2,6-9; i=1,..,]} is determined according to the formuia:

Cj[l-]:Cvj.(l)[l]w(l)+q(2)[l]wﬂ)_,_cj(—’)[l]w(3)+Cj(4)[l]w(4)+C]_(-‘)[Uw(-‘)+c}(6)[l]w(6)+CJ(E-\’)[UW(EX) 4
where: ij[i] is the k—trend (k=1,..,6) prognosis value for i-stock, corresponding to j-criterion;
C,-(E') [i] is the prognosis expert value; the weight values w® W w® w? W WO wEL assigned by
experts or calculated (such method for w™=0 was developed [4,5]).

In the appropriate calculations we use the following 6 fypes of trends: (1) Linear (Linj, (2)
Exponential (Exp), (3) Logarithmic (Log), (4) Polynomial (Pol) 3-rd order, (5) Power (Pow), (6)
Hyperbolic (Hpr). Further, we consider the sense and calculation methods for all Criteria, using the
trend-prognosis values and connected with the formula (4) realization.

The i-stocks, having the greatest expected prognosis (for (T+1)-day) absolute values
{C/[i]=AP"(i,T+1), i=1,...,1} for deal sums (DS), are preferable with the position of stocks' buying for
(T+1)-day, since the stocks with the greatest values A”'(i,T+1) might be in great demand for (T+1)-
day and some next days. Thus, we use the maximization (on all i-stocks, i=1,...,I) of the prognosis
(for (T+1)-day) absolute values {4 (i, T+1),i=1,...,1} for deal sums as the Criterion 1:

max {C,[i] = A(i,’T+1), i=1,..,1} 5)
where the prognosis (for any prognosis +-day) values 4”(i,4) are calculated, according to (4), using
the trend-prognosis values {4™(i,1),4?(i,t),A? (i), A (i,0), A%(i,1),A9(i,0)} as follows:

AP, 0=AD G OW VAP (LW P+ AV G OwI+ 4 (6, ) w O+ A (1, ) W 6)
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Here, all irend-prognosis vaiues 1A% (i), k=1, .. 6} are caiculated for ail i-stocks (/=1,..I) on a
basis of DS statistical data processing for the period {1...,i-1]. For our case (=T+1, the k-trend-
prognosis DS absolute vaiues {A”"(z’,'l*l‘*i;,k=i,,,6} are caiculated for the period [1,..,T].

If all these prognosis vaiues are obtained and the expert values A% T+1) are added., the
required prognosis values A7’(i,1) of Criterion i are calculated for all i-stocks (/=1,..,I) using formula
{6), where the weight values {w‘/” ,w(""",w”’,w("’ w W WY are assigned by experts or calculated.
The last case we have {4,5] when the expert values A™Y(t) aren't used (w(E")=0).

The Criterion 9 model is the same one, but we prognosis the SP values. Thus, we should change
the parameters of formulas (5),(6) on the SP parameters: B”'(i,T+1); {B”‘)(i,t),k=1,.,6}, reflecting the
relative (according to ¢;; N in (2)) trend-prognosis SP values: B®(it).

The Criterion 6 realizes the same (5).(6) to define the DS prognosis values 47(;, T+S+1), but for
the (T+S+1)-selling day, using the trend-prognosis values {A”')(i,T+S+1),k=],.,6}. Since our
prognosis computations are performed in T-day, we have not the DS fact-statisiical data for the days
[T+1,..., T+S1. To overcome this "bottleneck”, we propose 2 approaches:

A) The statistical k-trend-prognosis, determined for the period {1,...,T], are "as if prolonged” to the
{T+S+1)-day, i.e. we accept x=T+S+1 in these k-trend-prognosis formulas.

B) We "extend" the statistical basis for the determinaiion of such k-frend-prognosis to the period
{1,..,T+S], using the method: 1) we find the k-trend-prognosis values for ihe {T+1)-day and add them
(as any new "fact" data) to the statistical data for the period [1....T]: 2} the k-trend-prognosis values
for the (T+2)-day are defined by processing "fact-data" for the period [1,..,T+1], and such "statistical
basis" is extended up to the period [1,., T+S}, and for it we determine the required k-trend-
prognosis values {A®( T+S+1), k=1...6; i=1,...1}.

Thus, we form the calculations models for determining the Criteria 6A/6B.

Comparing the DS prognosis values {4”7i T+1),i=1,..,I; with the DS fact values {4"(i1),
i=1,...,I}, taken for the last T-day from the statistical data, it's possible to take their differences as the
estimates of quality of these DS prognosis values, derived using trends. If the absolute value of such
difference is lesser for the considered i*-stock as compared with other i-stocks, then the DS absolute
prognosis value 4”(i* T+1) may be considered as more reliable. With such positions, ihis i*-stock 1s
considered as more preferable. However, such estimates are actual only for a very short-term period.
Thus, we accept the foliowing Criterion 2: the minimization of the relative values {D/(i'T+1),
i=1,...1} of changing the DS absolute prognosis values in comparison with their fact (statistic)
values of the preceding T-day, where the Criterion 2 are presented as follows:

min {Cfi] =D (i, T+ )=|(A" (i, T+1)-4"(, T))| / 4°'(i,T), i=1,..,]} (6)

The same principle is realized for the Criteria 7/8 models, reflecting the maximization of the
relative values {DF'(i S)/PP'(iS)/.i=1,..1} of changing (for S days) the prognosis (for the selling
(T+S+1)-day) DS absolute / SP relative values in comparison with the same type of values for the
buying (T+1}-day (both a.m. A/B versions are considered for these Criteria):

max {C;[i] = DP'(i,8)=|A" (i, T+S+1)-4""(i, T+1 )|/ 47 (i, T+1), i=1,..,1} )
max {Csfi] = P”(i,S)=1B" (i, T+S+1)-B"" (i, T+1)|/ B" (i, T+1), i=1,..,]} ®)

The Criteria 3-5 models, making the prognosis (for the buying (T+1)-day) of SP values, take into
account the sinusoidal character of changing the SP values during the period (the days [1,.,,T]) of
these SP statistical data observation. This sinusoidal character is dictated by the nature itself of stock
buying-selling on stock exchange: when the SP fall, the volumes of such stocks buying increase, and
this tendency is remained up to the days of reaching such SP minimum. After this, another picture is
observed, when the SP are growing up, and the holders of these stocks begin to sell such stocks, that
leads again to SP fall, and so on. Accounting for it, it's expediently to buy those stocks, for which are
expected the current minimum of their SP sinusoids are closed to the prognosis (T+1)-day. Using
this principle, the Criteria 3-5 values are determined, based on the calculation of some such SP
sinusoids' parameters. Their values for each i-stock, calculated on a basis of constructing its set of ‘-
sinusoidal Hills" {H/i,j],j=1,..,J[i]}, allow to select i-stocks with the a.m. minimums [4,5].

3.4. The Solution Models for the problem of "reasonable" i-stocks' selection to buy-sell them
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In a framework of the proposed MCDM methodology applying, we form 4 Solution Models, based
on using various combinations of using the a.m. Criteria calculation models:

Model 1, oriented only on buying i-stocks at the (T+1)-day, takes into account the Criteria 1-5. It's
proposed the resulting "reasonable" j-stocks (RAS), which are found accounting for the prognosis
maximal DS/minimal SP values in (T+1)-day, might be freely used (to sell, to accumulate) further by
their holders using any additional, mainly non-formal, estimations.

Model 2, oriented on the "reasonable" i-stocks' accumulation for the future to sell them for a
maximal profit obtaining or their holders' capital increasing, takes into account the Criteria 1-5,9 or
1,2,9 only. Here, finding the prognosis on the buying (T+1)-day, we attempt also to estimate the
increasing tendency for SP values (Criterion 9) to maximize the holder capital.

Models 3/4 consider the prognosis operations of i-stocks buying at the (T+1)-day jointly with
their selling at the (T+S+1)-days, where S are the predetermined natural numbers {e.g.. 1,3,...). Both
these models account for various combinations of Criteria 1-5,6A/B-8A/B (e.g.,{1-5,6A-8A},{1-
5,6B-8B},{1,2,6A-8A} etc.). The distinction between these models consists in the following: Model
3 prognosis only one S™-day of stocks’ selling with the fixed such (T+S8"+1)-day: Model 4 —several
1) such S*-days (e.g. S*=1,..,Smax) and its result should reflect the mean resulting estimations,
reached for all considered S”-days. Thus, Model 3 corresponds to a rare situation when it's needed to
sell the "reasonable" stocks only in one fixed (T+S"+1)-day (e.g. to accumulate money by the profit
obtaining for a duty payment at the next day); Model 4 corresponds to the more natural situation of
speculations on the stock exchange during several nearest S-days to increase the holders' capital.
Here, we could use the mean (for all considered S-days) results, when we buy i-stocks at (T+1)-day.

4, Testing the proposed MCDM approach and Models of stock buying-selling

We make this testing as a "debug-regime”, based on using the fact data for the past period
[1,..,T,T+1,.,T+1+Smax], that allows: (a) to reach the RAS versions by the ISA/ISCAV decreasing
applying the six-level hierarchical system of MVC series; (b) to compare the "reasonable" i-stocks
from the RAS with the "fact-good" i-stocks, obtained by analysis of fact data from the whole past
period [1,..,T+1+Smax]; this analysis allows to estimate the quality of the prognosis results, obtained
by processing the fact-statistical data for the period [1,..,T]. On this way, we met the difficuliies in
the exposes of "fact-good" i-stocks, where these difficulties are initiated by a contradiction between
the SP increasing and the DS low levels, observed for the same i—stocks. This contradiction might
overcome, on our opinion, using any intuitive compromises: the acceptance of limiting levels and
adequate weights for the Criteria values, etc.

The real sample, considered early for the testing of Model 1 [4,5], presented the fact (statistic)
data, reflecting the "moving" of deal sums (DS) and stock prices (SP) for all "Tel-Aviv-100" i-stocks
{i=1,...,97} of the Israeli stock exchange for the past period (11/11/01-02/01/02) (in all for 33
days). We considered the day 01/01/02 as T-day, and 02/01/02 as the prognosis (T+1)-day. Thus, the
period [1,..,T), reflecting the statistic data needed to construct all Criteria 1-5, included in the
Model 1, is 11/11/01-01/01/02 (T=32). The statistic data for the prognosis 33-day were not used in a
framework of six-level system calculations, but they were used further to estimate the derived results
(in the debug-process). To illustrate this six-level system performance, we accepted the [-scenarios
for all I-levels (/=1,..,6) of this six-level system (see this paper Section 2 as well as [S]):

I=1) the ISA (1 version, K=1), presenting the part of the "Tel-Aviv-100" i-stocks {i=1,...,20};

I=2) the ISCAV (M=1), including Criteria 1-5 (according to Model 1) values, calculated by the
DS/SP processing for the data, taken for the period [1,..,T] (T=32) and for all 20 /-stocks;

[=3) the TOPSIS modification (1)-(2) as the multi-criteria optimization technique used (N=1);

=4/5) 24 versions of the random weight possible value intervals (3) to realize the function (1), that
reflects all possible combinations of 6 versions (p=1,..,6; P=6) of interval (3) "central points" (4-
scenarios) and 4 versions (R=4) of interval (3) bound values (5-scenarios);

I=6) 2 versions (¢=1,2) of Monte Carlo simulation (MCs) series (6-scenarios). Each MCs series
includes 5 MCs, each of which allows fix the interval (3) interior value. \

\
[‘
|
{

The calculations performed according to the proposed M{DM methodelogy and the am. /-
scenarios sysiem (/=1,..,6) using this real sample data allowed to find a set of RAS versions, Their
analysis led to finding a final solution, including 5 best i-stocks. Their comparison with the "good-
fact" stocks, found using a specific analysis, showed their coincidence on 40-60%.

At present, the testing is performed for the full ISA of this sample (i=1,..,97), the extended period
of statistical data (up to 40 days with varying values T and Smax) and for Models 3/4.

In the future, such testing will be performed on-line, for the current data of exchange.

Conclusions

The performed work showed the proposed MCDM approach might be applied for the
considered problem solution. Further we will accent on practical aspects of such applying.
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Abstract

This is analysis of telecommunications market where two symmeiric mobile operators compete for
final prepaid customers but cooperate in setting the price for access to each other's customers. 1
presented model of four-stages game using Hotelling specification and Bertrand price competition
under assumptions of two-way access and termination-based price discrimination.

Kevwords: Game theory, Network competition. Telecommunicatiens, Network externalities, Price
discrimination.

Introduction

A distinctive feature of the telecommunications indusiry is the need for competing networks
to interconnect in order to provide each customer with access to the entire consumer
population (so called two-way access). This leads to an interesting coexistence of vertical
and horizontal relationships. where each network is the monopolistic supplier of an
intermediate input — the termination of calls directed towards its own subscribers — to its
rivals in the retail market, and in turn relies on them to provide access to their customers. Tt
is generally agreed that the outcome will be socially inefficient if each firm sets its
termination fee independently. because a unilateral increase by any firm raises its rivals'
costs without affecting its own.

Until local competition is developed, two-way access in telecommunications were mainly
confined to two types of interconnection {as mentioned by Laffont and Tirole):

- internationa! calls: telecommunications carries have traditionally enjoyed a monopoly
position in their respective countries and cooperated in the determination of
termination access charges. These settlement charges are determined in private
negotiations between the carriers. They are set above the marginal cost of terminating
calls. Such high termination charges may be quite inefficient even from the point of
view of profit maximization.

- fixed-mobile interconnection: the offering of mobile services by companies other
than the incumbent fixed-link operator has given rise to a second set of two-way
termination access charges. Charges for termination on a mobile network are often
set quite high.

Cooperation among competitors in setting access charges is relatively new in the
telecommunications industry and the telecommunications industry and regulators are
currently defining principles for interconnection.

Assumptions of two-way access price economic theory are:
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- calling company pays termination charge: the call receiver’'s network charges an
amount a per minute (o the cailer’s network for termination. The call receiver pays
nothing.

- unregulated retail markets: telecommunications carriers are free to set the prices they
wish to final consumers.

Under two-way access, we distinguish between two kinds of calls:
An on-net call is a call that originates and terminates on the same network. That is, the caller
and the receiver belong to the same network. In contrast, an off-net call occurs when the two
parties belong to different networks.
Retail tariffs offered by operators in most mobile-telephony markets often discriminate
between on-net and off-net calls (so called termination-based price discrimination).
A regulator can be interested in this type of pricing because the traffic-dependent costs of
on-net and off-net calls may be different due to cost reasons, such as:
- different efficiency levels of the operators’ networks:
- terminating access prices set above the traffic-dependent cost of the local loop (so
that the traffic-dependent cost of an on-net call is higher than the cost of an off-net
call).

Accordingly. the idea is that termination-based price discriminaticn may result in per-minute
prices that reflect the underlying costs and access fees to a better extent than non-
discriminatory prices.

To the extent that interconnection fees and costs are publicly observable, it seems highly
doubtful that most networks terminate each others' off-net calls at a discount.

When off-net calls are more expensive than on-net calls, then consumers choose the same
network as those whom they call the most, so the majority of calls is made at the on-net rate
(so called positive network externaiity). For this reason, the networks tend to prefer a
positive markup on interconnection.

Model

Here is presented model based on Hotelling specificaiion and Bertrand competition (which is
price competition with the commitment to supply whatever demand is forthcoming at the set
price). The model is similar to the one discussed by Peitz, but 1 focused my analysis on
telecommunication operators with prepaid customers.

The point of departure for this mode! are two operaiors practising termination-based price
discrimination.

Operators i and j offer telephone services to prepaid end users. Both operators use the
same technology, so they have symmetric cost structures. Each operator has a fuli-coverage
network, and all consumers (total mass of consumers is n ) are subscribed to either one of
the two operators. Consumers of both operators do not pay monthly subscriber charge (so
called prepaid customers).

The game has four stages, and the order of moves is as follows:

First, in the cooperative stage, the networks jointly determine the access charges. Second, in
the competitive stage, they independently and non-cooperatively set their tariffs,

Third, each costumer subscribes to exactly one network.

o
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Finally, consurners place their actual calls according 1o their calling patterns and tariffs, and
payoffs are realized. As usual, the mode! is solved backwards.

Stage 4 (consumption - demand)

Under termination-based price discrimination (if on-net and off-net calls have different

prices), a consumer makes longer or more frequent calls to those who are subscribed to the
saine network.

S s . ; - [ i
Given a price per minute equal o p { p for on-net or p¥ for off-net), each consumer has

an individual demand of x[p] call minutes. and derives utility uixé from calling for x
minutes. Consumers derive utility from calls made to consumers subscribed o the same
network (their share i1s s ) and from calls made o consumers subscribed to the other
network.

The indirect utility that a consumer derives from a call at a per-minute price of pcan be
expressed as:

vlpl=ullp]l- palp]

where ,‘&[p!}z arg max | ju{xj ap, | is the optimal call length given p (individual demand is

derived by solving the first-order condition for utility maximization Il‘[.i’] =p, )

In addition to the utility from calling, each costumer derives a fixed utility level U from
subscribmg to network /. independent of the number of telephone calls that are made. which
may come from, for example:

- brand preference

- services offered in addition to voice telephony (SMSes, VAS)

- the quality of the network and services delivered

- having a telephone connection in the case of unforeseen evenis

- the possibility to make free calls (aimbulance, police,...).
It is assumed that the fixed utility {7, is the same for all consumers of network 7.

The total net utility of a subscriber to network 7, who optimally chooses its calling time. is
composed of a traffic-dependent (uitlity derived from on-net calls plus the utility derived
from off-net calls) and a traffic-independent part L/, , and is written as:

vlpe p? =0, +slpe [+ (=5 90 | (1)

Traffic dependent part only depends on the calls made and not on the calls received. Clearly,
net utility is decreasing in prices.

To guarantee that consumers want to participate in the market, net utility level v, [p,f’", pf’ffj
has to be positive.

Stage 3: Subscription

The subscription stage is best described as a market for network membership with unit
demand and positive network externalities (positive network externality is when product
becomes more valuable as more customers use them) on the consumption side.
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It is assumed that networks are horizontaily differentiated and Hotelling specification is
used.
Consumers are assumed to be uniformly distributed on the 0, 1}-interval. Operator 1 is

located at / =0 and operator 2 at /, = 1. Consumer z &[0, 1] incurs a disutility =6l -z,

which is linear in the distance between consumer location and the location of the operator.
The parameter ¢ expresses the substituiability between networks: if 6 =0, networks are
perfect substitutes; the larger ¢, the more differentiated networks are (larger & inakes it
more difficult to gain market share).

Each consumer subscribes 1o exactly one operator. The consumer who is ideniified by iis
H
focation z subscribes to operator 1 if \}llpf".p;”ff]—92>vz [p?"apf«,’ﬂj—ﬂ(}—z), where

v, I_p‘f’”“ pf” denotes the net utility of a network at the ideal location z .

The realized market share of operator / is equal to:

v, '{)Il , off | V. on , r)/j -!
s = L [p i ] ’[p" Prdori using (1):
2 260
1y oy bl ol o~
L0l 1)
0 o . Clearly, it is presumed that s, =1-3,.

AR
' 1 ~ o ~l o ~|__of ~ .off
2‘(3(\’[/)?’]+V[P,’]—V[pe"’1—\’[1);”D
The market shares resulting from competition and consumers' choices are denoted by

5, -_~si[p;’“,pgﬂ,p;’”,p;”} and s, :sz!tpf’”,pf[f.p‘z’”ﬁp‘z’f]} and as we see, market shares

depend on all retail prices.

Consumers base their decision on which network to join on market share because. for
instance, at a low on-net price an operator is attractive if it has a large market share. This
means that consumers’ choices are affected by the market share. Therefore, termination-
based price discrimination gives rise o a positive network externality.

>

Stage 2: Competition in tariffs

In order to specify profit functions and corresponding retail prices, costs must be defined.
The fixed costs include all costs that don't depend on traffic (these costs are denoted by f;).
Such costs include, for instance, the costs of building a backbone, the maintenance cost of
the local loop, loans repayments, cost of billing, etc. It was implicitly assumed that in the
calculation of marginal costs, no traffic-independent costs are included.

Total traffic-dependent costs include an operator's marginal cost (real costs of originating
and terminating calls) plus per-minute charges paid to other operator for interconnection and

access denoted by a; (or a,).

Let ¢, denote operator i's traffic-dependent cost per-minute associated with a telephone call
of type k and let a, denote terminating access prices paid to operator i. We distinguish

three types of telephone calls under assumption that both operators use the same technology:
- on-net calls: calls that originate and terminate on a single operator's network (k =1)

with associated costs ¢, for operator /;
-
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- off-net calls: calls that termunate on another operator's network (k=2) with
associated costs ¢, + a for operator i {(on-net costs plus wholesale access price paid
to the other operator):

- incoming calls: calls that originate from another operator's network (& =3) with
associated costs ¢, and wholesale access price «, for operator /.

It is assumed that ¢, = ¢. + ¢, so that society’s marginal cost of an off-net call is the same as
the one of an on-net call.

Before profit functions can be derived, we have to specify calling pattern.

We make the assumption that calling patterns are balanced in the following sense:
consumers' share of on-net call minutes corresponds to the market share of the operator to
which a consumer 1s subscribed to, after correcting for differences in per-minute prices. That

is, the total volume of call minutes that originates and terminates on network /7 is ns ,‘a‘!p””j
R

and the demand for off-net calis 1s ns\,xl_pf’ff J

Operator /s profits are:

] oﬁ-‘ it on | j A
7| D J: 725(5‘]1’[[}_ '}(P,; —c p+ns{l-s, }xtpf’/] kpf’ff —¢,—a}
+n(l—s, )six{p?/] 14, —c,)—-ns.f, .

on on

N o

By Bertrand competition, operators set their on-net per-minute price equal to on-net
marginal costs, that is:

on*

P =cn
and their off-net per-minute price equal to off-net perceived marginal costs, that is:
p7 =c, +a,.

A . . or
This follows direcily from the first-order conditions —= =0 and ai =0.
o o
Consequently, operator /s profits in which operator i chooses its profit-maximizing per-
minute prices can be written as:
ﬂ-i[pio” >Pfﬁ >p;”3p7ﬁ :I: )1(1{ - Ssjsi“x{pjﬁ.:kal - c} ) _}lsij; N
Accordingly, operators have only one source of profit - revenue from incoming cails.

Stage 1: Determination of access charge

This stage can be cooperative - when two networks jointly determine access charges «, (or
a,) and corresponding access markup (difference between access charge and marginal cost
of terminating call per minute), in which case operators usually mutually set reciprocal price
(a,=a;).
There are some cases when access charges are determined by regulator:

- when operators can not make an agreement

- when regulator wants to stimulate competition — this asymmetric access pricing

exists as long as there is one dominant player in the market (especially in the recently
liberalized markets)
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Operators’ cooperative agreement on access charge immediately raises the question of
whether an unregulated access charge can be an instrument of collusion in the retail market.

Conclusion

This paper has been focussed on a teiecommunications market where two operators compete
for retail prepaid customers under two-way access pricing and termination-based price
discrimination,

An interesting feature of this new form of competition is that termination-based price
discrimination reintroduces network externalities among consumers. Interconnection
together with uniform (uon termination-based) pricing implies that consumers. when
choosing a network, do not take into account the choice of network by the people they want
to call. In contrast, if on-net calls are cheaper than off-net calls, consumers are better off if
the people they want to call select the same network. More generally, an access markup
{access charge above marginal cost) generates positive network externalities among
consumers.

Limitation of marginai cost pricing

Social welfare is achieved by setting prices equal to marginal cost. But there are some
problems with marginal cost pricing as discussed by Courcoubetis and Weber that follow:
Marginal cost prices can be difficult to compute and they can be close to either zero or
infinity. This is a problem since telecommunication networks tvpically have fixed costs
which must somehow be recovered.

Think of a network that is built to carry x calls. The main costs of running the network are
fixed costs (such as maintenance, loans repayments, cost of billing, subsidy on handsets and
staff salaries), i.e. invariant to the level of usage. Thus when less than x calls are present, the
short-run marginal cost that is incurred by carrying another call is near zero. If the network is
critically loaded (so that all x circuits are busy), the cost of expanding the network to
accommodate another call couid be huge.

Another difficulty in basing charges on marginal cost is that even if we know the marginal
cost and use it as price. it can be difficult to predict the demand and to dimension the
network accordingly. There is a risk that we will build a network that is either too big or too
small. Prices are used to signal the need to expand the network.

However, welfare maximization is not the only thing that matters. A firm’s prices must
ensure that it is profitable, or at least that it covers its costs.

In reality, operators typically impute fixed costs to telephony traffic, enabling them to define
a reference point for prices,
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Abstract. We give an example showing how graph theory may be used to model and analyse
practical situations in economcs. The example given 18 a game with three plavers. perfect
mformation. and known rules of a coalition of two players. An optimal strategy for the third player is
given.

Keywords: combinatorial game theory, cooperative game, optimal strategy

1.Introduction

Fifty vears old. thanks to the 1994 Nobel Memorial prize to Nash, Seiter and Harsaiyi,
game theory and its application to economics are becoming increasingly popular. Game
theory is a distinct and interdiscipiinary approach to the study of human behavior. The
désci;}%ines most involved in game theory are mathematics. economics and the other social
and behavioral sciences. Game theory (like computational theory and sc many other
coniributions: was founded by John von Neumann [Newmann and Morgenstern].

The aim of this paper is 1o show how combinatorics, in particular graph theory can be used
for analysis of a game. Although our example is not very complex, we claim thai the analysis
given shows the potential of graph theory [Wilson and Watkinsj to provide a simple and
efficient method for such tasks. We will mode! the gaine by a directed graph < . The set of
vertices of ¢ denoted by V{G] will represent the sel of all possibie states of business
affairs and the set of arcs A{G) of graph G will represent changes from one siate of

business affair 1o the other state of business affair which can, in the example outiined below.
be caused solely by one of our actions and predicted reactions from the opposition. There is
also the function f which tells how much monev we earn during this transition (of course
f can take negaiive values if we spend or loose money in such fransition). Our aim s to

maximize (in iong terms) our profit.

We will define a game, which may be motivated by a practical situation where we have a
small number of competing businesses. We assume the players have agreed on some rules
and play fair in the sense that they tend to increase their profit but do not attempt tc decrease
the profit of others. Cooperative games are particularly important in economics. The idea of
cooperative games is illustrated by the following example [McCain].




Example. We suppose that Joey has a bicvcie. Joey would rather have a game machine than
a bicycle, and he could buy a game machine for $80. but joey doesn't have any money. We
eviness this by saying that Joey values his bicycle at $80. Mikey has $100 and no bicycle.

and would rather have a bicycle than anvihing else he can buy for $100. We express this by
saying that Mikey vajues a bicycle at $100.

The strategies available to Joey and Mikey are to give or 1o keep. That is. Joey can give his
bicycle to Mikey or keep it, and Mikey can give some of this money to Joey or keep it all. it
is suggested that Mikey give Joey $90 and that Joey give Mikey the bicycle. This is what we
call "exchange.” Here are the payoffs:

Tabie 1

Js)e\f

. —

: giver ' keep
] 51119()1 Hj):
NMikey ,,g f o

keep Zi)() /} )(} 8()

Explanation: At the upper ieft. Mikey has a bicycle he values at $100. plus $10 extra, while
Joev has a game machine he values at $80. plus an extra $10. At the lower left. Mikey has
the bicycle he values at $100. plus $100 extra. At the upper left. Joey has a game machine
and 2 bike. each of which he values at $80, plus $10 exira. and Mikey is left with only $10.
At the lower right. thev simply have what they begin with - Mikey $100 and Joey a bike.

If we think of this as a noncooperative game, it is much like a Prisoners’ Dilemma. To keep
is a dominant strategy and (keep. keep) is a dominant strategy equilibrium. However. (give.
give) makes both better off. Being children, they may distrust one another and fail to make
the exchange that will make them better off. But market societies have a range of | institutions
that allow adults to commit themselves to mutually beneficial transactions. Thus. we would
expect & cooperative solution, and we suspect that it would be the one in the upper left.

In the next section we give a motivation and a definition of the game that we will analyse. A
model using graphs is given in section 3 while section 4 gives an efficient method to find
optimal strategies. In the last section the method is applied to the example given in section 2.

2. Example

Let us illustrate our ideas by using a very simple example. Suppose that three people, A. B
and C sell ice-cream on the beach and suppose that there are 25 convenient locations for
selling ice-cream that are equally distributed along the beach. In order not to fight among
themselves the following agreement is obtained:

1) No two sellers will sell ice-cream on the same location.

2) First, A chooses any location and sells ice-eream, after a quarter of an our B chooses any
focation different then one chosen by A, and after another fifteen minutes Cgooses any
location (different from ones occupied by A and B).

100

31 Atter another fifteen minutes A can relocate his vehicle 1w any location (different form
ones occupied by B and (1 A can choose o stay at his present location;.

43 After another fifteen minutes B can relocate his vehicle 1o anv Jocation (different form
Ones ucct xpied by A and (" B can choose to stay at his present iocauon»

53 After another fifteen minutes C can relocate his vehicle 1o any location (different form
ones occupied by A and B: ( can choose to stay at his present location).

6) Steps 31— 51 continuously repeat

Remark. If the Step 2 of the agreement sounds to favour player A too strongly. one can

prefer 1o study a variant of the game where the first player and the order is determined
randomly.

Further. 1t can be assumed that people on the beach are equally disiributed and that they buy
ice-creams from the ciosest seller of the i Le cream. Let us explain this on one simpie
example. Suppose that A is located on the 4" jocation. B on the 15" locaiion, and C on the
23 Jocation. A W%H seil the ice-creams o ihe people on the beach near focations |. 2. 3, 4,
5.6.7.8. and 9. hence he will sell 36% of all ice-creams. # will sell the ice-creams w the
people on the beach near locations 10, 11, 12, 13,14, 15,16, 17, and I8 and aiso to the half
of the people near the location 19 (the other half buys ice-cream from (). hence he will seil
I8% of all ice-creams. € will sell the ice-creains to the people on the beach near locations
20.21. 22, 23. 24 and 25. and also to the half of the peopie near the {ocation 19 hence he will

sell 26% of all ice-creamns.

Suppose that (s straiegy s known. He always places his vehicle to such place that he makes
the greatest profit in the following fifteen minutes. If there are more than one most pr ofitable
location. { chooses location that will make the greatest profit of B in the next 15 miinutes. B
uses the fact that B relocates his vehicle after € and that he knows the s strategy. Hence.
he can locate his vehicle in order to optimize his profit in his next 30 minutes. If there are
more than one most profitable location, B chooses locaiion that will make the greatest profit
of (" in the next 15 minutes. If still the location is not uniquely deﬁned B chooses location
with the smaller number. Note that B and € are “in the weak coalinon™. This increases their
profit and reduces the profit of A. But since their strategies are known. A can adopt his
strategy in order to obtain the greatest profit. ‘

Here the siate of business affairs is described by ihe location of the vehicles B and C.
Hence.

The ordered pair {x, ) means that B is iocated at location x and C is located at the

location v. while @ denotes the position at the very beginning of their business, when no
vehicie is located. After A relocates his vehicle, it is uniquely defined (since both strategies
are known) where vehicles B and € will be located. Hence, the reaction of B and C to any
action of A is uniquely defined. The function f assigns the profit of A (i.e. the percentage of
the market taken by A) in the next 45 minutes. Our aim is to find the cycle with the greatest
average value of f on its edges which can be reached from the initial state.
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3. Definitions

Denote by isiv{(G] the vertex of ( which represents the initial state vertex. Let
/O ALG) > R (where R is the set of real numbers) be the function called profit function.
et H be the subgraph of ¢ which consists of all vertices that can be reached from the
vertex isv{G).

Let ¢ be any oriented cycle in /4 . Denote

(IV\'(_}:—-—’—'—‘W— 1)
card tA{C )

where card [ A(C)) is the cardinality (or in the finite case the number of elements) of the set
AlCT.
The wim of this analysis is to find an efficient aigorithm that finds one cyele ' such that

(v [CY<av(C7) for each oriented cycle C in . (2

Note that cveie ' does not have to be unique. In this case the algorithm (1o be explained inn

the next section) returns one of the possible shortest cycles that satisfies the relation (2).

Denote by SerCpi the set of aii such cycles.

4. The algorithm

One can easily obtain the graph A when & and isv{(}\} e known. Denote by n the

aumber of vertices in H . Let us inductively define the numbers « . 1</ k<n by

[ FLUk). ke A(H)
ay =% _ N
i e A]kE A(H i

a,, . :max{az L +a,>;}
e igysp 1T e

It can be easily seen that

|
U ix = max% > f(e): P is path fromj to k of length illj,

e A(P)
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e u is the maximal sum of edge weights over all paths from j 1o k of length /. In other
words.  « . represents the profit of the most profitable path fromj to k of length /. Now,

fu

<i, j<n the pair of the numbers

denote by » .|

Let (4,./,] be the pair of numbers such that b h toreach 1</ j<n, where £  is

- Jo _[L

the lexicographical order. If » >, (—eo.iy ). then there is the cycle Ce SetOpt of length

i, which passes through the vertex ,;',‘,. Denote vertices of this cycle by v..v. .. v in order
’ M - : - i

of their appearance in such way that v, = j . We can inductively reconstruct the remaining

vertices by the following procedure:

loreach p=12...0, ~1l.letv =g suchthata  +a  +u

o it o = d’u Iy o

Note that the choice of ¢ does not necessarily have (o be unique, bul by choosing ditferent
values of ¢ . we always get the cvele with the required properties

It 1 clear from the definition that this algorithm can be executed in polynomial time in the

number of vertices and that this polynomial is of degree 4. Hernce. there 1s an efficient
algorithm that solves this problem.

5. The solution of the exampie

Now. we use our algorithm to find the solution of the example described iin the second
section. Recall that V{5 "}:{(.x;}:‘) IS a, v E25. 0 # \)VL@} Hence. ¢ has 601 vertices.

For this example. we have created graph & by computer. it has 12869 arcs. After that.
have created graph /. It has 59 vertices and 1298 edges. The optimal cvcle reads as

a=tr =" =19 a=8 u=i9 a=7
(19.6) = (8.19) > 208 — (7.200 = (1871 — (6,18 > (19.6;,
=Y8:3 r =106/ 3 F=9871 $ =98/ i =106/% F =08/ %
where « denotes the place where A shall relocaie his vehicle. Note that the average profit is
.w()Z 100

- hence using this strategy A earns more than the average. which is interestig
9 3

bearing in mind that players B and C form a weak coalition against him. On the other hand,

it is obviously a major advantage for A that the agreement between players B and C

known to him

In order (o completely demonstrate the strategy for A. one has to explain how to enter the
optimal cycle. In fact we can enter in this cycle right from the initial position by the
foilowing step

a=1 =———= u=i8 a=7 a=8 a=i9 4=l =

- (19,60 — (8, 19) —> (208) —> (720) —> (187) —> (6 18) — (19,6).
£=176/3 mmess £ =98/3 /=98/3
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Remark. it we consider a variant with random order at the start, then things will not change
significantly. Analyzing our initial graph with 600 vertices. it can be shown (by exhaustive
search, for example) that for each vertex. there is a path that leads from that vertex to the
optimal cvcle and then the game remains in the same cycle. Since we are interested only in
this cycle and not in the first few initial moves everything remains essentially the same.
Hence. no matter who starts the game. A will on the jong run earn more than average despite
the weak coulition of B and €
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Abstract

The structural equation modeling is the best known methodology for determining the scale for
theoretical constructs of interest. The aim of this paper is to present the application of structural
equation modeling on determining the scale of organisational innovativeness or the sample of 214
Slovenian organisations. Innovation capability is namely one of the key competitive success factors
in the intense global competition.

Keywords: Structural equation modeling, innovaiiveness, Dimensions
i. Introduction

Today. the ability to develop new ideas and innovations is one of the top priorities of
organisations and the key competitive success factor. Therefore. many researches were
focused on factors influencing the innovation capabiiity of firms. In these researches one of
the main research questions was associaied with the scale of the organisational
inovativeness.

The purpose of measurement in theory of testing and development research is io provide
an empirical estimate of each theoretical consiruct of inierest {3]. The importance of
unidimensionality has been stated succinctly by Haitie: “that a set of items formuing an
instrument ajl measure iust one thing in common 1s a most critical and basic assumption of
measurement theory” {4).

The scaie development process miust include an assessment of. whether the multiple
measures that definie a scale can be accepiably regarded as alternative indicators of the same
construct. The need for unidimensionality has first been established by Nunnaly by stating,
“[tems within a measure are useful only to the extent that they share a common core — the
attribute which is to be measured.”|7].

2. Structural equation model

Structural equation modeling can perhaps best be defined as a class of methodologies that
seeks to represent hypotheses about the means, variances, and covariances of observed data
in terms of a smaller number of structural parameters defined by a hypothesized underlying
model. The general structural equation model consists of two paits: a) the measurement part,
linking observed variables to latent variables via a confirmatory factor model and b) the
structural part, linking latent variables to each other via systems of simultaneous equations.
The estimation of the model utilizes maximum likelihood estimation. In the case where it is
assumed that there is no measurement error in the observed variables, the general model
reduces to the system of simultaneous equations model developed in econometrics [5].

The structural equations, as represented in a path diagram, are seen as a one-to-one
representation of the theory. They are defined by
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n=Bn- [+ {

where 7 is an mx1 vector of endogenous latent variables. £ is a kx1 vector of exogenous
lateni variabies. B is an mxom mattix of regression coefficients relating the latent endogenous
variable to each other. /is an mxk matrix of regression coefficients relating endogenous
variables to exogenous variables. and ¢'is an mx 1 vector of disturbance terms.

T'he latent variables are linked to observable variables via measurement equations for the
endogenous variables and exogenous variables. The mode! used to relate observed measures
to factors is the linear factor analysis model defined by the following equations

(S

|

yv=Ant¢
= AL+ S (3)

where 1 is a px1 vector of observed responses on p questions assumed to measure an
endogenous latent variables. x is a gx1 vector of observed responses on ¢ questions that are
assumed Lo measure exogenous latent variables, /4, and /1, are pxm and ¢x/ matrices of
factor loadings. respectively. and & and & are a px! and a gx1 vectors of uniqueness.
respectively. The number of endogenous variables is expressed by p and the number of
exogenous variables is expressed by ¢, k is the number of the important factor’s dimensions.
In cases, when ihe research objective is to find the appropriate indicators to measure a

factor of interest then the following model can be applied
n=1rl&+ g (4)
x=A4E+6 (5)

Assessment of model fit refers to the extent 1o which a hypothesized mode! is consistent
with the data. 1t is usually done in three stages. involving the a) assessment of the model’s
overall fit. by the assessment of the measurement part of the model. and ¢) the assessment of
the structural part of the model.

The purpose of assessing a model’s overall fit is to determune the degree to which the
model as a whole is consistent with the empirical data in hand. Over the years, a wide range
of goodness-of-fit indices have been developed. yet none of them is unequivocally superior
to the rest in all circumstances. Particular indices have been shown to operate somewhat
differently given the sampie size. estimation procedure. model complexity, violation of the
underlying assumption of multivariate normality and variable independence. For practical
purposes, the results of the chi-square test used in conjunction with root mean square error of
approximation (RMSEA), expected cross-validation index (ECVI), standardized root mean
square residual (RMR), the goodness-of-fit index (GF1), and the comparative fit index (CFI)
should be more than sufficient to reach an informed decision concerning the model’s overall
fit [2].

The chi-square statistic is the traditional measure for evaluating overall model fit in
covariance structure models and provides a test of perfect fit in which the null hypothesis is
that the model fits the population data perfectly. A statistically significant chi-square causes
rejection of the null hypothesis, implying imperfect model fit and possible rejection of the
model. RMSEA focuses on the discrepancy between the population covariance’ matrix and
model-based covariance matrix per degree of freedom taking model complexity into account.
It is generally regarded as one of the most informative fit indices. Values less than 0.05 are
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indicative of good fit. those between 0.05 and under 0.8 show reasonable fit, values between
(.08 and 0.10 are indicative of mediocre fit and values larger than 0.10 are the sign of poor
fit. ECVI focuses on overall error. i.e. the discrepancy between the popuiation covariance
matrix and the mode! fiited to the sample (implied covariance matrix). It is a useful indicator
of'a model’s overall fit because it measures the discrepancy between fitted covariance matrix
in the analvsed sample. and the expected covariance mairix that would be obtained in
another sample of equivalent size. To assess the model’s ECVI. its value must be compared
against the ECVI values of other models: the model with the smallest ECVI value is then
chosen as representing the greatest potential for replication. RMR is a summary measure of
fitted residuals. [t represents the average value of the element in matrix obtained as the
difference between the sample covariance matrix and implied matrix. A problem with
interpreting this statistic is that their size varies with the unit of measurement and the latter
can varyv from variable to variable. This problem can be avoided by using the standardized
residuals. A summary measure of standardized residuals is the standardized RMR: values
below 0.05 are indicative of acceptabie fir. GFI is an indicator of the relevant amount of
variances and covariances accounted for by the mode!l and thus shows how closely the mode!
comes to perfectly reproducing the observed covariance mairix. Values of GFI should range
between 0 and 1 and values greater than 0.9 are usually taken as reflecting acceptabie fit.
CFI is a relative fit index which shows how much better the model fits compared to a
baseline model, usually the independence model. It has a range between 0 and | and values
close 1o 1 represent good fit,

In evaluaiing the measurement nart of the model. we focus on the relationship between
the latent variabies and their indicators. The aim is to determine the validity and reliability.
Vahdity reflects the extent to which an indicator actualiy measures what it is supposed to
measure, while reliability refers to the consistency of measurement.

The aim of evaluating the structural part of the model is to determine whether the
theoretical relationships specified in the conceptuaiisation phase are indeed supported by the
data. Three issues are of relevance here. The signs of the parameters indicate whether ihe
directions of hypothesized relationship are as hypothesized. The magnitudes of the estimated
parameters provide important information on the strength of the hvpothesized relationships,
and the squared multiple correlations for the structural equations indicate the amount of
variance in each endogenous iatent variable that is accounted for by the independent latent
variables.

3. Dimensions of innovativeness on the case of Slovenian firms

In the past, different dimensions of innovation and their importance were emphasised by
different authors [8], [6]. [1], [9]. Taking into account their findings, five dimensions and a
theoretical model of an organisation’s overall innovativeness was established. According to
theory organisational innovativeness can be measured by product, marketing, process,
behavioural and managerial innovativeness.

Product innovativeness is often referred to as perceived newness, novelty, originality,
or uniqueness of products, Marketing innovativeness emphasises the novelty of market-
oriented approaches. It refers to innovations related to market research, advertising and
promotion as well as identification of new market opportunities and entry into new markets
[9]. Process innovativeness captures the introduction of new production methods and new
technology as well as new management approaches that can be applied to improve
production and management processes. The primary focus of managerial innovativeness is
to measure an organisation’s ability to manage ambitious organisational objectives and
identify a mismatch of those ambitions and existing resources in order to stretch or leverage
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iimited resources creativity. Behavioural innovativeness is a fundamental facior that
underlies innovative outcomes because it enables the formation of an Innovative culiure. the
overall internal receptivitv to new ideas and innovation. It is demonstrated through
individuais, teams and management.

Taking into account aii five dimensions revealed in previously mentioned researches we
tested the following hypotheses:

Hi. The covariance among the items inciuded in the model can be accounted for by one
general factor, i.e. organisational innovativeness.

H2. The covariance among the items included in the model can be accounted for by
restricted multi-factor model where each factor presents one of the conceptual
components describing the organisational innovativeness. Each item loads only on one
factor.

H3. Responses to each item are reflective of iwo factors: a generai organisational
innovativeness factor and a specific component factor.

4. Research methodology

To test a hypothesised factor structure a itwo-step approach developed by Gerbing and
Anderson was used [3]. The measurement model defined by (5) is first developed and
evaluated separately from the full structural equation mode! defined by (4) and (5) which
simultaneously models measurement and structural relations. In the approach described.
confirmatory factor analysis was applied using computer program AMOS and the Maximum
Likelihood estimation method.

A sample of 1000 Siovenian manufacturing organisations was randomly selected from
the IPIS database. A total of 254 completed questionnaires were returned. representing a
25.4 per cent response rate which is a normal response rate for most surveys. The rate of
usable responses was 21.4 per cent. In the questionnaire. 13 questions referred to the
organisational innovativeness. Ttems Vi, V2. V3, V4, V5 referred to behavioural
innovativeness, items V6 and V7 to marketing innovativeness. V8 and V9 to process
innovativeness, items V10 and V11 to product innovativeness, and items V12 and V13 to
managerial innovativeness. The questionnaire used a seven-point Likert scale with verbal
anchors of scale. CEOs were chosen as informants as they were most likely to observe and
analyse the characteristics of the organization. A pilot study was conducted including 5
experts to aid questionnaire wording and design.

In the first step, all 13 items were included in the first-order measurement model (5) for
organisational innovativeness. The initial model fit indices were assessed. They are
y?=173.765, df=61, p<0.05, GF1 = 0.882, RMSEA = 0.093, RMR=0.142 and CFI = 0.895.
Their values showed that the original model had to be respecified to obtain better fit with
sample data. The pattern of normalized residuals analysis confirmed the need for a
respecification. Item V5 had small squared multiple correlation (0.323) and large error
variance (2.29) and was therefore removed. Items V12 and V13 had large error covariance
(38.754). These two items were thus deleted because each estimated construct is defined by
at least two indicators.

Having eliminated 3 items, the modified first-order confirmatory factor analysis model fit
indices were: x2=33.062, df=28, p>0.1, GFI=0.972, RMSEA=0.029, RMR=0.085,
CFI=0.993. All fit indices show that model fits data very well. The standardized /r/egression
weights of all variables loadings onto their respective factors were between 0.538 and 0.955,
with all critical ratios above 1.96 (which means that all the regressions are statistically
significant at the 0.95 per cent confidence level). Their values are given in Table 1. The
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validation procedure refers to computing reliability for each set of measures. The reliabilily
of the scales using Cronbach’s alpha as a measure of internal consistency was encouraging
with all the scales adequately meeting standards for such research {7]. The behavioural
innovativeness scale achieved an alpha of 0.722, product innovaiiveness 0.716, process
innovativeness .716 and marketing innovativeness 0.886.

Table 1. Loadings of the first-order confirmatory analysis

C Standardized first-order loading’
" Variable R Behavioural Market Process Product
_ Behayioural” - 0.269 0578 0.284
V1 0350 | 0.592°
V2 0590 | 0768 (6.943)
V3 0.407 0.638 {6,559
V4 0289 | 0538  (5.868)
Marketing - (.949 52
V6 6,912 0955
V7 0.693 0,833 {12.502)
}*
Process - 1.206
L V8 0.613 0.783
VY G518 0718  (9.072)
Product -
V10 0.580 i 0.761
V1 0.543 ' 6737 (9221) |

Note: * Standardised first-order loading is the standardised regression weight of the individual
variables” loading on to one of the component factor. Numbers in parentheses are critical ratios from
the unstandardised sclutions: ° Standardised first-order loading for component factors is the
covariance between any two of these component factors; © Criticai ratio is not availabie, because the
regression weight of the first variable of each component factor is fixed at one.

To assess the multidimensional structure of the organisational innovativeness construct
the second-order confirmatory factor analysis using the system of equations (4 and {5) was
carried out. The fit indices obtained for this mode! showed similar results as the {irst-order
confirmatory  factor analysis and were: X2=37.275. df=30. p>0,1, GFi=0.968,
RMSEA=0.034. RMR=0.097, CFI=0.99. The slight difference in the first-order and second-
order estimates occurred due to different degrees of freedom. The standardised regression
weights of all component factors loadings onto the generai factor organisational
innovativeness are given in Table 2. They ranged from 0.385 to 0.972.

Table 2. Loadings of the second-order confirmatory factor analysis

Factors R? Standardizgd Criti;al !

Regression Weight Ratio
Behavioural innovativeness 0.148 0.385 3.977
Product innovativeness 0.945 0.972 8.169
Process innovativeness 0.840 0916 7.769
Marketing innovativeness 0.478 0.692°

Note: ? This critical ratio is not available, because the regression weight for the component factor
marketing innovativeness is fixed at one.

To assess hypotheses H1 and H2 the hypothesized multidimensional model was
compared with a competing unidimensional model. As shown in Table 3, the one-factor
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model which loaded all 10 indicators to one facior. vielded statisticaliy not significant chi-
square of 228.617 while the four-factor mode! resulied in the statistically significant chi-
square of 33.062. suggesiing a significant improvement. Furthermore, the improvements in
GF1, RMSEA. CFI and NFi were subsiantial. indicating that the four-factor model presents a
better fit to the data. Thus the convergent validity of the constructs is also supported.

Table 3. Results for nested model

Model | Description ©’ df p GFI RMSEA | CFI NFI

i One general factor 288.617 . 35 [ 0.000, 06758 0.184 | 0.664 = 0.640

2 Onegeneral factor = four 1 a3 965 38 (233 0972 0.029 | 0993  0.959
components . |

5. Conclusions

All hypotheses tested were confirmed. The results obtained showed that innovativeness
of Siovenian organisations is also the multidimensional category described by four
dimensions. The importance of individual dimensions and their indicators also revealed
those features in organizations that may need improvements in order to stimulate innovative
capability of organizations.
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Abstract i _ . )
Celebrated Lovasz theta number is an upper bound on the Shaunon capacity of a graph defined

by ©{G) = sup,>; t/a(G"). 1 this paper we suggest copositive-programming-motivated upper
bounds on numbers in the corresponding sequence.

Keywords: Error-free cornmunication, Shannon capacity.

1 Introduction

Consider transmitting data counsisting of coding data. transmitting it over a channel and
decoding it.

coding decoding
o~ channel —~
I 4
N’ e

(ccasionally errors occur. For example while transmitting binary data digit 1 can change
isto O, or vice versa. The standard remedy is t¢ add a parigy bit after transmitting cvery
seven (or 8) bits. The added bit equals 1. if the nunber of ones in the seven bits is odd,
and § otherwise. This makes it possible to detect, if one error (or an odd number of
errors) has been made during transmission. Since double errors arc unlikely, this is a
very popular approach. Another popular approach which with extremely high probability
detects errors is computing checksum consisting of (weighted) sum of the transmitted
data.

!ntthis paper we will address a similar but tougher task posed by Claude Shannon,
the founder of information theory '24]. Assume that during transmission of a coded
message some pairs of syribols occasionally get confused while others do not. What
is the maximum rate of transmission such that the receiver may {(always) rccover the
original imnessage without errors?

Such channel is modeled by a so called confusion graph G{V,E). The veriex set V
consists of all possible symbols. The edge set E consists of all pairs of symbols which
can be confused. i.e. symbols B and P in communicating over a phone {voice).

Since we want to communicate error-free we can - if we only send single symbols - usc
only one letter from each pair that might be confused. Iu the language of graph theory,
this means that the best we can do is to use the symbols from the largest stable subsct
S C V. Recall that S C V is stable, if

LjES={ij) ¢ E.

The cardinality of the largest stable set, the stability number, is denoted by «(G).
For example, if the confusion graph is a 5-cycle
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we can in orror-frec communication use ouly up to two symbols instcad of all 5. ic.
a(C5) = 2 and the information rate is log, 2 instead of maximal possible rate for 5
symbols iog, 5.

The obvious idea how to increase information rate is to use larger strings in place of
single symbols. Two striugs wug...u, and vivg... 1, can be confused, if on each position
i the two symbols u; and v, are either equal cither “confusable”. ie. w;v; € E. So we
define the n-th confusion graph G™ with vertex set V™ and cdges as defined above. The
correspouding rate of information per symbol is so

1982 1C) _ g, ¢/atG)
= 2 { :

lf S'isastable set in ¢, then obvicusiy 8™ is a stable set in G*. Therefore o{G™) > oG,
aud

alG™) > Val(Gin
meaning that we never decrcase the information rate by using longer strings instead of
single svimbols. Also replacing short strings of size & with strings with size ok, v € N
can also only increase informaiion raie. This is the basic idea of coding theory (see, i.c.
1) which motivates the following Shannon's fundamental definition '24!.

Definition The zero-error capacity of a graph G is giwen by

O(G) == sup YalGH).
n>i

Notice that the Shannon capacity of the graph describing transmission of digital data
G({0,1},{(0,1)}) has Shannon capacity 0, i.c. it is impossible to to be absolutely sure
that a transmitted message is correct. Of course. we are more interested in computing
the first few numbers in this scquence rather than the “theoretical” limit as the strings
in practical applications can not be arbitrarily large.
For example consider the product of two 5-cycles Cs x Cs. It is easy to check that the set
$(1,1),02,3),(3,5),(4.2), (5,4)} is stable. Hence, by using strings of length 2 we have
increased the lower bound for the capacity to ©(Cs) > /5.
Can we improve this number by further increasing the number of the symbols in a string?
Though alrcady Shannon found an upper bound on his error-free capacity of the graph
[24] and thus computed © of all graphs on up to 5 vertices, this question remained
unsolved up to the break-through paper of Lovisz|[i9].

2 Lovasz theta number

Lovész theta number can be formulated as a semidefinite program, so we first introduce
somc standard notation. Let us denote by e € R™ the vector of all ones, and by J := ee’
the n x n matrix of all oncs. The trace inner product

(X, Y =trace XY
is a well-known inner product in the space of symmetric matrices. Obviously (X, Y) =
> i TijVij SO (X. J) is just the sum of all entrics in the matrix J. Notation A = B stands
for A — B # 0 is a positive semidefinite {(symmetric) matrix.
Sect S be a stable set in the graph G(V, E). Its characteristic vector x g is defined by

=11 1ieS
(xs)i = { 0 %&101‘wise

Since |9] = xExs

(X, ) =15]
where the matrix X is defined by 1 .
= ——X5Xs- 1
X%:XS SXs / ( )
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By construction X > U and trace X = 1. Also, if [ij) € £ at lcast onc of the nwmnbers
{xg); and {yg); arc zero since such ¢ and j can not both be in the stable set S. Therefore

z; =0V € £
Consider the maximum over all such matrices

0(G) = max(X,.J)

trace X =
&1‘,}: = ﬂ‘v’{ﬁ/’l} eF (2)
X =0

Since all matrices {1) are feasible for the above semidefinite program, 8(G) > «(G).
Lovasz # number is also well-known upper bouud on the Shannou capacity of the graph
{see (19, 1) and 7 for an alternative proof).

(Goemanns{13] noticed "It seems all roads lead to 67, And indeed 6(G) is one of the best
polvnomial bounds sandwiched between two NP-hard problems 11

alG) < 8(G) < G

where v(G) = (‘(_?}i is the chromatic number of the complemoent graph G with vertex
set V' and edge set E defined by

E={{ij)li#j.lij) ¢ E}.

Graphs for which equality a(# ) = ¥{H ) holds for H = (¢ and all induced subgraphs arc
called perfect or Berge grapns. Berge conjectured 3j that a graph & is perfect if and only
if neither & not & contain an odd cvcle with length at least 5. This strong perfect graph
conjecture has recently been proved (5. Lovész # nuinber of any graph can be computed
in polynomial time to arbitrary fixed precision since it is a semidefinite prograin {scc
survey [25). But stability number of a perfect graph can be checked in a polynorial time.
too [14] as a sequence of computations of # uumbers of induced subgraphs. Thercfore
the determination of Shannon capacity of periect graphs sandwiched between two equal
numbers () and 8(() is trivial, too. So the maximum information rate on a perfect

graph is already achieved by transmitting single symbols, since a(G) = /(G2 =
Y alGB)=..

While already Lovdsz showed that the Shannou capacity of C5 is indeed V5 achieved on
strings of size two (19, 1 the Shannon capacity of (7 is still an open problem (see [27 .
See also 4] for bounds on complements of odd cycles.

3 Strengthening Lovéasz § number toward stability number

In the following we will be interested in bounding a first few numbers in the Shannon’s

scquence
a(@), Va(G?), Y a(G3), ...

hoping that the limit ©(3) is already achieved, and also since coding very long strings
is not practical. Solving semidefinite program (2) does not only give an upper bound on
the stability number of the corresponding graph, but also motivates several heuristics
for extracting large stable sets (see {15, 2, 26]). All of them are motivated by the belicf
that the computed near optimal semidefinite matrix variable X of (2) approximates well
a matrix X in (1) defined by a single stable set or that X of (2] approximates a convex
combination of such solutions. In both cases a large diagonal entry z;; suggests that the
vertex 1 is with a high probability contained in one (or several) large stable scts. So one
can order the vertices of G so that
mi1‘i1 2. Tigig 2 2 Vinin

and build large stable sets by a randomized greedy algorithm. A safer (but more cxpen-
sive) heuristics recompute # number of the induced graph G\ {v} after vertex v has been
included in a stable set. For both tasks we could benefit by a matrix variable X which
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better approximates X of (1. To this end notice that the clements of matrices (1) are
non-negative. This motivates introducing Schrijver’s number (23]

6 (G) =max{(X.J)  tr X =112, =0Y04j) € E.x;; >0V(ij) € E, X =0} (3)

t

which is sandwiched between «{() and 8(G). Sce [10, & for practical issues in computing
these bounds. ) ) o . ]
A ncar optimal matrix variable of {3) resemibles X of {1) more then does a near optimal

solution of {2j. Of coursc, () is also an upper bound on the stability number «{()
by the same reasoning as for (G) while it is at the same time smailer then 6{G) since
the feasible set in (3) is a subsct of the feasible set in (2).

Notice further that anv matrix (1) is also completelvy positive. A matrix is completely
positive it
X = Z z.z!

wherce cach vector x; has only non-negative entries. We denote the cone of all compietely
positive matrices by C* and its dual cone of copositive matrices by C. So Schrijver's
number can further be strengthened to

A~C(G) = max{(X. J) trace X = 1z, = OV(ij) € . X € C*}. {4)
The dual of the (4) is
0~ (G) = min{t : ¢;; = 1Vi, c;; = OV(35) € B, tC — J € C} (5}

where the set of copositive matrices C is characterized by
CelC — V>0 27Czx >0

Since there arc casy to find strictly feasible solutions of (4 and (5) by Slater’s theorem

there is no duality gap, i.e. 87" = ¢, So we could apply a primal-dual algorithm.
Howcever this number is again NP-hard to compute, so a chain of relaxations

PcKocKi c..ck,=C 6)
has been found i6]. Define (6
69(G) = min{t : ¢; = Wi, ¢;; = 0V{ij) € E.tC — J € K;} 7
and notice that (6) implics
(@) > 09(¢) > 09(G) > ... >0 C(G) > alG),

It is also known that 0((G) = 6~ (G) while 6¢(G) = a(G) for all odd cycles [6]. For
propertics of A7) in general sce also 116, 22]. Each 8 can be described as a posi-
tive semidefinite program of quickly increasing size. For example, in [21] the following
characterization of set Ky is proved
XeK, < VieVaM® . X - MD >0
o " (8)
mrq)+2m(~-):0 Vi £ j L

11 T
mgf)+m§i)7+m§z,3 >0 Vi<j<k

5 Computing 0(G) of a vertex transitive graph
Definition Permutation «: V — V is an automorphism of the graph G, if

(if) € B += (all)a(j)) € E.
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The group of ail automorphisins is dencted by Ant({G).
Definition Graph G(V.E).V = {1....n} is vertez transitive if there exist automor-
vhasns o, ... e, Such that

ai)=1 (9)
All odd-cyeles, their complements, all their strong products C! and many other inter-
esting graphs are vertex transitive. So we suggest simplifying (8) to

XNeEK, <= VieVIM: X -M*>0
my;, = J
Mg+ 2M1q,m =0 Vi> 1 (10)
m” 4 mam,aj“ +m0!zi/lazii} > 0 Vicicg 7

The matrix M i (10) is defined by M = o3, PAM*C'F, where subgroup A <

Aut(G) and MY A satisfy [8), see 19, 7 for details. Notice that in the above
characterization the matrix X is “supported” by only onc matrix M. We usc a primal-
dual interior point method to compute #U7{G) by solving (7). Characterization {14
reduces the computational effort to solve one step of the interior point method from
O(m?®) to O{mS5) where m is the number of vertices of our graph. For example, (¢
has m = n® vertices! This makes even the simplified model hard to compute. However
notice that this model has a lot of symmetry. If « is any automorphism which fixes the
first vertex, i.e. af{l) =1 {and there are at least ¢! such automorphisms in (7%, scc also
(20]) then PT A P, also satisfies (10). This can be exploited as in a similar bound ou
chromatic number (see, (9] to dramatically decrease the number of frce variables. This
method follows recent successes in exploiting symmetries in semidefinite programs and
underlying combinatorial optimization problems 17, 18, 12].

6 Conclusions

The powers of graph G appearing in the definmtion of the Shannon capacity of a graph
have very rich automorphism groups which can be efficiently exploited to compute bounds
on the stability numbers o(G), a{G?), .., a{(3%) for medium powers «.
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Abstract :

Our aim 1s to improve an aigorithm for seeking convergence in the case of the bullwhip effect in a
supplv chain with centralized demand information. We investigate the conditions necded for
production and inventory to converge in the sense that we examine the number of iterations needed
for stabilization of these two quantities. Aditionaly we studv the influence of the size of perturbation
in external demand on total inventory costs of supplv chain.

Kewords: supply chain, bullwhip effect, perturbed extemal demand, centralized information

i INTRODUCTION

According to Lee et ai. (1997b, p. 93). the term "bullwhip effect" was first used by
Procter & Gamble, when they experienced extensive demand amplifications for their diaper
product "Pampers” Lee et al. (1997a, 1997b) describe the bullwhip effect as the result of
information distortion in a supply chain, where companies upstream do not have information
on actual consumer demand Consequently, their ordering decisions are based on the
incoming orders from the next downstream company This may lead to amplified order
variability: demand coming in from a downstream company has a lower variability than
demand to an upstream company. The builwhip effect can have dramatic effects on
companies that are removed from the end-user (Metters, 1997, p. 89).

The bullwhip effect has been noted and assigned various causes across a range of
academic disciplines The first academic description of the bullwhip phenomenon is usually
ascribed to Formrester in 1961 in his seminal book Industrial Dynamics. Forrester indicates
that it is empirically common for the variance of perceived demand to the manufacturer to
far exceed the variance of consumer demand’ and for seasonaiity to be larger for
manufacturers than for retailers. Furthermore, he notes that the effect is amplified at each
stage in the supply chain. He states that the principal cause of this is difficulties involving
the information feedback loop between companies and that such systems are too complex for
managerial intuition aione tc ameliorate. Consequently, Forrester's remedy lies in
understanding the system as a whole, and modeling that system with specific "system
dynamics" simulation models, so that managers can determine appropriate action. Perhaps
the most well-known description of the bullwhip effect emanates directly from Forrester's
work and has come from the system dynamics discipline. Sterman (1989) has used a
simulation to demonstrate the bullwhip effect: a classroom game known as the "beer
distribution game" where pariticipants simulate a supply chain consisting of a beer retailer,
wholesaler, distributor and brewery. The decision-making task is straightforward: subjects
seek to minimize total costs by managing their inventories appropriately in the face of
uncertain demand. As the game proceeds, a small change of a consumer demand invariably
is translated into wild swings in both orders and inventory upstream. Sterman (1989, p. 322)
concluded that the interaction of individual decisions with the structure of the simulated firm
produced aggregate dynamics which diverged significantly and systematically from optimal
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behavior. He interpreted the phenomenon as a consequence of players' systematic irrational
behavior, or "misperceptions of feedback " On the other hand, Lee et al. (1997a, p. 558)
claim that demand distortion may arise as a result of optimizing behaviors by players in the
supply chain. Tn a practica! study Fransoo and Wouters (2000) have experienced that the
theory of measurement of the bullwhip effect in a practical setting has received very limited
attention so far. In their paper, they have made a first start with a method to accurately
document and define various ways of measuring the bullwhip effect. However, the bullwhip
effect can be measured as the ratio of demand-variance at a given supplier to the variance of
external demand, assuming that expected values of each stage's demand are the same, i. .,
U =25 (Simchi-Levi, Kaminsky and Simchi-Levi, 2000, p. 88).

i T Var(D)

Many investigations (e g., Lee et al, 1997a, 1997b; Chen et al., 200C) have shown that
providing the supplier upstream with centralized data can significantiy reduce the buliwhip
effect. Such information cuts short all kinds of information distortions in a supply chain.
Other improvements that can reduce the bullwhip effect include the reduction of lead times,
revising reorder procedures, limiting price fluctuations, and the integration of planning and
performance measurement (Lee et al., 1997a, 1997b). Chen et al. (2000) have demonstrated
that the bullwhip effect is due. in part, to the effects of demand forecasting. They have drawn
the conclusion that centralizing customer demand information can significantly reduce the
bullwhip effect. However, centralizing customer demand information does not completely
eliminate the bullwhip effect. In addition, they have shown that the difference between the
variability in the centralized and decentralized supply chains increases as we move up the
supply chain, i.e., as we move from the first stage to the second and third stages of the
supply chain.

As a practical matter, the bullwhip effect is a well-documented problem that affects many
businesses in serial supply chains across a variety of industries. Although it may seem an
obvious inefficiency that is easy to correct, discovery of the bullwhip effect does not
automatically lead to its solution: case studies (e.g., Metters, 1997) demonstrate that. despite
significant effort, the bullwhip effect can persist. Although the precise causes of the bullwhip
effect remain under debate, it is generally agreed that a lack of inter-company
communication combined with large time lags between receipt and transmittal of
information are at the root of the problem. Simchi-Levi, Kaminsky and Simchi-Levi (2000,
p. 91-92) have listed a number of suggeestions for reducing the bullwhip effect or for
eliminating its impact. These include reducing uncertainty, reducing the variability of the
customer demand process, reducing lead times, and engaging in strategic partnerships.

2 THE MODEL

The focus of our research is the centralized supply chain described above. The assumptions
of the model are:

1. Production ( P ) + Initial Stock (1S) = (Internal) Demand (D)) + Final Stock (£5)
2. Final Stock (£S) converges to Balanced Stock (BS)
3. Balanced Stock (BS) =External Demand ( £D)

Assuming this we get (i — period, j — stage in a supply chain from retailer toward suppliers):
1. Pi()=ED+D;())-18;() D;1()
2. IS,G+1)=P;()+1S ()~ D; (i) \
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We study the mode! in a case where two more assumptions have to hold

I External Demand { x ) changes its value by A~ /0 =x+ Ax,

~

2. The perturbation is negative: Ax <0.

These two assumptions tell us that consequences of only one negative change of external
demand are examined and that the state foliowing this change remains unchanged. We
suppose that these two assumptions can be very real: in many real-world situations we note
the stabilization of the external state after single perturbation. The perturbation could. of
course, aisc be positive — in that case the same analysis would follow

Furthermore if (1) <0, weset /;(1)=0, since the production can not be negative. The
production can be expressed in a form P =mx+nAx=mx-nAx|, so the condition
mx —njAxi < 0 implies:

m |

— < —{=relative change .
n b

2.1 Algerithm

Since for any negative perturbation, }Axg < x, and any period, /. and suppiier, ;. we can
obtain production, P (7}, and initial stock, /S (/+1), [which equals final stock, /-5 (/) | the
model can be expressed with the foilowing aigorithm:

function centralized model {:
// i - period

// 7 - supplier
i=1;
whiie TRUE
for j = 1 te finai_j do
if (2 * D{i, ) - IS(i, 43 < U} then Pii, 3; = 0;
else P{(i, j) = 2 * Di{i, 3; - Is{i, ii;
end 1f
Di{i, 3+ 1y = Pld, 317
IS(i + 1, §) = P{i, 3) + IS{i, 1) = Dili, 1);
end for
if ((P{i, final }) == ¥ + deltaX)) then return i;
end 1f
i =1+ 1i:

end while
end function

By analysis of the model we can calculate production, P,(/), and initial stock, IS (7}, for

any supplier at any period in the future with given perturbation, Ax. Using following
equations we eliminate time consuming step by step algorithm presented above:
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g'o R a
Pf(j‘):gi‘x%(i+j)4Ax L Sy and > g
X+ Ax L <o
X+ A S
IS, U+1)=FS, ()= ix , B>
(=1 x—(i+j-1D-Ax | HL>-0 and TR <

From these explicit equations we can get the following table.

Table 1: Consequences in production, initial and final stock when relative change of
external demand lies on an interval 3 <1 <4

1

Supplier 4 Supplier 3 Supplier 2 Supplier 1 Manufacturer | Deman
Prod Stock Prod Stock Prod Stock Prod Stock Prod Stock d
0l x x x x x x x x x x x
x x x x x
§ 10 x G x ¢ X 0 x X+2Ax | x X+ A
x x x —24x x+Ax
210 x 0 x 0 X 2x+4Ax —2Ax X+ Ax x+Ax X+ Ax
x x B Yiv o x+Ax x+Ax
310 x 0 x 3x+6Ax —x—4Ax x+ Ax x +Ax x+Ax x+Ax x4+ Ax
X —2x~ 6Ax X+ Ax x+Ax X+ Ax
4 | 4x+9Av by 4x+8Ax -2x - 6AY x+ Ax X+ Ax x+Ax x+Ax X+ Ax X+ Ax X4 A%
X+ Ax x+Ax X+ Ax x+Ax x+Ax
5 x+Ax X+ Ax X+ Ax x+Ax X+ Ax x+Ax x+Ax x+Ax X+ Ax X+ Ax X+ Ax
X+ Ax x+Ax X+ Ax x+Ax X+ Ax
U>5% Uz54 U>4 Uz34 U=2% =1

Tt is obvious that the final stock equals the initial stock in the next period.
£#8,()=15,(i+1), and that the production (order) of supplier ; equals the internal demand

for supplier j+1."P(i)= D, (7). Another confirming property seen from this table is that
the measure of the bullwhip effect, U/, increases moving up the supply chain as it was
expected

Further analysis requests the definition of two terms.

Definition 1: Balance number, k, is a number of iterations needed for the algorithm to

converge.

As it is seen from table above, the balance number in this case is k= 5.

Definition 2: Splitting point is a point on an interval [O, 1] such that P,(7) changes its sign

from positive to negative.

Proposition I: Splitting points are exactly the set 1—4’_——} for indices that correspond to
rr+J

i~

condition —— <
i+ x
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Proposition 2: Number of iterations =maxyi, /> {,Aii— 1y-iy+2, where / is the number of
Axl

links of a chain.

As we can see from Proposition 2, convergence of the algorithm :s dependent on the relative
change of external demand {and on the number of links). These results of the algorithm can
be illustrated by graphs. Figure 1 shows the impact of the relative change of external demand
on balance number for two different iengths of supply chain

(a) (b)
Modet with zentrelized informatior - 4 suppliers todel with centralized information - 9 suppliers
45 %0
'y i {
E / 70
,E B ;,: 80
2 2
] S 50
g ; 5
|20 ¢ s e
o . @
& J_," 30
! L P o
— e "
5 IO 0 -
f ’ __,_1—-—'_r
. o] gl
0 a1 0.z 03 0.4 06 06 07 08 0s a 0.3 0.2 03 0.4 0.8 06 0.7 08 09

Relative change of externat derand (A |/ » Relative chanae of external dernand 1A x 7 +

Figure 1. The dependence of the balance number on the relative change of
external demand for two different lengths of supply chain

Graphs show that up to a certain point the convergence is stable. But as the relative change
of external demand approaches towards 1 the balance number rises very quickiy. E g, in the
case of a manufacturer and 4 suppliers and at relative change of 0.9 the algorithm converges
in 46 iterations.

2.2 Inventory costs

We observe inventory costs of the whole chain from the beginning to the balance number, 4.
Perturbed costs are total inventory costs that are attained through our algorithm. /deal costs
are total inventory costs that would emerge in the case of immediate adaptation. Relafive
costs are defined as the ratio between the perturbed and ideal costs. Considering this we set:

I3

Perturbed costs: C,(i+1)=C () +IS,(i+1)=C,(k)=> C (k)

j=t

5
Ideal costs: C (k)=k x+(k—1)- Dx= Cu(k)———ZCj(k):Sk-x—}- 5(k—1) Ax
7=

Figure 2 presents the impact of relative change of external demand on relative costs. It is
obvious that total inventory costs increase very quickly with increased relative change of

external demand, l-Al—"'- It is also evident that relative changes up to 0.5 do not increase costs so

drastically.
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demand for two different intervals, [0, 0.5) and [0, 0.9

3 CONCLUSIONS AND FURTHER RESEARCH

In this paper we have shown that recursion of the algorithm can be replaced by expressing
production and stock explicitly. We have also found out that the balance number and relative
costs increase very rapidly as relative change of external demand tends to 1.

Further research could include elaboration with positive changes of external demand and
also introduce more perturbations.
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CONVERGENCE IN THE CASE OF THE BULLWHIP EFFECT WITH
DECENTRALIZED DEMAND INFORMATION
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Abstract

In our contribution we examine consequences of a single perturbation in the case of the bullwhip
effect in a supply chain with decentralized demand information. We investigate the conditions
needed to stabilize production and inventory levels. The correlation between the size of perturbation
in external demand and total inventory costs of supply chain is aiso studied.

Kewords: supply chains, perturbed externai demand, builwhip effect, decentralized information

1 INTRODUCTION

1.1 The builwhip effect

Today customers are getting more and more demanding, looking for a customized
solution delivered within days, and no longer willing to accept a commodity product in
weeks. At the same time, most firms' manufacturing processes are becoming increasingly
dispersed and global. These conditions make it difficult for firms to run their suppiy chains
more efficiently and effectively. Why is it, for instance, that Procter & Gambie had to deal
with widely fluctuating orders for its nappies, when babies' consumption was generally quite
steady” And why was it, that Procter & Gamble's orders to its suppliers fluctuated even
more? (Lee et al., 1997b, p. 93 The reason is that each retailer bases his orders on his own,
slightly exaggerated, forecast, thus increasingly distorting the information about real
consumer demand (Simchi-Levi, Kaminsky, Simchi-Levi, 2000, p. 82). This is one of the
most important causes of inefficiency in a supply chain,

This increase in variability as we travel up in the supply chain is referred to as the
bullwhip effect (Lee et al, 1997a, p. 546) This implies that the variance of the orders
becomes larger as we move up the supply chain, so that the orders placed by the second
stage of the supply chain are more variable than the orders placed by the first stage (the
retailer) and the orders placed by the third stage of the supply chain will be more variable
than the orders placed by the second stage, and so on. In other words, the distortion
propagates upstream in an amplified form (i.e., variance amplification). Formally: suppose
that the expected value of each stage's demand is the same. Then the bullwhip effect occurs
when the ratio of demand-variance at a given supplier to the variance of external demand,

u,= xzﬁ’g;, increases as we travel up the supply chain (Simchi-Levi, Kaminsky and Simchi-

Levi, 2000, p. 87).

The distortion of demand information implies that the manufacturer who only observes its
immediate order data will be misled by the amplified demand patterns, and this has serious
cost implications. For instance, the manufacturer incurs excess raw materials cost due to
unplanned purchases of supplies, additional manufacturing expenses created by excess
capacity, inefficient utilization and overtime, excess warehousing expenses and additional
transportation costs due to inefficient scheduling and premium shipping rates (Lee et al.,
1997a, p. 547).
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1.2 Causes of the Bullwhip Effect
Leeet al. {1997a, 1997b) have identified four major causes of the bullwhip effect:

(1) Demand forecast updating Links in the supply chain base their expectations about future
demand on orders they receive from the succeeding link. An increase in orders leads to
higher demand forecasts, which is transferred to the next link by increased order quantities.
That link also sees an increase in demand, updates its forecasts and distorts information for
the subsequent link. It works in the reverse way when end customer demand decreases. A
possible solution for this is to make data on consumer demand directly available to
companies further upstream in the supply chain. Further, a singie source of forecasting can
be determined for the entire supply chain

Chen et al (2000) have shown that if a retailer periodically updates the mean and
variance of demand based on observed customer demand data then the variance of the orders
placed by the retailer will be greater than the variance of demand. More importantly, they
have shown that providing each stage of the supply chain with complete access to customer
demand information can significantly reduce this increase in varabilitv. However, they have
also shown that the bullwhip effect will exist even when demand information is shared by all
stages of the supply chain and all stages use the same forecasting technique and inventory
policy.

(2) Order batching. Demands come in, depleting inventories but the company may not
immediately place an order with its suppiier It often accumulates demands before issuing an
order, for instance because of fixed order costs or distribution efficiency. Consider a
company that receives daily orders but places orders with its suppliers once a week.
Variability of orders placed with the suppliers is higher than the demands the company itself
faces. In addition to making consumer demand data available throughout the chain, reducing
batch sizes and increasing order frequencies assist in decreasing this effect.

(3) Price flucinations. Because of promotions and trade deals, the price of a product
fluctuates, which increases variability of demand. When the price of a product is low, a
customer buys in bigger quantities than needed. When the price returns to normal, the
customer buys less than needed to deplete its inventory. Stabilizing prices and decreasing the
number of promotions is a way of reducing this effect.

(4) Rationing and shortage gaming. When product demand exceeds supply, a supplier needs
to ration its product to customers. Knowing that, customers may order more than they really
need. Later, when there are no shortages, orders disappear. Introducing rationing methods
based on past sales rather than on orders placed takes away the incentive for customers to
inflate order sizes.

1.3 How to Counteract the Bullwhip Effect

Measuring the total bullwhip effect does not tell which of the different causes contributes
most and which solutions are most relevant (Fransoo, Wouters, 2000). For example, to
assess the possible benefits of exchanging demand information, it is important to beable to
measure which part of the bullwhip effect is due to incomplete demand information in a
particular supply chain,

Understanding the causes of the bullwhip effect can help managers find strategies to
mitigate it. Indeed, many companies have begun to implement innovative programs that
partially address the effect whereby they tackle each of the four causes. Various initiatives
and other possible remedies based on the underlying coordination mechanism are:
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information sharing, channel alignment. and operaitona!l efficiency (Lee et al.. 1997b. p. 98).
With information sharing, demand information at a downsiream site is transmitted upstream
in a timely fashion Channel alignment is the coordination of pricing, transportation,
inventory planning, and ownership between the upstream and downstream sites in a supply
chain. Operational efficiency refers to activities that improve performance, such as reduced
costs and lead time. In his work Metters (1997} has sought to identify the magnitude of the
problem by establishing an empirical lower bound on the profitability impact of the bullwhip
effect. Results indicate that the importance of the buliwhip effect to a firm differs greatly
depending on the specific business environment. Given appropriate conditions, however,
eliminating the bullwhip effect can increase product profitability by 10-30%

2 MODPEL AND ALGORITHM

The focus of our research is the decentralized supply chain described above The
assumptions of the mode! are:

1. Production ( P ) + Initial Stock { 75 ) = (Internal) Demand { 77 ) + Final Stock (£5)
2. Final Stock (FS) converges to Balanced Stock (55)
3 Balanced Stock (BS) = (Internal} Demand { //7)

Assuming this we get (7 — period. 7 - stage in a supply chain from retailer toward suppliers;:
L P@)=2D.0)—IS () (=D, ()
2 IS G+ =P (O)+IS ()~ D)

We study the model in a case where two more assumptions have to hoid:

1. External Demand { x ) changes its value by Ax: Al =x+Ax.
2. The perturbation is negative: Ax <0

These two assumptions tell us that consequences of only one negative change of external
demand are examined and that the state foliowing this change remains unchanged. We
suppose that these two assumptions can be very reai: in many real-world situations we note
the stabilization of the external state after single perturbation. The perturbation could, of
course, also be positive — in that case the same analysis woulid follow.

Furthermore if #;(i) <0, we set P;{i)=0, since the production can not be negative. The

production can be expressed in a form P:nrx+rrAx:mxﬂn|Ax|, so the condition
mx —n|Ax| < 0 implies:
H

m |Ax )

—< L——l( = relative change}.

n x

Table below shows us consequences in production, initial and final stock when relative

change of external demand lies on an interval %sli‘:h%. At this point it is convenient to
define the term balance mumber.

Definition 1: Balance number, k, is a number of iterations needed for the algorithm to
converge.
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r,f
Table i1: Consequences in production, initial and final stock in the case of relaiive
change of external demand 3 < 'i‘ﬁ <3

i X L
Supplier 3 Supplier 2 Supplier 1 Manufacturer | Dema
Prod Stock Prod Stock Prod Stock Prod Stock nd
0! x x x x x X x x x
X X X X
1 4} x 0 x 1] x x+2A8c 0 x x+Ax
X x ~2Ax X+ Ax
0 x 3x+8Ar x 2x+4ax -2Ax x+Ax x+Ax x+Ax
2 —2x— 8Ax 2Zx+4Ax x+Ax x4+ Ax
3 2x+4Ax ~2x - 8Ax —Z2AX Zx+4nx X+ Ax x+Ax x+Ax X+ Ax X+ Ax
—ZAx x+ Ax X+ Ax X+ Ax
4 2x+44x —2Ax x+ax x+ Ax x4+ Ax x+Ar x+Ax x+Ax x+ Ax
X+ x+Ax x+ Ax x+Ax
s X+ Av X+ Ax X+ Ax X+ Av x+ A X+ Ax x+Ax x+ax x+ Ar
X+ Ax x4+ Ax x+Ax X+ Ax
<114 U<7% U<3% Uu=2% U=1

copjecture that this bump emerges due t¢ slow transfer of information about smali relative
changes of external demand to higher-level suppliers

2.1 Inventory costs

We observe inventory costs of the whole chain from the beginning to the balance number, &
Perturbed costs are total inventory costs that are attained through our aigorithm. ldeal costs
are total inventory costs that would emerge in the case of immediate adaptation. Relative
costs are defined as the ratio between the perturbed and ideal costs. Considering this we set:

N
Perturbed costs: ' (1 +1)=C . ()+ IS .+ = (k)= Z(“j (k)

N
Ideal costs: C (k)=k-x+(k—1)-Ax = C (k)= (k)= 4k x+4(k =1} Ax

Table 2: Comparison between perturbed and ideal costs for relative changes of
external demand from the interval O 1)

From ihis table it is obvious that the final stock equals the initial stock in the next period,
£8,(1)=15 (+1), and that the production of supplier ; equals the internal demand for

supplier j+1, P(i)=D,, (i) As it is seen the balance number in this case is k=5,
whereby that is also the balance number for all cases of relative change of exiernal demand

from the intervai |0, 5l

. Another confirming property seen from this table is that the
measure of the bullwhip effect, {7, increases moving up the supply chain as it was expected.

Convergence of the algorithm is dependent on the relative change of external demand. This
correlation can be illustrated by graphs Figure 1 shows the impact of the relative change of
external demand on balance number, for two different lengths of supply chain (for 3
suppliers + a manufacturer, and for 9 suppliers + a manufacturer).
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Figure 1: The dependence of the balance number on the relative change of
external demand for two different lengths of supply chain

The reader can observe an anomaly that occurs on the graph: a “bump” unexpectedly arises
at the first third of the interval [0, 1] and from then on the graph has the expected shape. We
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Balance | Ideal costs Perturbed Costs increase | Costs increase
number. ('o (k) costs 0at least for (in 2‘ most for (in
k Cp (k) Yo) %)

‘—“:—' <t 5 20x+16Ax | 20w+ 224x —1.98 0
Lo S | 20x+16Ar | 19x+6Ax —1.98 139
1Bl b5 20rvl6ar | 200+ 144 139 3125
ielos s 20x+l6ar | 20x+18Ax 25 3.125
sl S 20x+16Ar | 16x+2Av 25 8.91
3 s 5 20x+16Ax | 19x+10Ax 8.93 1125
g s 2Wx+16Ar | 14x - 2Ax 1125 25

As seen the relative changes of external demand by less than = decrease the relative costs

but not more than for 1.98%. The decrease of the relative costs occurs again on the interval
[4. ). However, other relative perturbations that do not exceed 4 mostly increase relative
costs but not more than for 25%. Results presented in table 2 can refer us to expectation of a
prevalence of rapid increase of relative costs for the relative changes of external demand
bigger than .

This expectation is confirmed by figure 2 that presents the impact of relative change of
external demand on relative costs for the whole interval used in table 2 and also for a broader

interval: figure 2 (a) reflects the relationship on {0, 0.5] and figure 2 (b) shows the same on

0, 0.9]. Reader can observe a very rapid increase of total inventory costs as relative change
) Iy rap

of external demand tends to 1.
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Figure 2. The dependence of relative cosis on the relative change of external
demand for two different intervals, [0, 0.5| and [0, 0.9]

3 CONCLUSIONS AND FURTHER RESEARCH

In this paper we have examined consequences of a single perturbation in the case of the bullwhip
effect in a supply chain with decentralized demand information. We have found out that the
balance number and relative costs increase very rapidly as relative change of external
demand tends to 1.

Further research could include elaboration with positive changes of external demand and
also introduce more perturbations.
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ON THE EIGENSPACE STRUCTURE OF A MATRIX IN MAX-MIN
ALGEBRA

MARTIN GAVALEC, JAN PLAVKA

ABSTRACT. For a given 7 X 71 matrix A in a max-min algebra, the structure of the eigenspace
F{A) is studied. A necessary and sufficient condition is described, under which the maximum
cigenvector is constant. Further results show that F{A) can contain exponentially many non-
empty disjoint intervals of strictly monotone eigenvectors. with distinct endpoints. As a
conseqience, the eigenspace struciure cannot be compietely described iz polynomial time.

1. INTRODUCTION

Max-min algebras have wide applications in the fuzzy set theory {the max-min algebra
on the unit real interval is one of the most important fuzzy algebras). The eigenveciors of
max-min matrices are useful in cluster analysis {see [4]). or in fuzzy reasoning (see (7). The
elgenproblem in max-min algebra and its connections to paths in digraphs were investigated
nt,4. 5 6. A ploced wre for computing the greatest eigenvector of a given max-min matrix
was prrmose(i in [7 and an efficient algorithm was described in [2. The eigenproblem in
distributive latiices was studied in 8.

The aim of this paper is to answer several question connected to the structure of the
eigenspace F{A) of a given max-min square matrix A. In [3] the structure of F{A) was
described as a union of intervals containing permuted monotone eigenvectors of various types.
As the number of possibie permutations is exponentially large. it is naturai to ask whether
exponentially many of these intervals can simnultaneously be nonenipty. The positive answer
is presented in Theorem 4.2 and it indicates that the structure of the eigenspace F(A) can
be rather complex. Further results concerning constant eigenvectors and permuted monotone
eigenspaces are presented in the paper.

2. MONOTONE EIGENVECTORS

By a max-min algebra we understand a linearly ordered set (B, <) with the binary operations
of maximum and minimum, denoted by € and ®. The matrix operations over B are defined
with respect to @, ®, formaily in the same manner as matrix operations over any field. For a
given natural n > 0, we use the notation N = {1.2,....n }, and the notation B(n) (B(n,n))
for the set of all n-dimensional column vectors (square matrices; over B. We say that a vector
b € B(n) is increasing, if b; < b; holds for any 4,7 € N. i < j. Vector b is strictly increasing,
if b; < b; whenever ¢ < j. The set of ali increasing (strictly increasing) vectors in B(n) is
denoted by B=(n) (by B<{(n}). For z,y € B(n), we write z <y, if z; < y; holds for all i € N,
and we write z < y. if <y and z # y. In other words, z < y if z; < y; for all i € N, but the
strong inequality z; < ¥; holds true for at least one ¢ € V.

For given A € B(n,n), h € B, the threshold digraph G(A, h) is the digraph G = (N, E), with
the vertex set N and with the arc set E = {(¢,5); i,5 € N, a;;7 > h}. The strict threshold
digraph G{A, ht) has the arc set {(¢,4); {,7 € N, a;;j > h}. The set of all permutations on
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N will be denoted by F,. If A€ B{n,n) and b € B{n}. ¢ € P, then we denote by A,y the
matrix created by applyving permutation p to the rows and permutation ¢ to the columuns of
A. and by b, we denote the vector created by applying the permutation ¢ to vector b.

For any square matrix A4 € B(n,n), the eigenspace of A is defined by

F(A) ={beBn) ARb=b}

The vectors in F{ A} are called eigenvectors of matrix A. The set of all increasing eigenvectors
is denoted by F=(A). and the set of all strictly increasing eigenvectors of A is denoted by
F<{A). As any vector b € B{n) can be permnited to an increasiug vector, the next theoreiu
says that the structure of the eigeuspace F(A) of a given n X n max-min matrix A can be
described by investigating the structure of monotone eigenspaces FS{A) and F<{A).

Theorem 2.1. [3] Let A € B(n,n}. b € B{n) and ¢ € F,,. Then b € F(A) if and only if
b, € F{Ay,).

For A € B(n.n), we define vectors m*{A), M*{A) € B(n) in the following way. For any
i € N. we put

mi A = :}z;;).)}(ajk MYA) = I’Yc[_;a?(a)k
mi{A) = max mi(A) M} (A) = min MY'(A)

jsi izi
Theorem 2.2. [3] Let A € B(n,n) and let b € B{n) be a strictly increasing vector. Then
b€ F(A) if and only if m*(A) < b < M*(A). In formal notation we can write

FA) = (m*(A),M*(A)) (1 B<(n)
3. CONSTANT EIGENVECTORS

It was stated in {1] that the greatest eigenvector o* exists for every matrix A, and its entries
are given by the formula
= max min{aj;, aj;}
i.e., the 7th entry of the maximum eigenvector equals the maximumn capacity ¢(p) of a path
beginning at ¢ and ending by a cycle at j, where the capacity ¢(p) is assigned to each path p
as
o{p) = min ay
(ki)ep
In the following theorem, an interval for constant eigenvectors is described. For A € B{n,n),
we define the value M(A) € B as M(A) := minmaxa;,.
1EN jEN
Theorem 3.1. (3] Let A € B(n.n) and let b € B(n) be a constant vector. Then b € F(A) if
and only if O < by < M(A).

Corollary 3.2. The mazimum eigenvector &* is constant if and only of f = M{A) holds for
allie N.

Theorem 3.3. The mazimum eigenvector ™ is constant if and only if the digraph G- pr(a)
is acyclic.

Proof. Suppose that 7 = M(A) holds true f